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Abstract—When Computational Linguistic is concerns 
Kannada is lagging far behind compared to Telugu and Tamil. 
Writing the grammar production for any south Indian language 
is bit difficult. Because the languages are highly inflected with 
three gender forms and two number forms. This paper is an 
effort to write Context Free Grammar for simple Kannada 
sentences. Kannada Language being one of the major 
Dravidian languages of India and it has 27th place in most 
spoken language in the world. But still it does not yet have 
computerized grammar checking methods for a given Kannada 
sentence. Thus, this paper highlights the process of generating 
context free grammar for simple Kannada sentences.  
Keywords- Context Free Grammar, Syntactical Analysis 

INTRODUCTION 

Formalization of natural languages had been a topic of interest 
among linguistic researchers for years. But such formal 
representations depend much on the nature of the language [1]. 

In Natural Language Processing (NLP) Syntax 
analysis is very much required. Natural Language Processing 
is an area of research and application that explores how 
computers can be used to understand and manipulate natural 
language text or speech to do useful things [2]. Natural 
Language Processing is the computerized approach to 
analyzing text that is based on both a set of theories and a set 
of technologies. 

Applications of Natural Language Processing include 
machine translation, Text Processing, Multilingual and cross 
language information retrieval, speech recognition and so on 
[11].
Natural Language has an underlying structure usually referred 
to under the heading of Syntax [3]. The idea of Syntax is that 
words group together to form a phrase which behaves as a 
single unit called sentence. A commonly used mathematical 
system for modeling structure in Natural Language is Context 
Free Grammar. 
In Speech to Text translation the output will not be having 
100% accuracy. In order to increase the accuracy Syntactic 
Analyzer is introduced. This module extracts each sentence 
and check for the syntax according to the grammar that is 
selected.
With the advantages of Natural language processing here is an  

attempt to write context free grammar (CFG) for the simple 
Kannada sentences [3]. In order to write the CFG for the set of 
sentences the analysis of the grammar is a must.  

Section II describes the Context Free Grammar, Section III 
refers to Kannada CFG, Section IV about the parsers, Section 
V concludes the paper.  

CONTEXT FREE GRAMMAR 
Context Free Grammars is a notation that has been used 
extensively for defining the syntax of languages. Even with 
the regular expression grammar can be represented but it will 
be inadequate to characterize the syntax of natural languages, 
i.e. to make precise grammatical distinction is difficult in 
Regular expression. Even when language is formally regular, 
CFG will give correct interpretation. CFG is also known as 
Phrase-Structure Grammar (PSG) and which is equivalent to 
BNF (Backus-Naur form).  

A context-free grammar is a formal system that describes a 
language by specifying how any legal text can be derived from 
a distinguished symbol called the sentence symbol. It consists 
of a set of productions, each of which states that a given 
symbol can be replaced by a given sequence of symbols [16].

A context-free grammar (CFG) has four components: [4]
1. A set of tokens called terminals. 
2. A set of variable called nonterminals. 
3. A set of production rules. 
4. A designation of one of the nonterminals as the start 

symbol. 

Recursive nesting of phrases can be easily done in 
CFG. All formal languages that can be generated by a CFG.  

A grammar is a precise, understandable specification 
of language syntax (but not semantics). Grammar is also 
Collection of rules that describes well-informed sentences in a 
language. 

KANNADA CFG

Designing a grammar for the entire Kannada language is a 
daunting, difficult task [5]; for the sake of simplicity, in this 
paper we will work with simple grammars that can generate 
only a subset of Kannada by writing grammatical productions 
with CFG.  
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Following is the Kannada Grammatical 
Productions for a Robot to explain simple 
instructions like: 

Interpretation of the above grammar requires syntactic 
analysis or parsing. There are two types of parsers available to 
parse the given grammar that is Top-Down and Bottom-Up.  

A parse tree is a graphical representation of a derivation that 
shows hierarchical structure of the language. Parse tree 
interpretation for the simple instructions.  

The following section gives the Parse tree for the above 
sentences. Parse tree is generated by using NLTK recursive 
descent parser. The recursive descent parser is a top-down 
parser. 

Figure 1. Parse tree for the sentence (1)

Figure 2. Parse tree for the sentence (2) 

Figure 3. Parse tree for the sentence (3)
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Figure 4. Parse tree for the sentence (4)

With the above robot instruction we will take another example 
with different sentences. 

For the above sentences the grammatical productions are as 
follows: 

Figure 5. Parse tree for the sentence (1)

Figure 6. Parse tree for the sentence (2)

Figure 7. Parse tree for the sentence (3)
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Syntactic Analysis 

Figure 8. Syntactical Analysis

Syntactical Analysis means whether an input sentence can be 
generated by a given grammar [11]. When the answer is yes, 
the program should also output a parse tree for the sentence 
otherwise the sentence is syntactically wrong.  

PARSER 
A CFG only defines a language. It does not say how to 
determine whether a given string belongs to the language it 
defines. To do this, a parser can be used whose task is to map 
a string of words to its parse tree [16].

Parsers are generally are of two kinds of parser, Top-Down 
Parser (Recursive Descent Parser) and Bottom-up parser 
(Shift-Reduce Parser). 

Top – Down Parsing 

Top down parsing is one strategy that build parse from the 
start Symbol (S). Top Down parsing is goal oriented. The goal 
is towards to parse the sentence according to the grammar 
production [7].

Construct parse tree by starting at the start symbol and 
“guessing” at derivation step. It often uses next input symbol 
to guide “guessing”. 
A top-down parser starts with the root of the parse tree. It is 
labeled with the start symbol or goal symbol of the grammar. 
It picks a production and tries to match the input. It may 
require backtracking. Top-down parsers cannot handle left-
recursion in a grammar. Top-Down Parsing is an attempt to 
find a left-most derivation for an input string.  

To build a parse, it repeats the following steps until the fringe 
of the parse tree matches the input string [14].

1. At the Start node S, Select a production with S on its left
hand side and for each symbol on its right hand side, construct 
the appropriate child.  
2. When a terminal is added to the fringe that doesn’t match 
the input string, then backtrack. 
3. Find the next node to be expanded. 

If the parse tree did not match the input string then it means 
that input string is wrong. In the Kannada sentence if the parse 
tree did not match the input sentence then it means that there is  

a Syntax error in the sentence which is with respect to 
grammatical production that is whitened  [4].

Here is the Top-Down parsing for the sentence 

.

   S => NP VP 
   => A N VP 
   => A N V 

This matches the input sequence. 

Top down parsing occasionally requires backtracking. For 
example, suppose we used the derivation NP => N instead of 
the first derivation. Then, later we would have to backtrack 
because the derived symbols will not match the input tokens. 

Grammatical Production

Lexical Production

Input Sentence
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Bottom-Up parser 

Parsing algorithms which proceed from the bottom of the 
derivation tree and apply grammar rules are called bottom up 
parsing algorithms. These algorithms will begin with an empty 
stack. One or more input symbols (words) are moved onto the 
stack, which are then replaced by nonterminals according to 
the grammar rules [14]. When all the input symbols have been 
read, the algorithm terminates with the starting nonterminal, 
alone on the stack, if the input string (Sentence) is acceptable. 

Bottom up parsing involves two fundamental operations. The 
process of moving an input symbol (word) to the stack is 
called a shift operation, and the process of replacing symbols 
on the top of the stack with a nonterminal is called a reduce 
operation [14]. Most bottom up parsers are called shift reduce 
parsers because they use these two operations.  

Main Idea of Bottom-Up parser is to look for substrings 
(words) that match right hand side (r.h.s) of a production.  

Example:  
Consider the following grammar parsed using Shift-Reduce 
Parser (bottom-up parser).  

Table 1. Sequence of Stack Frames Parsing 

$
Shift

$ Reduce by rule 5 

$ A 
Shift

$ A Reduce by Rule 6 
$ A N   Reduce by Rule 2 
$ NP  

Shift 

$ NP  Reduce by Rule 7 

$ NP VP Reduce by Rule 1 
$ S Accept 

CONCLUSION

This paper sets the stage to develop a computerized grammar 
checking methods for a given Kannada sentence. Two sets of 
example is taken to explain the writing of Context Free 
Grammar (CFG) for a simple Kannada sentences. Grammar is 
parsed with Top-Down and Bottom-Up parser. Bottom-Up 
parser has two conflicts such as Shift-Reduce and Reduce-
Reduce. Top-Down parser is more suitable to parse the given 
grammatical production.  
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