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Abstract— Cascade feed forward ANN models have been developed by using pH, Alkalinity, Hardness, TS and MPN as the 
input variables to forecast water quality index (WQI) in the various zones of municipal  distribution system. Different ANN 
models were developed using training data set and tested in order to determine optimum number of neurons in the hidden 
layer and best fitting transfer function. The study reveals that the predictions by logsigmoidal and pure linear transfer 
function are in good correlation with observed WQI as compared to tansigmoidal transfer function. It is also observed that 
the model performance changes considerably with change in hidden layer neurons. Hidden layer structure with seven 
neurons performs better, followed by hidden layer structure with four neurons and one neuron respectively.  
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I.  INTRODUCTION (HEADING 1) 

 
The artificial neural network (ANN), as its name 
implies, is a technique for the human brains problem 
solving process. Just as human apply knowledge 
gained from experience to know problems or 
situations; the structure of a neural network can be 
applied to powerful computations of complex non 
linear relationships [1]. The ANN method is regarded 
as a potentially useful tool for modeling complex 
non-linear system, whereas fuzzy logic (FL) and 
adaptive neuro-fuzzy interference system (ANFIS) 
are useful in cases wherein uncertainties and 
imprecision is involved [2]. However, a large number 
of factors affecting the quality have a complicated 
nonlinear relation with the linguistic variables; 
traditional data processing methods are no longer 
good enough for solving the problem [3]. Water 
distribution system plays a vital role in presenting a 
desirable life quality to the public. The welfare level 
of country is measured with the amount of water 
consumption for each person and the quality of the 
provided water [4]. The water quality varies 
temporally and spatially at source, treatment plant 
and in the distribution network. The water quality in 
the distribution system deteriorates due to pipe age, 
corrosion of pipe material, intrusion of contaminants 
through leakage and cross connections, leaching of 
pipe material, formation of biofilm in the pipes etc, 
and hence many uncertainties are involved till the 
water reaches to the users tap. 
Main objective of present study is to develop best 
fitting ANN model for prediction of WQI in the 
municipal distribution system. In this study the 
Cascade Forward Back Propagation (CFBP) is used 
to forecast the variation in WQI with variation in 

water quality parameters, for the various zones in 
Solapur city. ANN models were developed by using 
pH, Alkalinity, Hardness, total solids (TS) and MPN 
as the input variables and WQI as the output variable. 
The ANN models are developed by using two years 
data set for training the model and one year data is 
used for testing the model performance. Different 
ANN models were developed using training data set 
and tested in order to determine optimum number of 
neurons in the hidden layer, best fitting transfer 
function.  
 
II.  METERIALS AND METHODS 

 
A. Study Area and Water Quality Data 
The municipal water distribution system of Solapur, 
India is taken as a case study for prediction and 
analysis of water quality in the distribution system. 
Fig. 1 shows the location sketch of three sources of 
water. The water quality at these three sources varies 
spatially and temporally. The water is distributed to 
Solapur city by dividing it into twenty nine zones. 
The water quality in the distribution system 
deteriorates due to pipe age, corrosion of pipe 
material, intrusion of contaminants through leakage 
and cross connections, leaching of pipe material, 
formation of biofilm in the pipes etc. The zone wise 
water quality data for years 2008, 2009 and 2010 is 
collected from Solapur Municipal Corporation, 
Solapur. Physico-chemical properties of water such 
as pH (0.09), dissolved oxygen (0.12), total alkalinity 
(0.01), total solids (0.13), total hardness (0.05) and 
most probable number (0.6) were used to get the WQI 
for various zones. Weight factors are given in 
parentheses. 
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B. Artificial Neural Network Models for Prediction  
Neural networks have seen an explosion of interest 
over the last few years and are being successfully 
applied across an extraordinary range of problem 
domains, in areas as diverse as finance, medicine, 
engineering, geology, physics and biology. The 
excitement stems from the fact that these networks 
are attempts to model the capabilities of the human 
brain. From a statistical perspective neural networks 
are interesting because of their potential use in 
prediction and classification problems. Artificial 
neural networks (ANNs) are non-linear data driven 
self-adaptive approach as opposed to the traditional 
model based methods. They are powerful tools for 
modeling, especially when the underlying data 
relationship is unknown. ANNs can identify and learn 
correlated patterns between input data sets and 
corresponding target values. After training, ANNs 
can be used to predict the outcome of new 
independent input data. ANNs imitate the learning 
process of the human brain and can process problems 
involving non-linear and complex data even if the 
data is imprecise and noisy. Thus they are ideally 
suited for the modeling of agricultural data which is 
known to be complex and often non-linear. 

 
Fig.1 Location Sketch of Water Sources 

 
1. Characteristics of Neural Network 
 
 • The NNs exhibit mapping capabilities, that is, they 
can map input patterns to their associated output 
patterns. 
• The NNs learn by examples. Thus, NN architectures 
can be trained with known examples of a problem 
before they are tested for their “inference” capability 
on unknown instances of the problem. They can, 
therefore, identify new objects previously untrained. 

• The NNs possess the capability to generalize. Thus, 
they can predict new outcomes from past trends. 
• The NNs are robust systems and are fault tolerant. 
They can, therefore, recall frill patterns from 
incomplete, partial or noisy patterns. 
• The NNs can process information in parallel, at 
high speed, and in a distributed manner. 
 
2 .Basics of Artificial Neural Networks 
 
The terminology of artificial neural networks has 
developed from a biological model of the brain. A 
neural network consists of a set of connected cells. 
The neurons receive impulses from either input cells 
or other neurons and perform some kind of 
transformation of the input and transmit the outcome 
to other neurons or to output cells. The neural 
networks are built from layers of neurons connected 
so that one layer receives input from the preceding 
layer of neurons and passes the output on to the 
subsequent layer. 
A neuron is a real function of the input vector 
(yj.....yk). The output is obtained as 

 
Where f is a function, typically the sigmoid (logistic 
or tangent hyperbolic) function. A graphical 
presentation of neuron is shown in the Fig.2. 
Mathematically a Multi-Layer Preceptor network is a 
function consisting of compositions of weighted sums 
of the functions corresponding to the neurons. Feed-
forward networks are especially useful in function 
approximation when a set of inputs and outputs is all 
that is known of the system, which is the situation in 
this study. Feed-forward networks have their neurons 
arranged in layers.  

 
 

Fig.2 Structure of Neuron 
 
 

3. Cascade Forward Back Propagation Algorithm 
 
The cascade back-propagation (CFBP) algorithm is 
the basis of a conceptual design for accelerating 
learning in artificial neural networks developed by 
Scott Fahlman at Carnegie Mellon in 1990.It is so 
named because it combines features of the back-
propagation and cascade-correlation algorithms. Like 
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other algorithms for learning in artificial neural 
networks, the CFBP algorithm (Fig.3) specifies an 
iterative process for adjusting the weights of synaptic 
connections by descent along the gradient of an error 
measure in the vector space of synaptic-connection 
weights. The error measure is usually a quadratic 
function of the differences between the actual and the 
correct outputs.CF models are similar to feed-forward 
networks, but include a weight connection from the 
input to each layer and from each layer to the 
successive layers. 

 
Fig.3 Cascade Forward Back Propagation Algorithm 

 
There are two common criteria to stop training a 
network: (1) training cycles (epochs); and    (2) 
desired errors. C.W. Dawson and R.L. Wilby (2001), 
suggested to typically applying 20,000 to 100,000 
training cycles (epochs) to train the network when 
steepest descent method is used. The other criterion is 
to limit the difference between desired output and 
output calculated by the network .The training 
process may be brought to halt using either the worst 
error difference after complete presentation of all 
input output patterns, or the root mean square error 
summed over all patterns. 
In practice, it is sometimes necessary to apply or 
compare both approaches to ensure the capability of 
the trained network in generalizing on the tested 
samples and application. The errors of tested samples 
is generally higher than the error of training sample 
as the network is trained to reduce the latter, not the 
former. However, the over-trained network would 
occasionally result in over fitting. Over fitting means 
the network can converge and yield a minimum or 
desired error in training samples but it cannot 
generalize well when validated with testing sample 
.The weights that produce the lowest error on the test 
sample would be used for the model. 
C.  Modelling Performance Criterion 
In order to evaluate the prediction accuracy of ANN 
and multiple regression models four criterions were 
used for comparative evaluation of the performance 
of the model. The criterions employed are Mean 
Absolute Error (MAE), Mean Square Error (MSE), 

Root Mean Square Error and Coefficient of 
Correlation (Cc). 
 
Mean Absolute Error (MAE)  
 
MAE is a quantity used to measure how close 
forecasts or predictions are to the eventual outcomes. 
Expressed in words, the MAE is the average over the 
verification sample of the absolute values of the 
differences between forecast and the corresponding 
observation. The mean absolute error is given by 

 
Mean Square Error (MSE) 
The mean squared error of an estimator is one of 
many ways to quantify the difference between values 
implied by an estimator and the true values of the 
quantity being estimated. It is the residual or error 
sum of squares divided by the number of degrees of 
freedom of the sum. This gives an estimate of the 
error or residual variance. 

 
Coefficient of Correlation (Cc) 
It is a measure of the strength of the linear 
relationship between two variables. It is defined in 
terms of the (sample) covariance of the variables 
divided by their (sample) standard deviations 

 
Where,   n= the number of data patterns in the 
dependent data set,x= the observed values,  y= the 
predicted values , x'= mean of the observed values 
and y'= mean of the predicted values 
 
III. RESULTS AND DISCUSSIONS   

 
The ANN Architecture for WQI prediction is 

composed of one input layer with six input variables, 
one hidden layer in which number of neurons varied 
from one to ten and one output layer with one output 
variable. Tansigmoidal, Purelinear and Logsigmoidal 
transfer functions were used to construct the ANN 
model for various zones in the city. The observed 
WQI for twenty nine zones reveals that, for zone 
twenty two (90.64) and twenty eight (92.39) water 
quality is excellent, for zone four (55.37), twenty three 
(66.69) and twenty nine (62.14) water quality is 
medium, for zone two (35.85) water quality is bad and 
for remaining twenty three zones water quality is good 
(70 to 90).The average WQI is given in parentheses  
The typical error analysis during training and testing 
for zone with bad, medium, good and excellent water 
quality is mentioned in the Tables 1 to 4. From 
Tables 1 to 4 it is observed that model performance 
varies considerably with change in transfer function 
and number of neurons in the  
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hidden layer structure. The best fitting ANN model 
for each zone based on performance indices and 
transfer function is mentioned in Table 5. It can be 
observed from Table 5 that, out of twenty nine zones 
in the study area, for thirteen zones Logsigmoidal, for 
ten zones Purelinear and for remaining six zones 

 Tansigmoidal transfer function performs better. 
Logsigmoidal transfer function performed better due 
to strong nonlinearity between input variables and 
output variable. 
 
 

 
Table 1: Error Analysis for Zone Two (Avg.WQI-35.85) with Bad Water Quality Using CFBP Algorithm (60% Training Dataset) 
Transfer Data Error       No. of Neurons           

Function   
Analysi

s 1 2 3 4 5 6 7 8 9 10 

    MSE 
849.84

2 
34.172

6 
121.34

9 
45.980

1 173.29 
4.0798

6 
85.65

5 
5.754

1 20.54 65.842 

    MAE 
17.905

3 
4.0967

5 
4.0398

3 
3.0820

9 6.6067 
1.2636

9 
4.782

9 
1.340

3 
3.949

2 4.3462 

  
Trainin

g RMSE 
29.152

1 
5.8457

3 
11.015

9 
6.7808

6 13.164 
2.0198

7 9.255 
2.398

8 
4.532

1 
8.1143

1 

    CC 
-

0.1302 
0.9337

7 
0.8079

7 
0.9287

7 0.6133 0.9927 
0.906

7 
0.992

5 
0.963

8 
0.9550

8 
Tansigmoid

al   MRE 
42.101

4 
10.964

5 
11.510

8 
9.3269

4 13.365 
3.5169

3 
12.51

8 
3.328

7 
10.79

6 
8.8055

6 

    MSE 
17.861

8 
13.959

3 
3.2798

6 16.118 21.108 
21.108

5 13.82 
20.36

7 
10.20

7 
18.531

3 

    MAE 
3.8723

5 
3.3820

9 
1.5350

6 
2.9802

6 3.6527 
3.6527

1 
2.454

2 
4.238

9 
2.830

6 
3.0125

7 

  Testing RMSE 
4.2263

2 
3.7362

2 
1.8110

4 
4.0147

3 4.5944 4.5944 
3.717

5 4.513 
3.194

8 4.3048 

    CC 
0.2003

2 
0.2068

3 
0.6900

2 
0.0429

4 
-

0.0515 
-

0.0515 
0.036

9 
0.660

9 
0.395

1 
-

0.0681 

    MRE 
12.018

4 
10.663

7 
4.9332

8 
9.4161

5 11.64 
11.640

1 
7.999

6 
13.12

9 
8.863

9 
9.7217

3 

    MSE 
95.516

8 
241.73

9 
303.83

3 97.89 144.13 
263.01

6 
129.0

9 
94.64

5 
121.3

2 
163.75

2 

    MAE 
7.6768

5 
8.5336

9 
10.555

7 7.023 9.2436 
12.175

9 
9.331

2 
8.401

1 
7.499

8 
9.7501

6 

  
Trainin

g RMSE 
9.7732

7 
15.547

9 
17.430

8 
9.8939

4 12.005 
16.217

8 
11.36

2 
9.728

5 
11.01

4 
12.796

6 

    CC 
0.8120

3 0.3462 
0.4361

5 
0.8096

6 0.7941 0.5787 0.748 
0.818

1 
0.758

6 
0.7145

4 

    MRE 
20.461

1 
18.687

9 
27.707

8 17.127 26.722 
34.917

5 
25.60

6 
23.85

4 18.26 
27.565

8 

Purelinear   MSE 
80.356

9 
160.73

5 
472.98

4 
61.478

5 1778.1 
45.215

4 
169.1

8 133.2 
1008.

6 
3103.2

5 

    MAE 
5.5164

5 
11.969

9 
20.772

2 
6.8760

1 41.599 
4.6277

6 
11.19

4 
9.310

8 30.91 
55.413

6 

  Testing RMSE 8.9642 
12.678

1 
21.748

2 
7.8408

2 42.167 
6.7242

4 
13.00

7 
11.54

1 
31.75

9 
55.706

9 

    CC 
-

0.1906 
-

0.0836 
-

0.0362 
-

0.0074 0.5387 
-

0.0876 
-

0.011 
-

0.135 
0.322

6 
-

0.3514 

    MRE 
18.161

7 
38.551

9 
66.379

9 
21.508

1 131.51 
14.380

5 
36.04

3 
30.26

7 97.9 
176.66

6 

    MSE 
826.94

7 742.78 
743.05

5 
694.47

3 694.47 
831.09

6 
874.9

3 
742.7

8 
675.1

8 
733.00

2 

    MAE 
26.754

5 
26.754

5 
26.776

6 
25.272

7 25.273 
26.754

5 
28.95

3 
26.75

5 
24.33

6 
26.550

2 

  
Trainin

g RMSE 
28.756

7 27.254 27.259 
26.352

9 26.353 
28.828

7 
29.57

9 
27.25

4 
25.98

4 27.074 

    CC 0.4689 -3E-16 
0.2144

5 
0.7344

7 0.4552 
-

0.0489 
0.947

5 
-3E-

16 -0.13 
0.6086

9 

    MRE 
80.804

6 
77.767

3 
77.807

8 
76.173

9 76.174 
81.016

5 
84.66

9 
77.76

7 
75.01

8 
77.677

5 
Logsigmoid

al   MSE 
1042.9

4 
828.09

7 
828.09

7 
828.09

7 828.1 
888.57

7 828.1 828.1 828.1 
828.09

7 

    MAE 31.008 
28.685

7 
28.685

7 
28.685

7 28.686 
29.703

1 
28.68

6 
28.68

6 
28.68

6 
28.685

7 

  Testing RMSE 
32.294

6 
28.776

7 
28.776

7 
28.776

7 28.777 29.809 
28.77

7 
28.77

7 
28.77

7 
28.776

7 

    CC 
-

0.1594 
4.4E-

15 
4.4E-

15 
4.4E-

15 4E-15 
-

0.4474 4E-15 4E-15 4E-15 
4.4E-

15 

    MRE 
99.192

9 
91.553

7 
91.553

7 
91.553

7 91.554 
94.829

2 
91.55

4 
91.55

4 
91.55

4 
91.553

7 
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Table 2: Error Analysis for Zone Four (Avg.WQI-55.37) with medium Water Quality Using CFBP Algorithm (90% Training Dataset) 
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Table 3: Error Analysis for Zone Three (Avg.WQI-77.95) with Good Water Quality Using CFBP Algorithm (90% Training Dataset) 
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Table 4: Error Analysis for Zone Twenty Two (Avg.WQI-90.64) with Excellent Water Quality Using CFBP Algorithm (90% Training 
Dataset) 
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Table 5:  Zone Wise Best Fitting ANN Models 

 
The number of neurons in the hidden layer affects the 
model performance.Fig.4 shows the performance of 
ANN model during training and testing for the typical 
zone two, four, fourteen and twenty two. From Fig.4 
it is observed that the model performance changes 
considerably with variation in number of neurons in 
the hidden layer. In hidden layer number of neurons 
are varied from 1-10. From Table 5 it is observed that 
hidden layer structure with seven neurons performs 
better, followed by hidden layer structure with four 
neurons and three neurons respectively. The zone 
wise best fitting hidden layer structure changes due to 
zone wise change in statistical values (mean, standard 
deviation, variance etc.) for various water quality 
parameter viz. pH, alkalinity, hardness, DO, total 
solids and MPN. 
From Fig. 4 it can be observed that during training 
and testing of ANN models, ANN models with 
different hidden layer structures shows high 
coefficient of correlation (Cc) nearer to one  many 
times, in such cases best fitting model is to be 
selected based on mean absolute error (MAE) and 

mean relative error(MRE).From Table 5 it is  also 
observed that the ANN models shows very high 
degree of correlation between observed and predicted 
values, almost for all twenty nine zones. 
 
 
IV. CONCLUSIONS 

 
The studies on prediction of water quality index 
(WQI) in the distribution system for Solapur city has 
been carried out by using ANN models. Performance 
of ANN models were tested by using modeling 
performance criterions. The study reveals that model 
performance changes considerably with change of 
transfer function and hidden layer neuron structure. 
Predictions by logsigmoidal and purelinear transfer 
function are in good correlation with observed WQI 
as compared to tansigmoidal transfer function. Out of 
twenty nine zones in the study area for thirteen zones 
Logsigmoidal, for ten zones Purelinear and for 
remaining six zones Tansigmoidal transfer function 
performs better. Hidden layer structure with seven 
neurons performed better, followed by hidden layer 
structure with four neurons and three neurons 
respectively. 
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