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Despite being the prefered approach for still-image cosgoa for nearly a decade,
wavelet-based coding for video has been slow to emerge, doenily to the fact
that the shift variance of the discrete wavelet transforndé@rs motion estimation and
compensation crucial to modern video coders. Recently itdeas recognized that a
redundant, or overcomplete, wavelet transform is shitiiimnt and thus permits motion
prediction in the wavelet domain.

In this dissertation, other uses for the redundancy of @mrapiete wavelet
transforms in video coding are explored. First, it is denti@ted that the redundant-
wavelet domain facilitates the placement of an irregulangular mesh to video images,
thereby exploiting transform redundancy to implement getoies for motion estimation
and compensation more general than the traditional blacictsire widely employed.
As the second contribution of this dissertation, a new formnultihypothesis
prediction, redundant wavelet multihypothesis, is présgn This new approach to
motion estimation and compensation produces motion predg that are diverse

in transform phase to increase prediction accuracy. HRinail is demonstrated



that the proposed redundant-wavelet strategies compleexesting advanced video-
coding techniques and produce significant performancedwgonents in a battery of

experimental results.
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CHAPTERII
INTRODUCTION

Over the last several decades, researchers have searaheffident ways to
compress, or code, video sequences. The key aspect of tishseenters on
decorrelation. A sequence of images is highly correlateth bemporally as well as
spatially. That is, temporal correlation is evident in thetfthat subsequent frames in
a video sequence usually appear almost identical. In magssscanly small portions of
the scene change from frame to frame. For example, the segu8usie” (Fig. 1.1)
contains a person talking on the phone with relativelyditthovement. Even in the
high-motion sequence “Football” (Fig. 1.2), the players amning and diving, but the
background does not change. In the sequence “Coastguagl’ /), although the
background is moving, the main object, a yacht, remainsarcdnter of the scene. The
sequence “Mother & Daughter” (Fig. 1.4) is a video-conferisequence with only
minor movement since both the background and the positiashetwo persons are
unchanged throughout much of the time.

To decorrelate a video sequence temporally, modern vidderscemploy motion
estimation and motion compensation (ME/MC). ME/MC forms adaction of the
current frame using the frames which have been already edco@onsequently, one
needs to transmit the corresponding residual image instethe original frame, as well
as a set of motion vectors which describe the scene motiobses\eed at the encoder.
Since the residual frame typically contains much less signargy than the original
frame, and since the motion vectors are relatively few, ttal tbit rate to code the

motion-estimated frame is usually much less than to code ame as a still image.

1
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Figure 1.1: First 8 frames of the “Susie” sequence.

Figure 1.2: First 8 frames of the “Football” sequence.
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Figure 1.3: First 8 frames of the “Coastguard” sequence.

Figure 1.4: First 8 frames of the “Mother & Daughter” sequenc
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A number of motion-estimation (ME) algorithms have beeneligyed in order to
provide efficient prediction of scene motion between franhis schemes can generally
be categorized as either feature matching or region majclkiaature-matching ME is
based on tracking specific image features (e.g., edges)evaswthe region-tracking
methods are used almost exclusively in modern coders. Tlst widely used region-
matching technique is block matching, in which the currenaige is divided into
small blocks. The previous frame, called the reference éramsearched for the best-
matching block for a given block in the current frame, andrémulting motion vector,
(Az, A,), indicates the position of the best-matching block. Totitné computational
complexity of the ME process, the search is usually limitesidime window surrounding
the block position in the reference frame. The proceduréaunfdomatching is illustrated

in Fig. 1.5 and the calculation of the residual image is

Diff(x, y, t, At) = f(z,y.1) — f(z + Agyy + Ayt — Al), (1.1)

whereDiff(x, y, ¢, At) denotes the calculated residual image at position) in a time
period At from timet, while f(z,y,t) denotes the image value at position y) and
timet. This block-based ME/MC approach to video coding was fitsbotuced in [1].
After a video sequence has been decorrelated temporadhg tisually exists a great
deal of correlation between pixels of the same frame. Toagedhis spatial correlation,
modern video coders perform a reversible transformatiomaich residual image such
that, in the transform domain, the energy of the image iscegbd to an easily coded
form. There are several methods to spatially transform agensuch as the Discrete
Fourier Transform (DFT), the Discrete Cosine Transform (DCAnd the Discrete
Wavelet Transform (DWT). Among them, the DCT is the most widedgd transform

because of its fast implementation, its early developmaam, its extensive use in still-
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Figure 1.5: The block-matching algorithm. The dashed b&aws the search window.
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image compression. The traditional hybrid-coding aratitee, which features ME/MC
followed by a DCT, is widely employed in modern video-comgies systems and an
integral part of standards such as H.261 [2], MPEG-1 [3], \@PE[4], H.263 Version 1
[5], H.263 Version 2 (H.263+) [6], and MPEG-4 [7]. A diagranh this traditional
architecture is shown in Fig. 1.6.

However, given the promising performance of recent wadMadesied still-image
compression algorithms, such as set partitioning in hobaal trees (SPIHT) [8], there
has recently been interest in deploying ME/MC within sucgodathms to produce
wavelet-based video coders. It is hoped that wavelet-beisied coding can not only
increase coding efficiency, but also introduce a high degfsealability into the coding
scheme such that one compressed representation can bedetadvariety of rates and
fidelities.

Briefly, a DWT is a multiresolution transform that uses the ssstve application
of filters to produce low-resolution and high-resolutiommnents, or subbands, of
the original signal. For 2D images, a DWT produces a basebandw-resolution
approximation to the image) and a variety of horizontaltigal, and diagonal subbands
of increasing resolution, as illustrated in Fig. 1.7. We saa that most of the the energy
in DWT-domain coefficients is packed into the lower-resautbands. Based on this
property, a number of effective still-image coders havenb#evised, of which one of
the most popular is the SPIHT coder [8]. In SPIHT, all coedints are processed in a
parent-offspring structure of hierarchical trees asitaigd in Fig. 1.8. SPIHT uses the
fact that regions of low energy in a given subband can preden larger regions of low
energy in higher-resolution subbands for efficient coding.

The most straightforward way to replace the DCT with a DWT in @idsl video
coder is to perform ME/MC in the spatial domain and to cal@la DWT on the

resulting residual image, resulting in a system as showngnF9. It has long been



Input Image
Sequence

+
S DCT

|

CODEC

Output Bitstream
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Estimation ’ Compensation T

»-Motion Vectors

Figure 1.6: The traditional hybrid coder with motion estima and motion
compensation (ME/MC) followed by a discrete cosine tramafdDCT).
2! = frame delayCODECis any still-image coder.
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(b)

Figure 1.7: Original and two-scale DWT decomposition of thet frame of the “Susie”
sequence. (a) Original, (b) Two-scale DWH;, H;, V;, andD; denote the
baseband, horizontal, vertical, and diagonal subbangdgeoéively, at scale

VE



Figure 1.8: Structure of hierarchical trees with the DWT sarits as employed by
SPIHT.
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known (e.g., [9, 10]) that this simple approach has certaamvbacks due to blocking
artifacts which are exacerbated when the DWT is deployed assugl as a full-
frame transform. To reduce these blocking artifacts, it leesn proposed [11] to use
overlapped block motion compensation (OBMC) in the spatiat@o before the DWT.

An alternative paradigm, shown in Fig. 1.10, would be to Hd#MC take place in
the wavelet domain. Wavelet-domain ME/MC eliminates tteffiniency due to high-
frequency blocking artifacts; more important, perhap#)as resolution-scalable coding
without drift becomes possible. Both direct [9] and hierégah[12, 13] block-matching
of DWT coefficients have been proposed. However, the factttfeusual critically
sampled DWT used ubiquitously in image-compression effigrghift variant greatly
hinders the ME/MC process when deployed in wavelet domain.

To demonstrate the difficulty that the shift variance of th&Dposes in the task
of tracking motion, consider the example illustrated ing-if).11 and 1.12. Shown in
Fig. 1.11 is a signad(n) and a shifted version of the signal, — 1). We perform a 1-
scale DWT on bothl(n) ands(n — 1) and display the resulting coefficients in Fig. 1.12.
Here the Cohen-Daubechies-Feauveau 9-7 filter [14] is ugeatiginal signal domain,
the effect of the shift is readily apparent, and the “motiofi'the signal waveform is
easily determined by comparingn — 1) to s(n). However, in the wavelet domain, the
low-band and high-band signals suffer from the shift-vatrzharacteristic of the DWT.
We can see that, although there is still some correlatiowdsst low-band outputs, the
high-band signals are completely dissimilar. In any evém, obtaining of accurate
motion vectors for ME will not be possible using either thevdband or high-band
signals in the DWT domain.

In order to overcome the shift variance of DWT, a number of psaps [15-27] have
been made to use an overcomplete, or redundant, wavelstaranfor ME/MC since

such aredundant discrete wavelet transform (RDWT) lacksssapkng and is thus shift
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Input Image
Sequence N Output Bitstream
DWT I—» CODEC —I—>
cobec™
DWT-1
+
+
y

Motion Motion —1

Estimation : Compensation I y 4

»Motion Vectors

Figure 1.9: The traditional hybrid coder with a DWT replacthg usual DCTz"! =
frame delay,CODEC s any still-image coder operating in the critically-
sampled-DWT domain.
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Input Image
Sequence + Output Bitstream
L» DWT CODEC I—>
CODEC™
+
+
A
Motion Motion 1

Estimation I Compensation Z

»-Motion Vectors

Figure 1.10: Hybrid coder with ME/MC taking place in the DWTndain. z~! = frame
delay, CODECIs any still-image coder operating in the critically-saegbl
DWT domain.



15

0.5

15

0.5

Original Signal s(n)

13

5 10

One sample shifted signal s(n-1)

15

T T

5 10

Figure 1.11: Signa$(n) and its shifted versior(n — 1).
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Figure 1.12: Wavelet-domain representations(af) ands(n — 1).
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invariant. This dissertation will consequently explore tlse of RDWT in video coding.
Park and Kim [15] were the first to incorporate the RDWT into aeaicdoder, using an
RDWT-domain reference frame to search for the best match ftvck In the DWT of
the current frame. A number of other systems [16—24] hava repired by their coder,
but all are essentially built on the same block-based RDWTadom@pproach of [15].

As the first contribution of this dissertation, we preserg tedundant wavelet
triangle mesh (RWTM) system which applies a triangle meslepdace the traditional
block-based ME/MC of [15]. This RWTM system, first developad25, 26], yields
performance superior to that of the block-based system3jf [1

As the second contribution of this dissertation, we ingzge the combination
of RDWT-based ME/MC with multihypothesis MC (MHMC). MHMC, whictalls
for using several hypothesis predictions of motion, hagyltxeen used in video-
coding systems to compensate for the inherent inaccuratyeofE process. In this
dissertation, we develop a new class of MHMC, redundant veavelltihypothesis
(RWMH) [28, 29], which exploits redundancy in the RDWT domainrtgprove motion
prediction. Additional investigation is focused on funtlexploring the performance of
RWMH. Initially, we consider the combination of RWMH with othenore traditional
forms of multihypothesis. We then explore the use of triamgkeshes within RWMH,
essentially combining the RWTM system of the first part of tiesertation with the
RWMH system of the latter part.

The remainder of this dissertation is organized as follawddscribe our work in
detail. Chap. Il presents theoretical background on the RDVekt,Norior uses of the
RDWT in video coding are overviewed in Chap. lll. The RWTM and RWM}stems
are then introduced in Chaps. IV and V, respectively, folldviy a presentation of
experimental results and observations in Chap. VI. Finalsymake some concluding

remarks in Chap. VII.



CHAPTER I
THE REDUNDANT DISCRETE WAVELET TRANSFORM (RDWT)

In this chapter, we review the redundant discrete waveksisform (RDWT).
We first overview some theoretical aspects of the transfoyntdmparing it to the
ubiquitous DWT in Sec. 2.1 and then review several practittatraatives for RDWT
implementation and coefficient representation in Sec.\&/2then discuss inversion of
the RDWT in Sec. 2.3, and then, finally, we consider the ramiboatof the RDWT
for motion estimation (ME) by illustrating its shift invamce in Sec. 2.4. The RDWT
has a long history of development within the signal-proicgssommunity. For greater

elaboration on the discussion here, consult [30-34].

2.1 RDWT vs. DWT

The RDWT can be considered to be an approximation to the caniswwavelet
transform that removes the downsampling operation fromtthditional critically
sampled DWT to produce an overcomplete representation. Tevariance
characteristic of the DWT arises from its use of downsamplimgile the RDWT is
shift invariant since the spatial sampling rate is fixed asrecale. The RDWT has
been given several appellations over the years, includiagundecimated DWT,” the
“overcomplete DWT,” and thalgorithmea trous

To describe the implementation of the RDWT in terms of filtends let us first
illustrate the same for the DWT. A 1D DWT and its inverse aresiilated in Fig. 2.1.
Here, f[n] is the 1D input signal and’[n] is the reconstructed signalh[—k| and

g|—k] are the lowpass and highpass analysis filters, while theegponding lowpass

16
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Analysis Synthesi:

h[- K| y 2 —e»h[- k] - Plv 2 » 42> hik]
L d[K] l
o[-k —Pv2 a2 - g[k] 42 > h[K]
Cj+l[k]
o[- k| v 2 42 b glk] 3> [n|

Figure 2.1: Two level 1-D DWT analysis and synthesis filterksan

and highpass synthesis filters dri¢| andg[k]. ¢; andd; are the low-band and high-

band output coefficients at level DWT analysis, or decomposition, is, mathematically,
¢j[k] = (cjsalk] * h[=K]) | 2, (2.1)

and
d;[k] = (cja[k] = g[—k]) | 2, (2.2)

wherex denotes convolution, angd 2 denotes downsampling by a factor of two. That

is, if y[n] = z[n] | 2, then
y[n] = x[2n]. (2.3)

The corresponding operation of DWT synthesis, or reconstnds

¢jra[k] = (¢;[k] 1 2) x h[k] + (d;[K] T 2) * g K], (2.4)
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Analysis Synthesi:

hj+1[_ K] d hj[_ k] | hj[k]
d-[k] Cj+1[k]
» g[-k] : g,[K] 12 b h,[k]
el K]
gj+1[_ k] > gj+1[k] 1/2—»

Figure 2.2: Two level 1-D RDWT analysis and synthesis filterksan

where? 2 denotes upsampling by a factor of two. That ig;[if] = x[n] T 2, then

ol = { x[n/2], n even (2.5)
0, n odd

In contrast, a 1D RDWT and its inverse are illustrated in Fig. 2The RDWT
eliminates downsampling and upsampling of coefficientd,atreach scale, the number
of output coefficients doubles that of the input. The filtérsmiselves are upsampled to

fit the growing data length. Specifically, the filters for scahre

hylk] = hyalk] 12, (2.6)

and

9;lk] = gk T 2. (2.7)

RDWT analysis is then
c;lk] = (¢ (k] * hy[—FK]), (2.8)
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and

d;[k] = (cjsalk] * g;[=F]), (2.9)

while RDWT synthesis is
ciralk] = 565 4] % hylK] + K] g5 [K]). (2.10)

(2.6) through (2.10) are known as takgorithmea trous[30], since the filter-upsampling

procedure inserts “holes” (“trous” in French) between therftaps.

2.2 RDWT Implementation and Coefficient Representation

There are several ways to implement the RDWT, and several wagptesent the
resulting overcomplete set of coefficients. The most olwimaplementation, direct
implementation of thealgorithme a trous as given by (2.6) through (2.9), results in
subbands that are exactly the same size as the originall,s@gés illustrated for a
1D signal in Fig. 2.3. The advantage of this “spatially ca@m¢t representation is that
each RDWT coefficient is located within its subband in its splticorrect position. By
appropriately subsampling each subband of an RDWT, one canpe@xactly the same
coefficients as does a critically sampled DWT applied to tmeeseput signal. In fact,
in a.J-scale 1D RDWT, there exigt' distinct critically sampled DWTSs corresponding to
the choice between even- and odd-phase subsampling at@delosdecomposition.

As we will see in Chap. lll, the most popular coefficient-regaetation scheme
employed in RDWT-based video coders is that of a “coefficies# ras illustrated in
Fig. 2.4 for a 1D signal. This tree representation is easépted by employing filtering
and downsampling as in the usual critically sampled DWT; hareall “phases” of
downsampled coefficients are retained and arranged aslfehil of the signal that was

decomposed. The process is repeated on the lowpass bantishofles to achieve
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Figure 2.3: Spatially coherent representation of a twdesé® RDWT. Coefficients
retain their correct spatial location within each subba@day coefficients
indicate the subsampling pattern necessary to recoverfahe®’ critically
sampled DWTs.
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Figure 2.4: Tree representation of a two-scale RDWT of 1Daign Approximation
and detail coefficients at scajeare L; and H;, respectively. E indicates
even-phase subsampling; O indicates odd-phase subsagmalipath from
root to leaf indicates a distinct critically sampled DWT;/escale RDWT
consists o2’ such DWTSs.
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multiple decomposition scales. It is straightforward te $leat each path from root
to leaf in the RDWT tree constitutes a distinct critically sa@pDWT, and there are
27 such critically sampled DWTs in d-scale decomposition. An alternative, and
equivalent, implementation of the RDWT tree representatmmeas from employing
consistent subsampling phase and shifting the lowpassshiandne sample to generate
children in the tree. Indeed, this “low-band-shift” [15] thed has been a popular
implementation for the RDWT-based video coders. It can be shbat the coefficients
at a given scale in the tree representation of the RDWT (Fig.cada be appropriately
“interleaved” to produce the subbands of the spatially oetierepresentation (Fig. 2.3);
i.e., the two representations consist of exactly the sarafficient values.

The situation is similar for 2D decompositions implementeith separable 1D
transforms, as illustrated in Fig. 2.5. A-scale 2D RDWT consists of’ distinct

critically sampled DWTs. An example of RDWT image is shown in. A

2.3 The Inverse RDWT
The RDWT is a perfectly reconstructing transform. To inves fRDWT, one
can simply independently invert each of the constituertically sampled DWTs and
average the resulting reconstructions together. Howekies,implementation of the
inverse RDWT incurs unnecessary duplicate synthesis figeraf the highpass bands;
thus, one usually alternates between synthesis filteridg@ronstruction averaging on
a scale-by-scale basis in practical implementations astilited in Fig. 2.2. The final
reconstruction of this latter implementation, howeveldentical to that produced by

the conceptually simpler former approach.
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Figure 2.5: Spatially coherent representation of a twdes@® RDWT. Coefficients
retain their correct spatial location within each subbard] each subband
is the same size as the original imag®;, H;, V;, and D; denote the
baseband, horizontal, vertical, and diagonal subbanggectively, at scale

4. This figure shows subsampling recovering one ofitheritically sampled
DWTs.
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Figure 2.6: An example of a two-scale 2D RDWT applied to the fresne of “Susie”
sequencebB;, H;, V;, andD; denote the baseband, horizontal, vertical, and
diagonal subbands, respectively, at sgale
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2.4  Shift Invariance of the RDWT

To demonstrate that the lack of downsampling in the RDWT residlshift invariant,
let us revisit the example of Figs. 1.11 and 1.12 in Chap. |. RB8VT outputs of both
the signalss(n) and s(n — 1) of Fig. 1.11 are illustrated in Fig. 2.7. Compared to
Fig. 1.12 in Chap. I, in which it was impossible to determine #mount of motion
in the DWT domain, the RDWT subbands of Fig. 2.7 correctly refleetone-sample
motion. That is, the subbands of the RDWT «f» — 1) are shifted versions of the
subbands of(n), just ass(n — 1) is a shifted version of(n), and the amount of shift
in each domain is identical.

The shift invariance of the RDWT implies that ME/MC with an RDWTbband can
be performed essentially in the same manner as in the origjpaial-domain frame.
This observation has spawned a number of RDWT-based vidaogegstems. In the

next chapter, we survey a number of such systems.
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CHAPTER IlI
PRIOR USE OF THE RDWT IN VIDEO CODING

Previously, we have seen that the redundancy within the RDWViges shift
invariance. In this chapter, we will explore a number of wadamding systems that
have been proposed to capitalize upon this shift invarisamaaplement ME/MC in the
wavelet domain. As all these systems have their originsstesy of [15], we first review
the architecture and performance of this system in Secsarl13.2, respectively. We
then consider in Sec. 3.3 a number of refinements that havegreposed to the basic

system.

3.1 Overview of the RDWT-Block System

The majority of prior work concerning RDWT-based video codimggjinates in the
work of Park and Kim [15], in which the system shown in Fig. 8:4s proposed. In
this system, the RDWT is implemented with the “low-band shiftdbcedure and the
ME/MC is performed with blocks. Hence, we call this techi@DWT Block”.

In essence, the system of Fig. 3.1 works as follows. An infmhé is decomposed
with a critically sampled DWT, and the resulting wavelet-dom coefficients are
partitioned into blocks. Each block consists of all the Goets in the DWT that
correspond to a particular spatial-domain block in theinabimage, and thus includes
coefficients from all subbands at all scales. A full-seartdchk-matching algorithm
then computes motion vectors for each wavelet-domain blthek system uses as the
reference for this search an RDWT decomposition of the previeconstructed frame.

Since these reconstructed RDWT coefficients are arrangeckeitréle representation

26
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Figure 3.1: The RDWT-based video coder of [15].! = frame delayCODECis any
still-image coder operating in the critically-sampled-DWadmain.
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as described in Sec. 2.2, the ME procedure of this system rsiool identifying, for
each block of the current frame, a particular critically géed DWT in the reference-
frame tree (a root-to-leaf path), and a displacement withét DWT. Transmission of
a single motion vector per block suffices to convey all of thigion information to the
decoder. A suitable cross-scale distortion metric thatages distortions incurred in
each subband is used to drive the ME search.

Specifically, aB x B block of DWT coefficients is extracted from the critically
sampled DWT of the current frame as illustrated in Fig. 3.2. sAswn, this block
consists of all the DWT coefficients in the various subbands¢brrespond to the given
spatial location of the block. In the block-matching seastthe RDWT-block system,
this DWT block is compared t& x B blocks extracted from the RDWT of the reference
frame, as illustrated in Fig. 3.2. In the RDWT of the refereneeanie, the coefficients
are arranged in the tree representation that results frentoth-band-shift procedure
described in Sec. 2.2. Since the tree representation of thd REbnsists of multiple
critically sampled DWTs, the block-matching procedure @& RDWT-block system
compares the current-frame DWT block to reference-frameksi@xtracted from each
critically sampled DWT of the RDWT of the reference frame assiitated in Fig. 3.2.

Specifically, a block oB x B coefficients is extracted from the DWT of the current
frame and compared to blocks 8f x B coefficients extracted from the RDWT of the
reference frame as illustrated in Fig. 3.2. Mathematicalig distortion metric for
the ME search is as follows. Lef*" be subbands at scalej of the DWT of the
current frame, ancﬂ;""’f be subband at scalej of the RDWT of the reference frame,
wherel < 7 < J,andS'is B, H, V, or D, for the baseband, horizontal, vertical, or

diagonal subbands, respectively. Lety) be the location of a block in the original
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image coordinates. The corresponding motion vector is

(Ag, Ay) = arg min MAE (z,y, Ay, Ay) (3.2)

—WLAL, Ay <W

where the mean absolute error (MAE) is

MAE (z,y, A;, A,) =
g B/27 B/27

3 DB/ + oy /2 4 ) = B2k Ay + 214 A
k=1 I=1
B/2i B/2I

Zz 530 “v (/2 + k,y/20 +1)

k=1 =1

— V™M@ + 2k + Ay + 211+ A)

. . f . i
b [HE a2+ kP 1) = B @+ 2k Ary+ 21+ A,)

. . f 1 1
+ \D?“%x/w +ky/2 +1) = Dz + 2k + Mgy + 21+ A)

}, (3.2)

and W > 0 is the search-window size. In (3.2}, and ! indicate the different
subsampling phases in RDWT tree-structure representationsummary, a single
critically sampled DWT of the current frame is predicted inlack-by-block manner
from a wavelet-domain reference frame wherein all phasesatained. By using such
an overcomplete expansion of the reference frame, thembasthing block from all
possible phases is obtained, and the shift-variant nafureecritically sampled DWT
is overcome.

We note that, although the original development [15] of theAREblock system
used the tree representation of the RDWT, it is possible to husespatially coherent
representation as well. That is, as discussed in Sec. 22pdssible to interleave the

coefficients from the tree representation of the RDWT to predhe spatially coherent
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Figure 3.2: The motion estimation procedure of [15], trggesentation, wher8 x B
coefficients are extracted out to build a block in DWT as welR&SNT
domain. The MAE is calculated between these blocks.
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as RDWT domain. The MAE is calculated between these blocks.
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representation. In this case, the block-matching seartthedRDWT-block system then
becomes as illustrated in Fig. 3.3. Although equivalenbaigmically to the search
of Fig. 3.2, this alternative implementation has certainagptual advantages that will
facilitate the introduction of RDWT-based coders that we wélelop in subsequent

chapters.

3.2 Performance of the of RDWT-Block System

In these experiments, we compare the RDWT block with directeledxdomain
block-based ME/MC (DWT Block). In the DWT-Block system, both tharent and
reference frames are in the critically subsampled DWT domaionsequently the
ME/MC in this system suffers from shift-variance problem.e \llse the 100-frame
“Football” SIF sequence, the 70-frame “Susie” SIF sequethee300-frame “Mother &
Daughter” CIF sequence, and the 300-frame “Coastguard” Clrese®. All sequences
are grayscale. The first frame is intra-encoded (I-frameijenddl subsequent frames
use ME/MC (P-frames). Both wavelet transforms (DWT and RDWT)thseCohen-
Daubechies-Feauveau 9-7 filter [14] with symmetric ext@msind a decomposition of
J = 3 levels. Both ME/MC methods use integer-pixel accuracy ampi@pmately the
same number of motion vectors per frame.

The average PSNRs are shown in Table 3.1 and indicate at leiB0ain over all
sequences. Thus, driving ME/MC in the RDWT domain instead iitaily sampled
DWT domain yields significantly better motion prediction. akRre-by-frame PSNR
profiles for the “Football” and “Susie” sequences are showigs. 3.4 and 3.5. Fig. 3.6
gives the reconstructed images of frame 6 of “Football”, kghge can easily see that

the RDWT-block system significantly outperforms the DWT-blegktem.
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Table 3.1: Distortion averaged over all frames of the segeien

PSNR (dB)
Football | Susie| Mother & Daughter| Coastguard
DWT Block 24.4 33.5 334 24.0
RDWT Block | 27.9 37.4 40.8 28.9

Rate is 0.25 bpp except which is 0.5 bpp.
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Figure 3.4: Comparison of DWT Block to RDWT Block—frame-by-fram8NR for
“Football” at 0.5 bpp (1.3 Mbps).
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Figure 3.5: Comparison of DWT Block to RDWT Block—frame-by-fram8NR for
“Susie” at 0.25 bpp (634 kbps).
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(@)
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(©)

Figure 3.6: Original and reconstructed images for frame &obtball”. (a) Original,
(b) DWT Block, (c) RDWT Block.
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3.3 Other RDWT Video-coding Systems

Subsequent work has further refined the system depictedyirBFEL. In particular,
in [16, 23, 24], multiple motion vectors are transmitted &ach current-frame block
by estimating motion in each subband independently. By demga fast algorithm
for calculating the level-by-level RDWT coefficients is acldd. The system of [17]
employs interpolation between the coefficients in distirmt-to-leaf paths of the
RDWT tree to enable motion compensation to be performed withpixel accuracy.
Additionally, resolution-scalable video coders [18, 23,,24] have been devised that
constrain the ME/MC procedure to process each scale of tiveletadecomposition
independently. Each of these systems built upon the aothite of Fig. 3.1 retains
its block-based ME/MC procedure and its system structurénat Ts, the current
frame is decomposed into DWT coefficients, the referencedrendecomposed into
RDWT coefficients, and in the ME procedure, the current DWT bisakatched to an
overcomplete RDWT reference block. Next, we will look at tw@mntant refinements

proposed to the RDWT-block system: in-band prediction anfifiaél accuracy.

3.3.1 In-band Prediction

In the RDWT domain, there are a total 8fx J + 1 subbands for a/-level
decomposition. In the RDWT-block system described above sehef motion vectors
describes motion in all subbands simultaneously. In omsupport resolution, quality,
and frame-rate scalability, ME/MC can be performed leweldvel [16, 21, 23, 24]. In
this case, although the current and the reference framekeacnposed intd levels of
wavelet decomposition, ME is first employed on the highestl|devel./, consisting of
four subbandsB;, H;, V;, andD ;. Block-based ME then finds the motion vectors at
level J, and the motion vectors along with the residual image at Iéae transmitted.

If the target bitrate is larger than the bit rate used to cbdddvel-/ motion vectors and
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residual image, ME is carried out in levél- 1, and so on. Coincident with completion
of the encoding at the encoder side and decoding at the desioldeat each level, the
reference image is refined. Thus, the reference image istegbdgoon receiving the
motion vectors level-by-level. This in-band predictiotraduces resolution scalability

into RDWT ME/MC, at the cost of the increased overhead for motgxgtors.

3.3.2 Half-pixel Accuracy
Another refinement to the RDWT-block system is to extend thegert-pixel
accuracy used in [15] to half-pixel accuracy [17]. In thipegach, the RDWT reference
frame is bilinearly interpolated to obtain a new referemagnie in sub-pixel accuracy.
This half-pixel interpolation is illustrated in (3.3) — 8.and Fig. 3.7, wherel, B, C
and D indicate the integer pixels, whilg b andc are the interpolated half pixels., b

andc are obtained by bilinear interpolation from B, C' andD as

a=(A+B)/2, (3.3)
b= (A+C)/2, (3.4)
¢c=(A+B+C+D)/4 (3.5)

AO e BO

O Integerpixel position.

bA A A Half-pixel position.

cO A DO

Figure 3.7: Half-pixel accuracy obtained by interpolation
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Table 3.2: Distortion averaged over all frames of the segeen

PSNR (dB)
Football | Susie| Mother & Daughter| Coastguard
RDWT Block Integer Accuracy 27.9 374 40.8 28.9
RDWT Block Half Accuracy 29.1 38.1 39.4 30.1

Rate is 0.25 bpp except which is 0.5 bpp.

The RDWT-block system is then modified so that the search atrdited in Fig. 3.3
is carried out with half-pixel accuracy in the interpolaRDWT reference frame. This
incurs the addition of one bit of precision to each comporarthe motion vectors.
The average PSNRs are shown in Table 3.2 and frame-by-fral& p®&files for the
“Football” and “Susie” sequences are shown in Figs. 3.8 a®d 3Ve see that the
performance is improved significantly for the “Football’Susie”, and “Coastguard”
sequences when half-pixel accuracy is used.

In this chapter, we have reviewed a number of video-codistesys that employ the
RDWT to provide shift invariance, thus enabling ME/MC to takege in the wavelet
domain. However, as we will see in the following chapters, iddundancy inherent in
the RDWT can be employed for ends other than just shift invaga®pecifically, in the
next chapter we will introduce a system that exploits thaingincy of the RDWT to
enable ME/MC with geometry more general than that of theksarsed in the systems

we have thus far considered.
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Figure 3.8: Comparison of RDWT Block integer to half accuracyanfe-by-frame
PSNR for “Football” at 0.5 bpp (1.3 Mbps).
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CHAPTER IV
REDUNDANT WAVELET TRIANGLE MESH (RWTM)

As has been illustrated in the previous chapter, the RDWT ift-sivariant;
consequently the RDWT domain is much more amemable to ME/MCttiecritically
sampled DWT domain. The system by Park and Kim [15] and otHate@ systems
[16-18, 21, 23, 24] demonstrate the efficiency of this apgrodhese systems eliminate
high-frequency artifacts associated with a wavelet tramsiof MC residuals by moving
the ME/MC into the wavelet domain while using a redundamtgfarm to overcome the
problems of shift variance. However, all these prior systatiil rely on the traditional
block-based ME/MC architecture. In this chapter, we mowyshd this block structure
to explore the benefits of more general ME/MC geometries.

Specifically, we drive ME/MC with an irregular triangle mesather than the
traditional block-based structure to build the redundaatelet-triangle-mesh (RWTM)
system. The motivation for mesh-based ME/MC is that a masictsire can oftentimes
better match the motion of objects in video than can fixedesizlocks. For example,
highly detailed areas should be divided into many smallgutarly shaped regions
to be individually compensated, whereas larger ME/MC negjican suffice for areas
with little detail. This fine-tuning of ME/MC is impossible itraditional block-based
approaches since the size of the block is fixed. However, ishab@ased approaches,
such as triangle-mesh ME/MC [35], the regions are sized dwaghesd according to
the local level of detail in the image. Specifically, in trigg-mesh ME/MC, triangle

vertices, or “control points,” are selected to track eddesbfects in the image.

41
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In this chapter, we describe our RWTM system in detail. We fixstrview the
system architecture in Sec. 4.1, and then describe detattseoME/MC process in
Secs. 4.2 — 4.4. We will defer experimental evaluation opadormance of the RWTM
until Chap. VI. The discussion in this chapter elaborates unpoevious publication

[25, 26] in which the RWTM system was first developed.

4.1 Overview of the RWTM System

The encoder of our RWTM video-coding system is depicted in #ifyand operates
as follows. The input image is first transformed using a RDWT aontrol points
are identified in the previous reference frame by locatimgntiost salient image edges.
The motion of these control points from the reference framéhe current frame is
estimated in the RDWT domain, and motion vectors are transthiti the decoder to
allow it to track control-point motion. MC is accomplishegfirst using a triangulation
algorithm to generate a triangle mesh on the control poimtthe reference frame
and then using affine transformations to predict, subbansulpand, triangles in the
current frame from triangles in the reference frame. Regidinthe RDWT domain,
the motion-compensated residual is itself redundant; exqunsntly, it is downsampled
before coding. The final encoding step consists of a wawklgtain still-image coder;
for the experiments presented later in Chap. VI, we use SP8{iTbut any wavelet-
domain still-image coder would suffice.

At the decoder side, motion of the control points is trackat] a triangulation in
the reference frame identical to that used in the encodemiduged. A reconstructed
spatial-domain image is produced by inverting the stilkga coding, adding on a
subsampled RDWT-domain prediction, and inverting the DWT.alfjn a RDWT
operation produces the reference-frame subbands for @tergethe prediction of the

next-frame subbands in the RDWT domain. Below, we explore thewscomponents
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Figure 4.1: The RWTM system.
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of our proposed system in greater detail. To a certain extemtRWTM coder adopts
the triangle-mesh ME/MC approach of [35], originally deyetd in the spatial domain,
to the RDWT domain and uses the redundancy inherent in the RDWTitte gnesh

placement.

4.2  Selection of Control Points

The choosing of proper control points is crucial to the aacuiof triangle-mesh ME.
Typically, one wants control points to track salient imagatéires (e.g., edges). The
redundancy of the RDWT facilitates the identification of salieeatures in an image,
especially image edges, since a simple correlation operatin easily accomplish edge
identification [36]. Specifically, the direct multiplicath of the RDWT coefficients at
adjacent scales distinguishes important features fronb#oground due to the fact
that wavelet-coefficient magnitudes are correlated agoales. Coefficient-magnitude
correlation is well known to exist in the usual criticallynspled DWT also; however, the
changing temporal sampling rate of the critically samplédiDmakes the calculation
of an explicit correlation mask across scales much morecdiff[36].

To create the correlation mask for the reference frame, wiaptyuthe vertical (),

horizontal (1), and diagonalD) bands together across scales and combine the products;

i.e.,
J1 Jl
masKz,y) = | [[ Vi(z,»)| + | [ Hi(=.v)
Jj=Jo J=Jo
Ji
+ |11 Dit=9)]. (4.1)
j=Jo

where J, and J; are the starting and ending scales, respectively, of theeledion

operation. We note that calculation of the correlation masthis manner is possible
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due to the fact that each RDWT subband is the same size as timabngage. Fig. 4.2
shows the correlation mask for the first frame of the sequé&dgsie,” where we use the
subbands from the two highest-frequency scales in the ptsdibove.
To identify control points within the correlation mask, wave devised the following
procedure which attempts to place control points on the selsnt image edges while
ensuring a somewhat uniform spatial spread of the contiokpacross the image. We

first determine the global maximum of the mask,
mask,ax = max maskz, y), (4.2)
T,y

and set a threshold, as

T = o - Masksay, (4.3)

where the threshold parametey 0 < o < 1, is tailored to a specific sequence for
best performance—sequences with faster motion or smdjects need more control
points and thus a smaller value of We next divide the mask intd/ x M blocks
and select at most one point in each block as a control paiatessing thell x M
blocks in raster-scan order. Specifically, in each block,sekect the point with the
largest mask value that is located a distancé,pf or greater from an already identified
control point. We then compare the mask value of this caneidaint tor—if greater
than or equal to, we add this candidate point to the set of selected contiokfoAs
an example, consider Fig. 4.3, in which four points markedrough4 have the mask
valuespl > p2 > p3 > p4. ‘The ‘X" marks two previously selected control points in
nearby blocks. The shaded circles are the areas that dotisby ae minimum-distance
criterion, while the raster-scan order is shown by the astodthoughpl > p2 > p3,

points1 and2 reside in the shaded areas, and so are discarded. Thus3 pos#lected



Figure 4.2: Correlation mask for the first frame of “Susie”.
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Figure 4.3: Selection of control points in a block.
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as the candidate point to comparertoHowever, if point3 and4 have the same mask
value, i.e., ifp3 = p4, point4 will be chosen because of the raster-scan order. Note that
we usually end up with each block containing one control paitthough it is possible
that, because of the thresholding operation, any giverkbiaght not contain a control
point.

Finally, we add control points equally spaced along the enagrder to the points
chosen via the correlation mask so that the meshed areasdtweentire image. These
border points always have zero motion vectors and thus dr@claded in the motion-

vector information transmitted by the encoder.

4.3 Motion Estimation

Each non-border control point identified in the refereneanfe via the correlation
mask has an associated motion vector describing the movershémat control point
from the reference frame to the current frame. These mot&wiovs are obtained
by finding the best matching point in the current frame forheaontrol point in the
reference frame. This match is accomplished by calculdtirgabsolute difference of
a B x B block centered at the control point in the reference frame lalncks in a
search window about the control-point location in the corfeame, similar to the usual
block-based ME process. Our triangle-mesh ME is quite aintd the triangle-mesh
ME proposed in [35] in the spatial domain. However, becaugseME takes place
in the RDWT domain, for a given vector in the search window, wlewate absolute
differences for all the subbands at all scales and sum thgather to produce a cross-
subband, cross-scale distortion, as was proposed in [Y5)lézk-based ME in the
RDWT domain. We choose the vector that minimizes this crobgand, cross-scale

distortion as the motion vector for the current control poin
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Specifically, the motion vectofA,, A,), for control point(x,y) in the reference
frame is the vector in the search window ab@uty) in the current frame that minimizes

the mean absolute error (MAE). Specifically,

(A, Ay)) = arg —WgIAT,Aygw MAE(z — B/2,y — B/2,A,, A,) (4.4)
where
1 B B
MAE (z,y, A,, A,) = EZZAE(erk,y%—l,Ax,Ay), (4.5)
k=1 l=1

and the absolute error (AE) is

J

AE(z,y,A,A)) = Z 2_3{

j=1

J

VA @+ Auyy + A,) = V()]

f
+ }Hfur(fc + A0,y +4A,) - HP (fc,y)(

+ DS+ By + 8) - D)

+27/ ‘Bf,“r(x +Apy+A,) — BY(z,y)] (4.6)

wherecur andref denote subbands from the current and reference framegctesy,
andB;, H;, V;, and D, are the baseband, horizontal, vertical, and diagonal suisha
respectively, at scalg In the search, motion vectors are chosen from a window ef siz

W > 0 such that-W < A,, A, < W, and the block sizel3 is assumed to be odd.

4.4 Triangulation and Affine Transform
As in the spatial-domain triangle-mesh ME/MC of [35], aftBe control points
are selected in the reference frame, a triangle mesh is deehpusing Delaunay
triangulation [37]. A single triangle mesh is used for albbands of the RDWT as

depicted in Fig. 4.4; this is possible since each RDWT subbasdite same size. MC
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Figure 4.4: RDWT subbands and triangle mesh for the first fraif@usie”. Clockwise
from upper-left: basebandBs; vertical subband/s; subbandl;; and
subbandV;. A single triangle mesh is applied to all subbands at all

orientations and scales, even though only the vertical adid are shown
here.
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proceeds by mapping each triangle in the reference frarethiet current frame using
an affine six-parameter model as described in [38]; thisaffiapping is performed for
each triangle in each subband separately.

Affine transforms are widely used in computer graphics. Irmbgeneous
coordinates, affine transforms can represent translatimtation, and scaling.
Consequently, an affine transform can map a point inside aaegte to point inside

another triangle. The affine transform is a vector-matrixatmpn,

T a; ag as xZ
Yy = b b3 |y]|- (4.7)
1 0 0 1 1

wherex andy are the coordinates of a coefficient in a triangle in the curfieme,z’
andy’ are the corresponding coordinates in the reference-fraaragte, anduy, a,, as,
b1, bo, andbs are the six parameters of an affine transform that is detewdnfior each
pair of current- and reference-frame triangles indepetiglefo determine the transform
parameters, we evaluate (4.7) for each of the three venicée triangle in the current

frame using the known relation between the current- andeste-frame vertices,

1 =10 (4.8)

to yield six equations in six unknowns. Once the parametérhe transform are
determined, it is applied to a coefficient location in thereat frame to determine
the corresponding location in the reference frame, fromctvha prediction of the
coefficient is determined. Bilinear interpolation is emm@dyto calculate predictions

for locations that lie off the RDWT-coefficient grid in the redace frame. In order
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to maximize computational efficiency, the affine transfaiiorais carried out only for
those coefficients in the current frame that will survive shibsequent RDWT-to-DWT
downsampling operation.

In this chapter, we have presented a video-coding systetepoits the RDWT
not only for its shift invariance, but also for its ability facilitate the placement of a
triangular mesh for ME/MC via a simple correlation operatiétn the next chapter, we
develop another use for the redundancy of the RDWT—we use thndancy of the
RDWT to provide multihypothesis prediction for ME/MC.



CHAPTER V
REDUNDANT WAVELET MULTIHYPOTHESIS (RWMH) MOTION
COMPENSATION

In the previous chapters, we have seen the RDWT used in a nurindeo-coding
systems, including the RWTM system we developed in Chap. IVmast of those
systems, the redundancy inherent in the RDWT is used exclysiv@ermit ME/MC
in the wavelet domain by overcoming the well known shift sade of the critically
sampled DWT ubiquitous to wavelet-based compression msthdde one exception
is our RWTM system which additionally exploits the redundaicthe transform to
facilitate the fitting of a triangle mesh to the images.

In this chapter, we present an entirely new use for the reglurydin the RDWT.
Specifically, we present a system in which transform rednogds employed to
yield multiple predictions of motion that are combined iaingle multihypothesis
prediction.  This system represents a new paradigm in nypltithesis MC
(MHMC) wherein diversity in transform phase yields multilogpesis predictions that
significantly enhance coding performance.

We first overview the general technique of MHMC in Sec. 5.1d #ren present
the architecture of our redundant-wavelet multinypothéRWMH) system in Sec. 5.2.
In Secs. 5.3 — 5.5, we consider a number of refinements to thie B&VMH system,
namely a more sophisticated ME/MC search process (Se¢.&n8)the combining of
RWMH with other types of multihypothesis (Secs. 5.4 and F)ally, in Sec. 5.6, we

consider the deployment of triangle meshes as developedap.G¥ for the RWTM

53
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system with the RWMH framework. The discussion in this chaptaborates on our

previous publications [28, 29] in which the RWMH system wast fiteveloped.

5.1 Multihypothesis Motion Compensation (MHMC)
Multihypothesis MC (MHMC) [39] forms a prediction of pixe(x, y) in the current
frame as a combination of multiple predictions in an efforcbmbat the uncertainty
inherent in the ME process. Assuming that the combinatiortheke hypothesis

predictions is linear, we have that the predictiors@f, y) is

S(z,y) = Zwi(x,y)@(m,y), (5.1)

where the multiple predictions;(z,y) are combined according to some weights
w;(x,y). A number of MHMC techniques have been proposed over thediestde.
One approach to MHMC is to implement multihypothesis preadiicin the spatial
dimensions; i.e., the predictios(x, y) are culled from spatially distinct locations in
the reference frame. Included in this class of MHMC would taetional-pixel MC
[40] and overlapped block motion compensation (OBMC) [41, 4jother approach
is to deploy MHMC in the temporal dimension by choosing pe&dns 3;(z,y) from
multiple reference frames. Examples of this class of MHMEladirectional prediction
(B-frames) as used in MPEG-2 and H.263 and long-term-memotijomcompensation
(LTMMC) [43]. Of course, it is possible to combine these twasdes by choosing
multiple predictions that are diverse both spatially andperally [44]. Note that the
calculation of (5.1) in the decoder must be identical to théte encoder; consequently,
it will be necessary to transmit the weightg(z, y) to the decoder as side information
in the case that the weights are not fixed or not determinabfe information already

possessed by the decoder. Although implementation deperigldérames and LTMMC
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typically incur this additional side-information burderhile fractional-pixel MC and
OBMC do not.

In this chapter, we develop a new class of MHMC by extendiegtiultinypothesis-
prediction concept into the transform domain. Specifically perform ME/MC in the
domain of a redundant, or overcomplete, wavelet transfand use multiple predictions
that are diverse in transform phase. First, we observe et ef the critically sampled
DWTs within a RDWT will “view” motion from a different perspeet. Consequently,
if motion is predicted in the RDWT domain, the inverse RDWT fornmswdtinypothesis
prediction in the form of (5.1). Specifically, for &scale RDWT, the reconstruction
from DWT i of the RDWT is3;(z, y), 0 < i < 47, while w;(x,y) = 477, Vi. Below, we
present our RWMH video-coding system [28] that performs MHM®recisely this
fashion.

An interesting aspect of the phase-diversity approach toM@His that low-
resolution information is inherently predicted with a geranumber of hypotheses
which corresponds to the greater difficulty inherent inmeating motion in signals with
spatially low resolution. Additionally, since the weighdi of the individual predictions
is carried out implicitly in the form of an inverse transfgrno side information need be
sent to the decoder. Finally, we show below that our phagerslty MHMC functions
complementary to other forms of MHMC; specifically, we comdRWMH with two
forms of spatial-diversity MHMC to achieve performanceetqr to that of either class

of MHMC operating alone.

5.2 Overview of the RWMH System
The encoder of our RWMH video-coding system is depicted in Bif). The current
and reference frames are transformed into RDWT coefficients bath ME and MC

take place in this redundant-wavelet domain.



56

Output Bitstream
CODEC

Input Image
Sequence
| ° +
\J
RDWT RDWT™?
Motion Motion
Estimation Compensation

A

p Motion Vectors

Figure 5.1: The RWMH coder~! = frame delayCODECis any still-image coder.
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In a J-scale RDWT decomposition, ea¢hx B block in the original spatial domain
corresponds t@.J + 1 blocks of the same size, one in each subband. The collection
of these co-located blocks is calledset. Each set contains all the different phases
of RDWT coefficients. In the ME procedure, block matching isdusedetermine the
motion of each set as a whole. Specifically, a block-matchpimgedure uses a cross-
subband distortion measure that sums absolute errorsdbr@ack of the set similar to
the cross-subband ME procedure of [15]. However in our metinie coefficients from
all phases in both current and reference frames contributestdistortion measurement,
in contrast to the metric of [15], in which only coefficient®m a single critically
subsampled DWT in the current frame contribute. Specificétly motion vector for

the set located dtr, y) is

(Az, Ay) = arg _Wgﬂlygygw MAE (z,y, Ay, Ay), (5.2)
where
1 B B
MAE (z,y, A, A,) = §ZZAE(x+k,y+l,Aw,Ay). (5.3)

k=1 l=1

The absolute error (AE) is

1
AE( 1 8.8,) = 5{ [VE ) = Vi Ay + )

+ [HM (2, y) — HY'(z+ Ay y + A)

+ DS (2,y) — DY (v + Ay, y + A,)

+ | BM(2,y) — B (¢ + Ay y + A,)

L s

wherecur andref denote subbands from the current and reference framegctesy,
andB;, H;, V;, andD, are the baseband, horizontal, vertical, and diagonal suisha

respectively, at scalg A window [—1V, W] is used for the block search, and, to speed
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the search, a 1-scale RDWT, rather than the fedicale transform, is used for the block-
matching ME procedure.

After the ME search has determined motion vectors for eath aemotion-
compensated frame is then created in the RDWT domain using aime snotion
vector for each block of the set. The inverse RDWT is performedhis RDWT-
domain motion-compensated frame, combining the multiglasps into a spatial-
domain multihypothesis prediction. This spatial-domaiediction is subtracted from
the current frame, and the residual is coded. This final @ngostep consists of a
still-image coder; for the experiments later in Chap. VI, vee (BPIHT [8], but any
still-image coder, wavelet-based or otherwise, would seffi

At the decoder side, a spatial-domain residual image isymed by inverting the
still-image coding. The reconstructed image is obtaineddsing the prediction image,
which is the same as that at the encoder side, to the residaglel. Reconstruction is
necessarily followed by a RDWT operation to produce the refsgdrame subbands for

generating the prediction for the next frame in the RDWT domain

5.3 Phase-optimal Vector Search

In the system as described above, each critically sampled DMAE RDWT yields
a different prediction of the motion of the frame, and thespasate predictions are
combined into a single multihypothesis prediction via theerse-RDWT operation.
However, all of the constituent DWTs use the same motionevdild to describe the
motion. More accurate prediction results when motion fields optimized to each
DWT, albeit at the expense of additional rate.

Specifically, we propose a multiscale hierarchical ME sob&rich assigns to each
phase at each scale a different motion-vector field. Thimhstical ME approach bears

some resemblance to traditional hierarchical ME/MC [45jwbver, in our case, the
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hierarchy starts at high resolution and proceeds towardrésmlution. That is, we
refine, for each phase at each scale, the motion vectorgingsiubm the block search
described above starting at scale 1 and continuing to statgonsider a block of size
B x B at scale 1 and call the motion vectbr determined for this block using the
procedure above the “all-phase” motion vector. We perfotstoak search with a small
window of [-WW’ '] about the location indicated by the all-phase motion veftior
this block. However, in the cross-subband distortion mador this search, we include
only those coefficients belonging to phase 0; additiontiig,distortion metric is limited
to only the subbands at scale 1. This search will yield a ‘lsipdpase” motion vector,
V10. We repeat this process for the other three phases yieltligtesphase vectors, ;,

V12, andV; 5. In addition toV/, for each block, we transmit “refinement” vectors

v =V =V (5.5)

for each phaseée

For scaleg > 1, we can use the vectdf ; for all the phases that are descendants of
phase at scale 1. Alternatively, we can apply the above procedufarther refine the
motion estimate for higher scales. For example, in scalee2search in a—1W", ']
window aboutl/; ( to find the four motion vectors for the four phases at scaleadre
children of phase 0 at scale 1. Note that, for each additisoale of refinement, the
number of additional refinement vectors that need to be sergases by a factor of 4—
there will be 4 refinement vectors per set for one scale ofesfent, 16 for two scales of
refinement, etc. Fig. 5.2 illustrates this multiscale motector refinement procedure.
After this hierarchical search, for each set, we will obtam*“all-phase” search vector

V followed by a number of refinement vectors for each phasedit seale.
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Figure 5.2: Hierarchical refinement of motion vectors.
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The PSNR performance of the RWMH system improves as more ssaile
refinement vectors are used; Fig. 5.3 illustrates this inmgmreent for several scales
of refinement for the “Susie” sequence at a fixed rate. We @gbsdimminishing
returns—the amount of PSNR improvement decreases with additional scale of
refinement. However, since the number of refinement vectasggdramatically with
each additional scale of refinement, we have concluded ligatast in rate does not
justify the incremental increase in PSNR performance beyore scale of refinement.
Thus, for the experiments later in Chap. VI, we transmit focheaet of blocks one
all-phase motion vector and four single-phase refinemestbve 17’ is chosen so that

W' < W in order to minimize the rate burden associated with the eafient vectors.

5.4 Combining RWMH with Spatial-diversity Multihypothesis

The RWMH system is a generalization to the wavelet-domainNHEApproaches
based on [15] which are based on single-hypothesis predictiln this section,
we further enhance performance by increasing the numbeypdtheses. That is,
we combine our RWMH technique with other multihypothesis hods, specifically,
serveral that employ spatial-diversity. The results of Chdpbwill show that the
two classes of multihypothesis prediction—phase-ditersind spatial-diversity—
complement each other such that their combination yieldfopeance superior to
that of either class alone. This synergy is possible sineeRBWT preserves the
spatial relation of the original image. Two prominent pagats for spatial-diversity
multihypothesis are overlapped block MC (OBMC) and sub-paagluracy. In order to
reduce computation complexity and avoid transmitting ezse overhead information,
we choose not to use refinement vectors as described in thvogsesection in

conjuction with the spatial-diversity multihnypothesigpapaches.
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5.4.1 Overlapped Block Motion Compensation (OBMC)

In conventional block-based motion prediction, each blsckotion-compensated
independently of other blocks. Consequently, the motiortorefor a given block is
not necessarily the same as the vectors of its adjacentdlain though it is likely
that the motion of the neighboring blocks is similar. Thisgdirity causes discontinuity
among consecutive blocks in the motion-compensated frammajor cause of blocking
artifacts. To mitigate this effect, OBMC was proposed in [4lh OBMC, a weighted
sum of multiple predictions is used to motion-compensatd édock. LetP;(z,y) be
a prediction of the current block obtained from a referenloely which is weighted
by matrix W;(z, y). In OBMC, theP; predictions of the current block are generated by
using the motion vectors of neighboring blocks. Then, thgited prediction is,

Pz(x7y) = Pz(xvy) X VV@(ZL',?/), (56)

where x represents element-by-element multiplication. The finadction of the

current block is

P(z,y) = Zfz-(:c,y), (5.7)

which is a form of MHMC when compared to (5.1) in Sec. 5.1.

Since we drive our RWMH with a block-based search, blockintfaats will
occur in the RDWT-domain motion-compensated frame, causiabng inefficiency
in the corresponding residual image. OBMC as developed in4Zjlis a simple
and straightforward solution to this problem. It is well ko that OBMC in the
spatial domain can increase performance greatly; thuasibleen adopted in the H.263
standard [5, 6]. Since RDWT coefficients retain the “spatidlerence” of the original

image (Sec.2.2), OBMC in the RDWT domain is straightforwardc8ithere ar8.J + 1
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subbands for a-scale decomposition, we must deploy OBMC in all the subbamds
the RDWT domain following the same procedure.

We follow the simple OBMC scheme of H.263 [5, 6] in order to ieyplent OBMC
within RWMH. In each subband, we defirié x 16 macroblocks which are further
divided into four8 x 8 blocks. As illustrated in Fig. 5.4, the vectors of the foundds
within a macroblock and the neighboring eight blocks aredusdorm a prediction of
the current macroblock. The prediction of the current blbvokn the reference frame
is a weighted sum of three blocks obtained through the motemtor for the current
block (A,, A,) and the motion vectors of the two nearest neighboring blamke from
the vertical directionAY, A)") and one from the horizonal directidl\)’, Al"). As
illustrated in Fig. 5.4, according to different locationtbbse prediction blocks, there
are three8 x 8 matrices of weighting values illustrated in Figs. 5.5, @6d 5.7. The

predictionP(z,y) is an8 x 8 block,

P(ﬂf,y) = P(.Q?,y) X W(Z>j) +PV($7y) X WV(Z7]) +PH($7y) X WH(Z>j)/8a (58)

wherep(z + AL,y + AF) is the prediction value at positiofx: + A%, y + AF) in the

reference frame, and

P(z,y) = p(r + Ay y +4,), (5.9)
Py(z,y) = plx + AL,y + A)), (5.10)
Pu(x,y) = plz + A y+ Al). (5.11)

The resulting system is denoted as RWMH-OBMC.
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Figure 5.4: BlockV, is predicted using motion vector for block,(A,,A,), and
the motion vectors for blocks” and V' ((AY,A)) and (A, All),
respectively). Herey € {A, B, C, D}.
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Figure 5.5: Weighting value$}/, for prediction with motion vector of current block.



66

2122|222 |2|2
111/2(2|]22(1|1
1]1/1/1]1/1(1|1
1]1/1j1|]1/1(1|1
1]1/1/1}]1/1(1|1
1]1/1j1|]1/1(1|1
111/2(2(]22(1|1
2(2(2|2|22|2|2

Figure 5.6: Weighting values}y,, for prediction with motion vectors of the blocks on
top or bottom of current block.
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Figure 5.7: Weighting values}/y;, for prediction with motion vectors of the blocks to
the left or right of current block.

5.4.2 Sub-pixel Accuracy

The modern generation of ME/MC algorithms specify motiorctees with an
increased resolution, that is, with fractional-pixel a@ay. Although increased motion-
vector resolution entails a larger bit-rate overhead, ticegased accuracy yields better
motion prediction, a small MC residual, and a reduced retcocon distortion.
Usually, the increased distortion performance will moranttoffset the added rate
overhead for a net coding gain. For example, half-pixel emouhas been successfully
used in MPEG-1 [3], MPEG-2 [4], and H.263 [5, 6]. In half-pixaode, the motion

vectors take full- and half-pixel values. In the case of d-pidel motion vector, the
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position in the reference frame to which the vector pointbesween integer-pixel
positions. Since pixels are assumed to lie only at integsitipas, the reference frame
has no pixel value associated with half-pixel positionspnsamuently, interpolation
is used to construct such values off the integer-pixel griektensive literature has
shown that a simple bilinear interpolation can achieve gpedormance for half-
pixel accuracy. However, to further increase the accuracguarter-pixel, bilinear
interpolation of the half-pixel values will not improve pemmance since the additional
motion-vector overhead usually outweights the potenéiduction in distortion. Instead
of mere interpolation of only the nearby half-pixel values) improved sample-
interpolation process adopted in MPEG-4 [7] increases tlaking efficiency by taking
into account aliasing components.

Half-pixel accuracy in the wavelet domain has been implegsgknin [17], and
performance superior to that of full-pixel ME/MC was obssdy In our work, we
investigate increasing the resolution of the RWMH-OBMC syst® quarter-pixel
accuracy and find that the quarter-pixel technique emplageMPEG-4 [7] in the
spatial domain can be directly applied to RDWT coefficiente@jrally, the two-step
procedure in MPEG-4 [7] for the quarter-pixel interpolatis illustrated in Fig. 5.8.
First, a 1D 8-tap filter is applied on the integer-pixel value generate values on
the half-pixel grid. Let the integer-grid RDWT coefficients Bg where scalgj is
1 <j< J,andS € {B, H,V, D}. The 8-tap interpolation filter ig[n],

f10] = % (5.12)
] = ;T‘f (5.13)
f2] = 24 (5.14)
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—8
B8 = 5 (5.15)
fln] =0, n >4, (5.16)
fl=n] = fln—1]. (5.17)

Assume subban§; is of sizeM x N. The interpolation filter is first applied horizontally

to subbands; to produceS; of size M x 2N,

S;i(5,y) x even
Sj(z,y) = ] % » 0dd (5.18)

wherer,[n] is they™ row of S;(z, ). Next, the filter is applied vertically to producs

of size2M x 2N,

Sj(, %) y even
Si(z,y) = .l = fln] Jodd (5.19)
n=[4]
where c,[n] is the 2" column of @-(a:,y). Next, the quarter-pixel coefficients are
calculated by bilinear interpolation of the half-pixel ffo@ents. Again, this process
is carried out identically in each RDWT subband.

After expanding the reference frame to the quarter-pixelieacy, we search for the
best match for each macroblock to obtain quarter-pixel @teumotion vectors. The
integer part of these vectors is transmitted using TableR3 261 (VLC table for MVD)
[2], and the fractional part of the vectors is sent by appam@i two-bit fixed-length

binary code to the Huffman codeword. The overhead bits rierleode the vectors in

this manner is nearly the same as in H.263 [5].
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Figure 5.8: Quarter-pixel accuracy obtained by filtering arterpolation.
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quarter-pixel accuracy ME/MC implemented via bilineaenmpolation and
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As in [17], simple bilinear interpolation between adjaceoefficients produces
values on the half-pixel grid. Bilinear interpolation agulidirectly on the integer-
grid RDWT coefficients can also be employed to produce valueth@muarter-pixel
grid; however the efficiency of this approach is less tham &ichieved through use of

interpolation filters as described above, as demonstratEd)s. 5.9 and 5.10.

5.5 Combining RWMH with Temporal-diversity Multinypothesis

Like as with spatial-diversity multihypothesis, RWMH cars@lbe deployed in
conjunction with temporal-diversity approaches. Spegilyjc we choose long-term-
memory motion compensation (LTMMC) [43] to combine with oWVRIH system.
The new system is denoted as RWMH-LT.

LTMMC uses multiple reference frames to predict the curfesrne as illustrated
in Fig. 5.11. One approach to LTMMC is to find the best predictof a block from
a number of reference frames, as shown in Fig. 5.12(a), irclwhase, the index
of the chosen frame is transmitted as overhead informatiinother approach is a
multihypothesis LTMMC which invokes a combination of sealeieference frames to
predict the current frame, as shown in Fig. 5.12(b). We usge |#tter approach to
generate the predicted image, using the three previousefain order to save bits in

coding overhead information, we set the weights in MHMC ¢igua(5.1) as

wi(x,y) = 0.5,
ws(x,y) = 0.25,

ws(x,y) = 0.25. (5.20)
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Consequently there is no need to transmit the weights, butiW@eed to transmit a

total of three sets of motion vectors, one for each referénacee.

5.6 Combining RWMH with RWTM

As a final refinement of the RWMH approach, we revisit the RWTMtestys of
Chap. IV. That is, the RWTM system employed the redundancy efRBDWT to
facilitate triangle-mesh ME/MC, whereas the RWMH systemssm®red thus far in
this chapter employ the traditional block geometry. In théstion we build a new
system, RWTMMH, by combining RWMH and RWTM. The encoder of our RM\MH
video-coding system is depicted in Fig. 5.13. After thengle@-mesh ME/MC in the
RDWT domain, we apply an inverse RDWT to form a multihypothesesimtion which
averages the phase-diversity predictions. Later, we w#l that this multihypothesis
RWTM approach outperforms our former single-hypothesisreggh introduced in
Chap. IV.

In this chapter, we introduced the concept of phase-diyaratltihypothesis which
exploits the redundancy of the RDWT to increase predictiomiaay of ME/MC. We
developed a number of video-coding systems based on thesyatRWMH, employing
other multihypothesis strategies in conjunction with orggmsed approach. In the next
chapter, we evaluate the performance of these systemssagther RDWT-based video

coders.
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CHAPTER VI
RESULTS AND OBSERVATIONS

In this chapter, we present a body of experimental resulteualuate the
effectiveness of the RWTM system proposed in Chap. IV and the RWdyistem
proposed in Chap. V. We first show, in Secs. 6.1 and 6.2, rasphgtthat the
RWTM and RWMH systems offer performance significantly superiothe RDWT-
Block system of [15] which was described in Chap. Il as the fiation of all prior
proposed uses of the RDWT in video coding. Then, in Secs. 6.5 adve investigate
the use of spatial and temporal diversity, respectivelyganjunction with the phase
diversity of the RWMH system. Finally, in Sec. 6.4, we evaduie performance gains
possible through the merging of RWMH with RWTM.

6.1 The RWTM System

Experimental results use the 100-frame “Football” SIF sexe, the 70-frame
“Susie” SIF sequence, the 300-frame “Mother & Daughter” GEgence, and the 300-
frame “Coastguard” CIF sequence. All sequences are grayaodlidave a temporal
sampling of 30 frames/sec. (noninterlaced). The first frésriatra-encoded (I-frame)
while all subsequent frames use ME/MC (P-frames). All watgansforms (DWT and
RDWT) use the Cohen-Daubechies-Feauveau 9-7 filter [14] witlnsgtric extension
and a decomposition of = 3 levels. Unless otherwise indicated, all ME/MC
methods use integer-pixel accuracy and approximately dmeesnumber of motion

vectors per frame. The core compression engine in all exygerts is the QccPack [46]
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implementation of SPIHT [8]; since SPIHT produces an embddmbding, each frame
of the sequence is coded at exactly the specified target rate.

For our proposed RWTM system, we calculate the correlatiosknoé (4.1) using
J1 = J = 3 for all sequences. We usg = 1 for “Football” and J, = 2 for the
other sequences. We select control points in the mask uding M blocks, ensuring
compliance with a minimum distance df,j, and a threshold as in (4.3). For the
experiments here, we usé = 16 andd,, = 8 for all sequences. We use a threshold
parameter ofv = 0 for “Football” anda = 0.972 for the other sequences. To estimate
motion of the control points, we use a block of siZex B centered around the control
point in the reference and search in a window4df” in the current frame. For the
results here, we usB = 17 andWW = 15 for all sequences.

We compare our proposed RWTM technique to both block- and sfhased ME/MC
in both the spatial and wavelet domains. Specifically, is¢éhessults, “Spatial Block”
refers to block-based ME/MC in the spatial domain, the tradal method employed in
video-coding standards, followed by a full-frame, critiggampled DWT and SPIHT
coding. “Spatial Mesh” is an irregular triangle-mesh ME/NtCthe spatial domain
[35], followed by full-frame, critically sampled DWT and S®T. “RDWT Block” is
the technique proposed in [15] and used subsequently inlB,&1] which employs
block-based ME/MC to locate DWT blocks in the RDWT domain.

Frame-by-frame PSNR profiles for “Susie” and “Football” atewn in Figs. 6.1
and 6.2. Original and reconstructed frames are shown fasttiad!” in Fig. 6.3. Finally,
PSNR values averaged over all frames of the sequences atattabin Table 6.1 for a
fixed bit rate.

The experimental results shown in Table 6.1 and Figs. 6.16ahdhdicate that our
proposed RWTM method outperforms other ME/MC techniquesaijpey in both the
spatial and wavelet domains. In terms of average PSNR peaioce (Tab. 6.1), RWTM
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Figure 6.1: Comparison of RWTM to other methods—frame-bysgaPSNR for

“Football” at 0.5 bpp (1.3 Mbps).

Table 6.1: Distortion averaged over all frames of the segeien

PSNR (dB)

Spatial| Spatial| RDWT
Block | Mesh | Block | RWTM
Football 26.3 | 27.4 27.9 28.3
Susie 36.0 37.5 37.4 37.8
Mother & daughter 40.2 41.6 40.8 41.7
Coastguard 28.1 28.0 28.9 28.7

Rate is 0.25 bpp except which is 0.5 bpp.
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Figure 6.3: Original and reconstructed images for frame 686-ootball” (cropped to
show detail). (a) Original, (b) Spatial Block, (c) Spatial $#e (d) RDWT
Block, () RWTM.
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outperforms its nearest competitor (“RDWT Block”) by 0.4 dB bmth the fast-motion
“Football” and the slow-moving “Susie” sequences. It isehesting to note that our
combination of triangle-mesh ME/MC and RDWT-based ME/MC eutprms either
technique applied alone.

The success of our approach lies in that the shift invariahttee RDWT makes it an
ideal candidate for the implementation of ME/MC in the watelomain. This fact has
been exploited previously by others [15-18, 21] using theffament-tree representation
of the RDWT wherein each root-to-leaf path represents a distntically sampled
DWT of a different phase. In these techniques, the ME/MC ptoce “switches”
between root-to-leaf paths in the RDWT coefficient tree as tnese of the motion
under consideration changes. In our system, on the othed, haa preserve the
spatial coherence of the coefficients, thereby permittiagyadentification of control
points through a simple correlation operation—spatiakdim mesh-based techniques
typically employ a more costly convolution operator to aoptish this same task. In
addition, we exploit all phase information in the curreninasl as reference frames to
determine motion, whereas other RDWT techniques use a dgtgampled wavelet-

domain representation of the current frame.

6.2 The RWMH System
In this section the test sequences, wavelet filter, and goglngine are the same as
for the RWTM system. The RDWT-based MHMC procedure uBes 16, W = 15,
andW’ = 1. All rate figures include all motion-vector overhead.
We illustrate that our proposed RWMH system vyields significaarformance
improvement over the system of [15], which is a single-plexggvalent to our RWMH
system. In the system of [15], ME is executed within the RDWT domhowever,

only a single critically sampled DWT is predicted, and the MEoptimized to that
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Table 6.2: Distortion averaged over all frames of the segeen

PSNR (dB)
Spatial| RDWT
Block | Block | RWMH
Football 26.3 27.9 28.6
Susie 36.0 37.4 37.8
Mother & daughteny 40.2 40.8 41.2
Coastguard 28.1 28.9 29.5

Rate is 0.25 bpp except which is 0.5 bpp.

single phase. Average PSNR figures for fixed bit rate are aaddilin Table 6.2, and
frame-by-frame PSNR profiles for two sequences “Footballi &Susie” are shown in
Figs. 6.4 and 6.5. In these results, “RDWT Block” and “Spatialdlorefers to the

same methods specified in the previous section.

These results illustrate that multihypothesis predictiothe form of our RWMH
system achieves at least a 0.4-dB gain over single-phaskcpoa. For sequences
with complex motion, our RWMH system achieves even largefoperance gains.
For example, RWMH exhibits a gain of nearly 1 dB over the systéifl5] for the
“Football” sequence, and a gain of over 2 dB over the spdtafain system.

The observed performance gain lies in the fact that RWMH eldethe idea
of MHMC into transform domain. Recognizing that differentasks in RDWT
coefficients view the motion from different perspectives,tveat each critically sampled
DWT within the RDWT as a separate hypothesis prediction. AnrseeRDWT
operation implicitly combines the multiple predictionglno need for side information
concerning prediction weights. Additionally, we use a &rehical search to tailor the
motion-vector field to individual phases. Substantial gare obtained in comparison

to an equivalent single-phase prediction.
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Table 6.3: Distortion averaged over all frames of the segeen

PSNR (dB)
RWMH | RWMH-OBMC | RWMH-OBMC-1/4
Football 28.6 29.2 29.9
Susie 37.8 38.9 39.8
Mother & daughtery  41.2 42.3 43.9
Coastguard 29.5 30.1 31.1

Rate is 0.25 bpp except which is 0.5 bpp.

Further improvement can be obtained by combining phaserslty multihypothesis
as represented by RWMH with spatial-diversity multihypsigen the form of OBMC
and fractional-pixel ME/MC. In Table 6.3, we compare aver&NRs of RWMH
with integer-pixel accuracy, RWMH coupled with OBMC with ig&r-pixel accuracy
(RWMH-OBMC), and RWMH coupled with OBMC with quarter-pixel aceay
(RWMH-OBMC-1/4). The combination of spatial- and phase-ditgrmultinypothesis
as represented by RWMH-OBMC-1/4 gains at least 0.7-dB overttiex approaches for
both low-motion sequences (“Susie”) as well as high-mosiequences (“Football”).

Frame-by-frame PSNR profiles for two sequences are showige 6.6 and 6.7. In
Fig. 6.8, we examine frame 76 of the “Football’ sequence tomare the reconstructed
images. We see that, while the addition of OBMC, which elimesdilocking artifacts
resulting from the block-based search, produces incregesédrmance over all frames
of these sequences, the addition of quarter-pixel accusanpst effective when motion
is slow (e.g., the first 40 frames of “Susie” in Fig. 6.7).

The results indicate that adding both OBMC and fractionaéfaccuracy to RWMH
produces significant performance gains. Additionally, \&eehfound that both of these
spatial-diversity multihypothesis techniques can be alggd within RDWT subbands

in essentially the same form as their original spatial-donmaplementations.
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Figure 6.8: Original and reconstructed images for frame f78ootball” (cropped to
show detail). (a) Original, (b) RWMH in integer-pixel, (c) R\HAOBMC-
1/4.
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Table 6.4: Distortion averaged over all frames of the segeen

PSNR (dB)
Football | Susie| Mother & Daughter| Coastguard
RWMH 28.6 37.8 41.2 29.5
RWMH-LT 29.1 38.7 42.8 30.1

Rate is 0.25 bpp except which is 0.5 bpp.

6.3 The RWMH-LT System

The results of the previous section indicate that RWMH opsrabmplementary
to other forms of multihypothesis.  Specificially, we demoated gains for
multihypothesis techniques employing spatial diversitin this section, we show
that RWMH also functions complementary to multihypothesishhiques employing
temporal diversity, specifically long-term memory MC (LTMM. To this end, we
examine performance of the RWMH-LT system proposed in Sé&c. 5.

The average PSNRs of four sequences are shown in Table 6.MmeHaframe
PSNR profiles for two sequences “Football” and “Susie” amshin Figs. 6.9 and 6.10.
Since we are not considering spatial diversity with theselts, ME/MC is performed
with integer-pixel accuracy in both systems. We see thatngdtémporal diversity
yields at least 0.5-dB gain over all sequences regardless @bether the sequences
have high or low motion activity. In the “Mother & Daughte®guence, there is 1.6-dB
gain. Consequently, we conclude that adding temporal-sityemultinypothesis to our
RWMH system improves performance just as spatial-divetkigs. This gain comes in
spite of the fact that the motion-vector overhead of RWMH-&Three times that of the

RWMH system.
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Table 6.5: Distortion averaged over all frames of the segeen

PSNR (dB)
Footballk | Susie| Mother & Daughter| Coastguard
RWTM 28.3 37.8 41.7 28.7
RWTMMH 28.6 38.3 41.9 29.3

Rate is 0.25 bpp except which is 0.5 bpp.

6.4 The RWTMMH System

In this final section of this chapter, we demonstrate that téplacing of
the traditional block-based geometry employed in our RWMHtams with the
triangle-mesh structure developed for our RWTM system peedperformance gain.
Specifically, we compare the performance of the original RWa§stem (for simplicity
of discussion we do not include the spatial- and temponadity refinements
previously investigated) to the RWTMMH system proposed io. Se5.

The average PSNRs are shown in Table 6.5. Frame-by-frame p8Hikes for two
sequences are shown in Figs. 6.11 and 6.12. There is at |2d& §ain for RWTMMH
over RWTM.

The results of this chapter have indicated that the RDWT canlale in video-
coding systems beyond just the introduction of shift irmacie for ME/MC. Specifically,
it can facilitate ME/MC geometries more general than tiaddl block structures as
well as provide the basis for phase-diversity multihypstbteall the while functioning
complementary to a number of advanced video-coding tedesigln the next chapter,

we make some concluding remarks concerning the work we hagepted.
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CHAPTER VII
CONCLUSION

To summarize the work accomplished in this dissertation,haee built several
systems which are each based on the idea of ME/MC in the doafaanredundant
wavelet transform. As was demonstrated in [15] and in a nurobgrior investigations
[16-18, 21, 23, 24], in the RDWT domain, the shift variance o tisual critically
sampled DWT no longer poses a problem for the estimation @foblbpotion. However,
as we have demonstrated in this disserattion, the redupddRDWT can be exploited
for ends other than just its mere shift invariance. Spedijiclhe RDWT can facilitate
the deployment of an irregular triangle mesh instead ofteleessed ME/MC to eliminate
of blocking artifacts as was done in our RWTM system introduae Chap. IV.
Additionally, it is possible to use the RDWT redundancy to déaahultihnypothesis
prediction with phase-diversity to increase predictiomusacy as was done in the
RWMH system introduced in Chap. V. In addition to phase-ditgrsve can also
implement spatial-diversity (e.g., OBMC and subpixel aacyy), and temporal-diversity
(e.g., LTMMC), to our RWMH system to build a highly multihypetsis system such
that each form of multihypothesis complements the othersifgnificantly improved
performance as was demonstrated in the results of Chap. Vallfsimve also were
able to combine RWTM with RWMH to get a phase-diversity systeiti wnproved
performance.

Modern video-compression systems are built upon a largeatmn of diverse
techniques, all of which improve system performance in sdashion to various
degrees. For example, it has been recognized that the samifiperformance

improvement observed of the current H.263 Version 2 (H.2¢3hHstandard results from
95
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no one single coding element; rather, it is the accumulaifanlarge and diverse set of
coding techniques that yield performance superior to @mystems [47]. The RDWT-
based techniques considered in this dissertation are feyetit in this respect—each
provides a significant, albeit incremental, gain in perfance.

However there exists limitations to the combining of alldbéechniques. Thatis, not
all techniques produce gains for all sequences over alldsarRather, some techniques
work well for, say, slowly moving scenes, while others worktbr for fast motion.
Consequently, modern video-coding standards are typicaliyposed of numerous
coding modes such that individual coding techniques canvielsed on or off as
needed. The techniques we have proposed here should alsjeetdo such mode
control—we may not, for example, use the phase-diversith@RWMH technique on
every frame of a sequence, but rather use it only when pediocewarrants. Coding
standards (H.263 Version 2 [6]) already make such moderaiomécisions for spatial-
diversity and temporal-diversity multihypothesis apmioes like sub-pixel accuracy and
B-frames. Although beyond the scope of this dissertationjevaontrol strategies for
phase-diversity multihypothesis will be needed for anyytpractical implementation

of RWMH.
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