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Shipboard Power System (SPS) is known as an independent controlled small electric

network powered by the distributed onboard generation system. Since many electric compo-

nents are tightly coupled in a small space and the system is not supported with a relatively

stronger grid, SPS is more susceptible to unexpected disturbances and physical damages

compared to conventional terrestrial power systems. Among different distribution configu-

rations, power-electronic based DC distribution is considered the trending technology for

the next-generation U.S. Navy fleet design to replace the conventional AC-based distribu-

tion. This research presents appropriate control management frameworks to improve the

Medium-Voltage DC (MVDC) shipboard power system performance.

Model Predictive Control (MPC) is an advanced model-based approach which uses the

system model to predict the future output states and generates an optimal control sequence

over the prediction horizon. In this research, at first, a centralized MPC is developed for a

nonlinear MVDC SPS when a high-power pulsed load exists in the system. The closed-loop



stability analysis is considered in the MPC optimization problem. A comparison is presented

for different cases of load prediction for MPC, namely, no prediction, perfect prediction, and

Autoregressive Integrated Moving Average (ARIMA) prediction. Another centralized MPC

controller is also designed to address the reconfiguration problem of the MVDC system in

abnormal conditions. The reconfiguration goal is to maximize the power delivered to the

loads with respect to power balance, generation limits and load priorities.

Moreover, a distributed control structure is proposed for a nonlinear MVDC SPS to

develop a scalable power management architecture. In this framework, each subsystem is

controlled by a local MPC using its state variables, parameters and interaction variables from

other subsystems communicated through a coordinator. The Goal Coordination principle

is used to manage interactions between subsystems. The developed distributed control

structure brings out several significant advantages including less computational overhead,

higher flexibility and a good error tolerance behavior as well as a good overall system

performance. To demonstrate the efficiency of the proposed approach, a performance

analysis is accomplished by comparing centralized and distributed control of global and

partitioned MVDC models for two cases of continuous and discretized control inputs.

Key words: Model Predictive Control, Distributed Control, Medium-Voltage DC (MVDC),
Shipboard Power Systems, Islanded DC Microgrid
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CHAPTER I

INTRODUCTION

1.1 Motivations

Shipboard power systems (SPSs) are going through fundamental transitions to provide

reliable and abundant power supply to the future all-electric fleets. With DC distribution bus

and power conversion in the center of this transition to achieve improved power density and

efficiency, Medium-Voltage DC (MVDC) system is envisioned as the obvious choice for the

on-board power generation and distribution. An SPS based on DC distribution reveals some

important advantages, including: eliminating the need for the phase angle synchronization

of sources, reducing fuel consumption, reducing the size and ratings of switchgears and

cables and elimination of frequency constraints [4, 37]. In this research, we mainly develop

the MVDC SPS by proposing appropriate control management frameworks.

The design of shipboard power system needs careful consideration of the variety of sys-

tem specifications, operating constraints and design requirements under different operating

scenarios and mission profiles to maintain a stable, reliable and economically efficient oper-

ation. Especially, for the state-of-the-art DC-based SPSs, with the extensive use of power

electronic apparatus and the wide adoption of intelligent ship modernization techniques,

the complexity and heterogeneity of on-board electrical systems significantly increases.

Therefore, appropriate specifications, requirements and control frameworks that are tailored

1



specifically for DC-based SPSs need to be developed to address the requirements of electric

ship design, simulation, control, optimization, management and automation. In this research,

we perform a comprehensive study of both steady-state and transient design specifications

and performance criteria for a DC-based shipboard power system, utilizing mathematical

formulations to address necessary criteria of designing various aspects of a shipboard power

system, including aspects related to control, protection and optimization.

During the last few decades, Model Predictive Control (MPC) has received a great deal

of attention from both the research community and industry mostly because it is easy to

apply to multivariable cases, it can handle constraints on control inputs and system states in

the optimization program directly and it is straightforward to include nonlinearities in the

control law [23, 76, 106]. In addition, the MPC approach can systematically handle physical

limitations imposed on the control inputs and system states. It can also deal with different

system models and types (linear and nonlinear models) and it is easily reconfigurable

and can handle run-time modifications of control objectives. Utilization of appropriately

defined/modified objective functions and constraints makes distinct architectures of MPC

(centralized, decentralized and distributed structures) [53]. The general control problem

formulation is based on: 1) prediction model, 2) objective function, 3) state and control con-

straints, and 4) controller architecture: centralized, decentralized and distributed. Among all

the applications of MPC, one can mention aerospace, power systems, thermal management

and automotive industries [23, 71, 84, 105, 15]. Recently, model predictive methods have

gained attention of researchers for shipboard power system applications [17, 82, 115]. In

2



this research, a model predictive control approach is used as the main method in both

centralized and distributed control of a nonlinear MVDC shipboard power system.

Through the evolution of computer and network communication technologies, the

distributed control approach offers important advantages over the centralized architecture,

which enable it to effectively handle the various real world problems [73, 10, 101]. In a

distributed control structure, the centralized problem is decomposed into several local control

units which compute their optimization problems in separate processors and communicate

iteratively to reach a closed-loop system objective [32].

One of the main advantages of distributed control is its good error-tolerance behavior

and robustness. This means if an unexpected failure happens in a subsystem, the other local

controllers can still work and the entire system is not affected by a possible failure. High

flexibility is another important benefit of a distributed framework. This structure simplifies

any possible expansions and maintenance of the control system. If a new subsystem is added

to the current system, one only needs to modify the subsystems which have interaction

with the new subsystem; making it easily extendable. Moreover, it is easier to implement

a distributed scheme due to its lower computational requirements. This is because a

complex problem is replaced by several smaller-scale problems even though this structure

may have suboptimal outcome compared with a centralized control. The performance

highly depends on the degree of interaction between subsystems and the coordination

algorithm [73, 10, 101].

The above-mentioned advantages of MPC and distributed control scheme motivate their

usage in many practical applications including the MVDC shipboard power system. The

3



aim of this research is to develop appropriate centralized and distributed predictive control

architectures for the MVDC shipboard power management to achieve the desired system

performance. In the centralized case, a nonlinear MPC is used to control the MVDC system

when dealing with a pulsed load such as free electron lasers under battle condition. Another

MPC controller is designed to address the reconfiguration problem of the MVDC system

in abnormal conditions. In the proposed distributed structure for the nonlinear MVDC

system, the distributed MPC controller not only has the advantages of MPC (directly

handling constraints and good optimization performance), but also has the characteristics of

a distributed control framework of less computational overhead, high flexibility and a good

error tolerance.

1.2 Literature Review and Related Works

The following subsections review the preliminary and present overview of the recent

results and related works.

1.2.1 Medium-Voltage DC Naval Ship System and its Specifications

Unlike conventional terrestrial power systems, Shipboard Power Systems (SPS) are

independent small-scale electrical networks that are responsible for providing sufficient

energy to service loads, propulsion systems and other essential loads, such as weapon sup-

port systems, if present. As they are particularly valuable for use in naval fleets and a large

number of electric components tightly coupled in a small space, these models are far more

susceptible to physical damage and unexpected disturbances than conventional terrestrial
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systems. So, the normal operation of the ship power system needs an appropriate control

management framework by defining high-level objectives to achieve system performances.

Among different distribution configurations, Medium-Voltage DC distribution power

system is considered the trending technology for future naval warships to replace the

conventional AC-based distribution [44, 14, 47]. The general topology of a notional

MVDC Next Generation Integrated Power System is given in [6]. It includes two main

power generation modules (main PGM1 and main PGM2), two auxiliary power generation

modules (auxiliary PGM1 and auxiliary PGM2), two ship propulsion motors, a high power

pulsed load, an energy storage and four zonal loads. A ring-bus topology is chosen for

the DC distribution system where buses along the port and starboard sides of the ship

are connected at the bow and stern. Fig. 1.1 shows the general topology of the MVDC

distribution power system in which all electrical power sources and electrical loads are

connected to the MVDC bus via power electronics. The propulsion motors are connected to

the DC bus via Variable Speed Drives (VSDs) which work as the power converters. Fig.1.2

demonstrates the zonal load center for the MVDC system [6]. The port bus and starboard

bus are DC busses. So, the DC loads are fed trough isolated dc/dc converter (IDCDC) and

low frequency AC loads are fed through a non-isolated inverter module (NIM).

Conventionally, the AC-based distribution system has been widely employed in the SPS

design with well-established and documented standards and regulations such as MIL-STD-

1399-300 [1] and MIL-STD-1399-680 [2]. However, currently, there are very limited efforts

made to address the lack of standardized design criteria and performance metrics for the

DC-based distribution SPS research, particularly for the latest MVDC SPS [4, 44]. In [4],
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Figure 1.1: General Topology for Baseline MVDC System [5]

Figure 1.2: Notional MVDC Zone [6]
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general direction and design concepts are studied which include limited implementation

details and practical design considerations. This research work aims to address this issue

by developing a list of significant design specifications and requirements along with their

specific formulations for the steady-state and transient analysis of the MVDC SPS. The

presented specifications and criteria can be utilized as guidelines and references for the

SPS research community. Steady-state and transient specifications are essential to various

aspects of the system design process including control, optimization, validation, simulation,

model-based analysis, protection and testing. Chapter 2 provides more information on the

system’s model and also explains the most significant design specifications and requirements

for the considered MVDC SPS.

1.2.2 Centralized Control Structure for an MVDC Ship Power System

In Chapter 3, two centralized model predictive control algorithms are designed for a

nonlinear MVDC shipboard power system. First, an MPC controller is designed to control

the MVDC system high power pulsed load under battle condition. Second, an MPC-based

reconfiguration algorithm is presented to maximize the delivered power to the loads under

abnormal conditions. The results presented in Chapter 3 based on centralized MPC are

useful to design the distributed control structure with local MPC controllers for performance

evaluation.

Effects of high power electrical loads such as pulsed loads and the necessity of con-

trolling such loads in the power system have been studied thoroughly in the literature [36,

85, 96, 54]. In the shipboard power system, weaponry loads including electromagnetic
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launch systems, electromagnetic guns, and free electron lasers are known as high power

pulsed loads. These loads draw very high short-time current from system which can drop

the voltage in the whole microgrid and drift the frequency, for a short period of time. In

shipboard power systems, a large and prolonged voltage (or frequency) drop may shut down

the propulsion system or take other sensitive loads offline [79]. Due to the size and weight

constraints, it is infeasible to add more conventional generators to support the system for

high power loads. Moreover, since shipboard power system is an independent network,

there is no external generation support available if needed. There are several control studies

that deal with this issue. Some methods may consider pulsed load as an unknown or a

known disturbance to the power system and then apply an appropriate controller to reject the

disturbance [36, 77]. This research work presents an efficient centralized MPC-based power

management approach for mitigating the effects of stressful pulsed loads such as weaponry

loads in the electric ships in Chapter 3. Chapter 4 (Scenario I) investigates distributed MPC

control of a partitioned MVDC system when there is a pulsed load in the system and the

results are compared with those obtained from centralized MPC controller.

In a shipboard power system, a fast reconfiguration is a critical activity to maintain a

power balance requirement in the system and serve the vital loads. Therefore, in order to

enhance survivability of the SPSs and reduce manning requirements, automatic reconfig-

uration is a necessary task for service restoration under abnormal conditions. A number

of research works have been done on the reconfiguration problem of the shipboard power

systems during the past decades [22, 95, 88, 18, 25].

8



For example, in [22], an automated self-healing reconfiguration methodology for service

restoration in the naval SPSs is presented. An automatic rule-based expert-system method

for reconfiguration of power systems on naval ships is proposed in [95]. An intelligent

reconfiguration algorithm for microgrid is presented in [88] based on the genetic algorithms

and graph theory. Another reconfiguration approach is presented in [18] which considers a

balanced hybrid (AC and DC) SPS. All the above-mentioned research results are for the

reconfiguration problem of the AC SPS. However, there are limited results available in

the literature which consider the reconfiguration problem of the SPS with DC distribution

system [25]. The reconfiguration algorithm presented in [25] for the DC SPS is based on

the graph theory. In this research work, a reconfiguration algorithm is also developed for a

nonlinear MVDC shipboard power system. A model predictive control approach is used for

the SPS reconfiguration problem to optimize the objective function by maximizing power

delivered to the loads without violating important system constraints such as power balance

and power generation limits. The priorities of loads are also defined based on the mission

of the ship.

1.2.3 Distributed Control Structure for an MVDC Ship Power System

Many centralized control design approaches are available for the control of shipboard

power systems. Although these control methods can be applicable for the conventional

terrestrial power systems, they may not be suitable for the naval ships. Since the SPS

is an independent electric network without any external support, the centralized control

structure may provide some limitations under battle mode or when dealing with sudden
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disturbances and errors due to its complicated framework, i.e. one system, one controller.

The model-based controllers can be prohibitive especially if a complex system model is

used. The distributed control scheme facilitates any possible expansions and maintenance

of the control subsystems without modifying the whole system’s structure, so it is easily

extendable.

Designers choose distributed architectures for control of large-scale systems over cen-

tralized architecture due to some key reasons. First, for a large-scale system, centralized

schemes are based on designing a single controller for the entire plant, so they will be too

complicated and expensive to implement as the size of the problem grows large, and they

require substantial maintenance effort and cost [59, 62]. The second reason is robustness

against implementation and hardware failure. Even though such failure can happen in both

centralized case and distributed case, one should note that because the centralized controller

is more complicated, the chance of failure is higher. And when the controller fails in the

centralized scenario, the whole system will fail. On the other hand, in the distributed case,

the failure can happen at either the coordinator or the subsystems. If a subsystems controller

fails, then that subsystem can be taken out for maintenance without compromising the

integrity of the whole system (the rest of the subsystems will continue to perform). Due

to the fact that the coordinator is implementing a simple function, it will be easier and

cheaper to provide redundancy for this important component. Such redundancy can reduce

the probability of failure significantly. Reliability can be also enhanced with the distributed

control structure because a single point of failure needs lower time-to-repair and it will not

cause the entire process to fail. In addition, it is easier to troubleshoot a small system than
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a large one. The local controllers can continue to operate in the event of failure of other

controllers.

Recently, distributed control approaches have received more attention from academia

and industry, and different results are available for AC shipboard power system [16, 55, 8].

In [16], the voltage and frequency control of an AC SPS is investigated according to a

distributed control of multi-agent systems. A reconfiguration problem of an AC electric

ship power system based on distributed control agents by using maximum flow algorithm

is studied in [55]. In [8], a power management is proposed for an AC electric SPS to

control load sharing by tuning no-load frequency in a distributed framework based on the

Interaction Balance Principle. In this research work, a appropriate distributed predictive

control structure is developed for a nonlinear MVDC system which is presented in Chapter 4

in detail. Model predictive control approach is used for the local controllers in the proposed

distributed structure. A performance analysis is also carried out by comparing a centralized

control and a distributed control on the global and partitioned models and considering

different specifications in the MVDC system.

1.3 Summary of Contributions

This research aims to develop a distributed predictive control architecture for an MVDC

shipboard power system management. It includes the model-based centralized and dis-

tributed management control frameworks to achieve different performance goals. The main

contributions of this dissertation are listed as follows:

1) MVDC Shipboard Power System Model Formulations and its Design Specifications
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(a) The MVDC SPS model structure and its mathematical formulations are presented.

(b) A comprehensive list of significant transient and steady-state specifications and

performance criteria along with their mathematical formulations are provided.

(c) The necessary system constraints and operating conditions are presented for the

MVDC naval ship system.

(d) These specifications are required to be met in various aspects of the electric ship

design.

2) Centralized Model Predictive Control of the MVDC Shipboard Power System

(a) A nonlinear MPC approach is proposed for the MVDC SPS under a battle condition.

i. An MPC controller is designed to efficiently manage stressful high power

pulsed loads in the SPS.

- In a shipboard power system, war fighting loads, such as electromagnetic

guns, are known as pulsed loads that draw very high short time current.

ii. A comparison is performed for different cases for MPC: no prediction, perfect

prediction and ARIMA prediction with different delays for the MPC controller.

iii. An improvement factor is defined based on this comparison.

(b) Stability Analysis

i. Closed-loop stability analysis is considered in the MPC optimization prob-

lem by adding a terminal cost in the objective function and considering an

additional terminal state inequality constraint.
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(c) An MPC-based reconfiguration algorithm is presented for the MVDC system when

load demand changes (a load power increment or decrement).

i. The loads are categorized as vital loads, semi-vital loads and non-vital loads

based on the missions of the ship.

ii. The main goal is to maximize the power delivered to the loads with respect to

power balance and generation limits.

3) A distributed control structure is developed for a nonlinear MVDC shipboard power

system.

(a) Each subsystem is controlled by a local model predictive controller.

(b) In the coordinator level, an optimization problem is iteratively solved to update a

Lagrange multiplier vector to have a global optimal solution.

(c) The control inputs can be either continuous or discrete by using two different

optimization methods in the MPC controller.

4) Performance analysis is performed by comparing a centralized control and a distributed

control on the global and partitioned models and considering different specifications in

the MVDC system.

(a) Comparison between centralized and distributed control architectures.

(b) Comparison based on continuous control inputs and discretized control inputs with

different optimization methods.
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(c) Considering changes in the load demand or a pulse load event in the system when

comparing centralized and distributed control architectures.

1.4 Dissertation Organization

Chapter 2 provides a full description of the considered MVDC shipboard power system

model and the control problem formulation used in this research. It also presents a list of

significant transient and steady-state specifications and requirements of the MVDC SPS with

detailed explanations and formulations. In Chapter 3, first, the basics of a model predictive

control approach and its formulations are given. Then, the chapter proposes a centralized

nonlinear MPC to control an MVDC shipboard power system when dealing with a pulsed

load event in the system. The closed-loop stability of the nonlinear MPC for an MVDC SPS

system is also guaranteed. Lastly, Chapter 3 proposes a reconfiguration method based on an

MPC approach for a nonlinear MVDC system. Chapter 4 proposes an appropriate distributed

control structure for a nonlinear MVDC SPS to develop power management architecture.

This chapter also provides the comparison results between centralized and distributed control

methods on the global and partitioned MVDC models for both continuous and discrete

control inputs to show the validity of the proposed distributed approach. Moreover, this

chapter presents two case scenarios to demonstrate the performance of distributed control

structure for the MVDC system with a pulsed load or load changes. Finally, Chapter 5

includes the conclusion remarks and possible future works of this research.
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CHAPTER II

MVDC SHIPBOARD POWER SYSTEM MODEL FORMULATIONS AND ITS DESIGN

SPECIFICATIONS

The Shipboard Power System (SPS) is known as an independent controlled small-scale

electric network which provides energy to the propulsion system and service loads on a

ship [47]. Due to the specific roles of warships and the nature of their duties, the SPS

is more susceptible to unexpected disturbances and physical damages in comparison to

conventional terrestrial power systems. In addition, since a large number of electric and

mechanical components are tightly coupled in a small space, and there is no external support

from a relatively stronger grid, SPS includes a range of unique properties including limited

generation capacities, a close physical and electrical proximity, being prone to disturbances,

and a high stiffness for containing a wide range of dynamics of different origins [43, 42].

All these characteristics show that, unlike terrestrial power grid, there are strong interactions

between components of the SPS. Therefore, the normal operation of the system requires

considering various design features and system specifications simultaneously and rigorously

maintaining them under all operating scenarios to enhance the system stability, survivability,

security, and economics.
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Among different distribution configurations that are currently available for SPS, power-

electronic based DC distribution is considered the trending technology for the next-generation

U.S. Navy fleet design to replace the conventional AC-based distribution [44, 47]. The

introduction of Medium-Voltage DC (MVDC) electrical distribution in ships brings out a

broad range of advantages and improvements including [37, 24, 100]:

• No phase angle synchronization requirements between sources and loads,

• Facilitating the connection of different types of generators, storage systems and loads,

• Reducing fuel consumption due to the use of variable speed prime movers,

• Reducing the size and ratings of switchgears and cables, and no need for the large

low-frequency transformers,

• Eliminating frequency constraints from the design of generators and, as a result,

reducing their size and weight, and

• Better management of power flow and limiting fault currents in emergency conditions.

Although DC distribution offers the above advantages as well as valuable insights into

the ship modernization, energy technology and service innovation, it also poses significant

challenges regarding SPS design, analysis and application development. Especially with

the ever-growing density of power electronic apparatus that operate on a wide range of

frequencies and the intelligent technologies integrated into the existing ship’s infrastructure

to support the normal operation of these power electronic devices, the complexity and het-

erogeneity of the SPS is expected to increase. Reliable, efficient and secure operations of an
16



SPS would require a more sophisticated and systematically-developed set of specifications,

regulations and requirements to facilitate planning, implementation, testing and validation

of future SPS design and analysis activities.

This research mainly investigates the control problem of an MVDC shipboard power

system. This chapter aims to provide necessary information on the model under considera-

tion and its formulations for the rest of this dissertation. In this chapter, a comprehensive

study of both steady-state and transient design specifications and performance criteria is

performed for a DC-based shipboard power system, utilizing mathematical formulations

to address necessary criteria of designing various aspects of a shipboard power system,

including aspects related to control, protection, validation, testing, model-based manage-

ment and optimization. Several important transient performance criteria are presented here

such as system stability, voltage performance, power ramp rate and droop gain ramp rate

specifications. Additionally, significant steady-state design specifications, such as quality

of service, fuel efficiency, availability, and survivability, are reviewed. Moreover, this

chapter presents the necessary operating constraints which need to be maintained within

their own pre-defined range to ensure the safe operation of an SPS. Therefore, a careful

consideration of design specifications and performance criteria for DC-based shipboard

power system distribution is required to be met under different operational constraints to

maintain a reliable, stable, economically efficient, and operational fleet. The applications of

these specifications and their formulations in the distributed control architecture are also

discussed. This chapter has been published in [117, 116, 118].
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2.1 Medium-Voltage DC Shipboard Power System Model and Formulations

The general topology of a baseline system for a notional MVDC Next Generation

Integrated Power System model is given in [6] and shown in Fig. 2.1. It consists of

two Main Turbine Generators (MTGs), two Auxiliary Turbine Generators (ATGs), two

electrically driven propellers with Variable Speed Drives (VSDs), four zonal service loads,

one pulsed load device such as electromagnetic launch systems or free electron lasers, and

an energy storage device. A ring-bus topology is chosen for the distribution system where

buses running along the port and starboard sides of the ship are connected at the bow and

stern. Details about the baseline model can be found in [6] or [112, 90].
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Figure 2.1: General Topology of the Baseline System for the MVDC SPS

The model used in this research is a nonlinear MVDC shipboard power system with 37

state variables which consists of one Main Turbine Generator (MTG), one Auxiliary Turbine
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Generator (ATG), one electrical driven propeller with variable speed drives, four zonal

service loads, one isolated pulsed load, and an energy storage device [112]. The distribution

system has a ring-bus topology. All the modules are connected to the DC distribution bus by

power electronics based Power Conversion Modules (PCMs) and DC disconnect switches.

Fig. 2.2 demonstrates the general architecture of the considered MVDC system in this work.
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Figure 2.2: MVDC SPS Architecture used in this work

The general dynamics of a global nonlinear MVDC SPS model can be mathematically

described by the following nonlinear differential-algebraic equation (DAE):

ẋ(t) = f(x(t), u(t), t), x(0) = x0

0 = g(x(t), y(t))

(2.1)

where x(t) ∈ Rn is a vector of state variables included in dynamic components of the

system such as gas turbines, synchronous machines and exciters. u(t) ∈ U ⊂ Rm denotes
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the control inputs and y(t) represents a vector of the algebraic state variables such as

distribution network variables and other nonlinear algebraic state variables associated with

on-board components where no derivatives are present. x0 is a vector of initial values for

the state variables.

The system described by equation (2.1) can be sampled and written in discrete time by

sample time k, for the purpose of prediction and control, as:

x(k + 1) = f(x(k), u(k), k), x(0) = x0

0 = g(x(k), y(k))

(2.2)

Here, we use x(t) and x(k) to refer to the state variables of the continuous-time model

and the discrete-time model, respectively. Under this definition, Table 2.1 shows a list of

representative state variables of the MVDC SPS model used in this research. Table 2.2

provides a list of significant design parameters that will be used throughout this work

to describe the design requirements. This model includes all of the required functional

components in order to consider system specifications and performances criteria for the rest

of this chapter. The full description and formulation of the considered model is included

in the Appendix A. For further information and explanations about the MVDC model

see [112].

2.2 Design Specifications and Requirements for the MVDC Shipboard Power Sys-
tem

Conventionally, the AC-based distribution system has been widely employed in SPS

design during the past decade with relatively well-developed and documented standards

and regulations such as MIL-STD-1399-300 [1] and MIL-STD-1399-680 [2] (for both
20



Table 2.1: A Short List of Important State Variables of the MVDC Model

Symbol Description Symbol Description

vdc DC Bus voltage vs Ship Speed

igen1 MTG current ωm Rotor speed of propeller

igen2 ATG current λrd, λrq d-q axis flux linkage of IM rotor

iLC Induction motor (IM) current λs Stator flux linkage

ωr1 Rotor speed of MTG vfd Field winding excitation voltage

ωr2 Rotor speed of ATG vsc Super-capacitor voltage

low voltages below 1000 Volts and high voltages on or above 1000 Volts). Currently,

there are very limited efforts made to address the lack of standardized design criteria and

performance metrics for the DC-based distribution SPS research, especially for the latest

Medium-Voltage DC SPS [4, 44]. In [4], general direction and design concepts are studied

which include limited implementation details and practical design considerations. This

section is intended to address this issue by preparing a survey of current related literature

and providing a list of significant design specifications and requirements along with their

specific formulations for the steady-state and transient analysis of the MVDC SPS. The

presented specifications and criteria could generally be utilized as guidelines and references

for the SPS research community.

Design specifications can be generally classified into two types: steady-state criteria

and transient criteria. For the rest of this discussion, the term “steady-state” or “long-term

performance” criteria mainly refer to specifications that impact ship planning, operational
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Table 2.2: Applicable Design Parameters

Symbol Description

vrefdc Reference value of DC bus voltage

Kdroop Generator droop gain

ωm,ref Desired propulsion rotor speed

PGi Generated power of ith generator

PGi,ref Reference value for electrical power of ith generator

PIM,ref The reference power of induction motor

Ir Rated continuous current

Tk Rated duration of short-time withstand current

Iinrush Inrush current

ISC,max Maximum short-circuit current

Iinrush,max Maximum inrush current

PLj Real power of jth load

PminGi Minimum generated power of ith generator

PmaxGi Maximum generated power of ith generator

Vmin Minimum bus voltage for tolerance limit

Vmax Maximum bus voltage for tolerance limit

Rri,max Maximum ramp rate of the power of ith generator

Emin The minimum stored energy

Emax The maximum stored energy
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configuration and mission evaluations where only steady-state operating conditions are of

interest, while the term “transient performance criteria” refers to specifications that provide

the guidelines for real-time ship-wide operation and the requirements for monitoring, control,

protection and load managements. As an example, a fuel consumption problem is one

of the primary steady-state criteria for economic operation and mission scheduling. As

the operational status of the ship varies under different missions, it is important to plan

and schedule in advance based on the ship’s configuration to determine the potential fuel

consumption and optimize the fuel efficiency. On the other hand, system stability is typically

connected with transient behavior. Relevant system states need to be continuously monitored

and tuned by the control system to maintain the ship-wide stability when encountering

system changes or disturbances.

In order to evaluate the performance of a system, both steady-state performance criteria

and transient behavior of the power system should be considered in design specifications.

Some aspects of the system behavior are targeted under transient performance analysis,

whereas others are targeted in steady-state analysis. There are also some performance

aspects that cover both transient and steady-state behaviors. It is important to note that

design specification can take a form of a function of time that need to be minimized or

maximized throughout a specified period of system operation. Typically, a function that

reflects a “cost” is minimized while a function reflecting a system utilized is maximized.

Alternatively, a specification can take the form of a set of constraints on the values of some

of the system parameters and variables within a certain system’s operational domain. In the
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following, we discuss in detail these specifications as categorized into transient performance

criteria and steady-state performance criteria.

2.2.1 Transient Performance Criteria

The transient response of a system mainly occurs after any significant changes in the

system operating setting and conditions such as reconfiguration switching, battle damages

or faults in the system. The following is a list of common specifications for SPS transient

analysis:

• System Stability

• Voltage Performance:

– Notional Bus Voltage

– Voltage Tolerance

– Voltage Ripple and Noise

• Power Ramp Rate:

– Main Generators

– Auxiliary Generators

– Ship Propeller

• Droop Gain Ramp Rate

• Ship Propulsion Rotor Speed
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• Ship Induction Motor (IM) Electrical Power

• Electrical Power of Generator

• Current Specifications

• Load Input Impedance

The above-mentioned transient specifications and their impacts on the ship design are

discussed in detail in the following sections.

2.2.1.1 System Stability

A power system is stable if the effect of any perturbation caused by a disturbance

diminishes over time within its operation, and the system returns to its original operating

behavior. Confidence in system stability analysis is bounded by the model accuracy on

which the analysis is based. Stability is generally coupled to other important system’s

behavioral properties, and essentially all system performance criteria depend on it as a

pre-condition [97, 108, 109].

In the MVDC SPS, loads are usually fed via high-bandwidth power-electronic converters

directly connected to the MVDC bus. Because the converters aim to maintain the load

power at a constant level, they will present a constant power load (CPL) behavior even

under fast variations of voltage and/or current. The CPLs are seen by the system as negative

incremental resistances, which may yield voltage instability in the MVDC. The stability

problems in DC systems are mostly related to higher-frequency dynamics, unlike the AC

systems. Another major difference is that there is no need for phase angle synchronization
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for torque angle stability of the generators. A more comparative stability discussion of

different ship power system architectures (AC, DC and hybrid) is given in the ESRDC

stability report [97]. This study shows that stability is a design consideration, so any of the

power distribution architectures do not have an inherent advantage over the others for the

stability purpose.

There are many approaches for the system stability, including external stability (input to

state, input to output, small gain, etc), or internal stability. However, two of the most impor-

tant approaches are through Lyapunov’s theorems. The first method, or Lyapunov’s direct

method [72], involves the construction of a Lyapunov function which allows the magnitude

of a perturbation that the system can tolerate at the operating point to be determined.

The second approach, called Lyapunov indirect method, or small signal method [11],

analyses the system in the form of (2.2). The small signal stability is determined through

linearization of the system and computing the eigenvalues of the state matrix of the linearized

Average Value Model (AVM) of the system. However, this approach only guarantees local

stability of the system; therefore, a large number of operating points are studied to build

a confidence in the system’s stability. The effects of ‘large’ pulse loads, as common in

electric ships, may pose considerable challenges on the main assumptions in the small signal

method, especially when dealing with a linearized model during or just after the operation

of a very large pulse load [45]. Therefore, it will be necessary to develop and derive more

sophisticated large-scale perturbation nonlinear stability techniques.

Another useful approach for the ship power DC distribution system is generalized

immittance based stability analysis, developed by the ESRDC members [97, 99, 98]. This
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is a frequency domain stability technique which accommodates several operating points

and uncertainty in a single analysis. The principal characteristic of this approach is that

a component impedance/admittance is expressed by a bounded set of values including all

possible behaviors, not by a single value at a specific frequency. Another stability analysis

for MVDC distribution systems on ships is presented in [91, 92] by using passivity-based

stability criterion. This method uses an impedance measurement technique for the system

bus to check whether the system is passive or not. Therefore, if this method guarantees the

passivity of the bus impedance, the stability is also ensured. A comprehensive survey of

different stability criteria for DC power distribution systems is given in [83].

2.2.1.2 Voltage Performance

2.2.1.2.1 Notional Bus Voltage

The system DC bus voltage is mainly determined by the propulsion motor voltage,

desired generator voltage, load considerations, converter design, standard cable ratings,

efficiency, and arc fault energy [4]. Note that power quality is represented by bus voltage

deviation from the bus voltage reference. In the model used in this research, the preferred

rated voltage is 5 kV . The following cost function represents the voltage specification:

Costvol =
N∑
k=1

(
vdc(k)− vrefdc

)2
(2.3)

where vrefdc = 5 kV DC and vdc(k) represent the state variable defined in the mentioned

model (2.2) at sample time k. N is the final time step. The objective of the controller is to

minimize the above cost function in order to maintain the bus voltage close to the reference

value.
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2.2.1.2.2 Voltage Tolerance

The voltage tolerance is a constraint type specification that identifies the maximum

allowable variation in the DC voltage measured at the output of a component. As specified

in [4], the steady-state (continuous) DC voltage tolerances limits should be ±10%. Accord-

ingly, by assuming the reference DC voltage vrefdc as the base value, the following voltage

tolerance constraint (in per unit) is typically used:

0.9 < vdc(k) < 1.1 (2.4)

2.2.1.2.3 Voltage Ripple and Noise

When DC is produced from an AC/DC rectifier, it is natural that the DC level varies

directly based on the voltage on the AC side. This produces a varying voltage about the

DC level, which corresponds to the ripple. If a pulse width modulated rectifier is used to

produce the DC voltage, a high-frequency waveform resulting from pulse-width modulation

(PWM) switching is superimposed on the DC and AC sides and is defined as noise. Noise

can also come from the loads that are connected to the DC bus. The acceptable RMS value

of voltage ripple and noise should not exceed 5% in per unit voltage [4].

2.2.1.3 Power Ramp Rate (PRR)

The health of the electric ship power system is adversely affected by high power loads,

particularly, without the presence of the energy storage systems or stabilizing control

methods. In case of large pulse-type loads, short-time power demand may significantly

exceed the power rating of all the installed generators. The electrical power ramp rate for
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the generators (MTGs and ATGs) and the ship propulsion motor should be considered as

one of the specifications and requirements for the SPS to protect and extend the life cycle of

the generators and the induction motor. The proposed cost functions for the power ramp

rate of MTGs, ATGs, and propeller are described below.

2.2.1.3.1 Main Generator PRR

Since extreme power ramping has a negative impact on the life-span of gas turbine

and generator, considering electrical power ramp rate of the main generator is one of the

important design requirements. A proposed measure for the power ramp rate of MTG is as

follows:

MTGPRR =
N∑
k=1

(PMTG(k)− PMTG(k − 1))2 (2.5)

where PMTG is MTG output power. The objective of the controller is to minimize the above

cost function. In so far as this specification affects the life cycle of the generator in the long

period time, it can be also considered as a steady-state specification.

2.2.1.3.2 Auxiliary Generator PRR

Electrical power ramp rate of the auxiliary generator is also considered as one of the

important requirements to limit burden on the generation source and also limit the wear of

the machine and increase its expected life. A proposed measure for the power ramp rate of

ATG is as follows:

ATGPRR =
N∑
k=1

(PATG(k)− PATG(k − 1))2 (2.6)
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where PATG is ATG output power. The objective of the controller is to minimize the above

cost function.

2.2.1.3.3 Ship Propeller Electrical PRR

Ship propeller electrical power ramp rate should be considered as one of the design

requirements to protect and extend induction motor life cycle. Component wear is reduced

by penalizing power ramp rate. A proposed measure for the power ramp rate of the ship

propeller is as follows:

PropPRR =
N∑
k=1

(PIM(k)− PIM(k − 1))2 (2.7)

where PIM is ship propeller electrical power. The objective of the controller is to minimize

the above cost function.

2.2.1.4 Droop Gain Ramp Rate

The generator droop gain affects the DC bus voltage. Therefore, droop gain can be used

as a control input to indirectly control the output power of primary sources of generation.

It is used to determine the power share between energy sources. Droop gain ramp rate is

one of the system specifications that should be met to support power quality. Meeting this

specifications will also prevent large and sudden changes in demand. A proposed droop

gain ramp rate measure can be defined as follows:

Drooprate =
N∑
k=1

(Kdroop(k)−Kdroop(k − 1))2 (2.8)

The objective of the controller is to minimize the above cost function to guarantee power

quality.
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2.2.1.5 Ship Propulsion Rotor Speed (SPRS)

Ship propulsion rotor speed is another important specification for the SPS which should

be maintained in the desired ship velocity. The specification of ship propulsion rotor speed

is defined by the following function:

CostSPRS =
N∑
k=1

(ωm(k)− ωm,ref )2 (2.9)

where ωm is propeller rotor speed and is defined as a state variable in the mentioned

model. The objective of the controller is to minimize the above cost function to maintain

the propeller rotor speed close to the desired value. There is also another performance

requirement named “battle speed” which represents the maximum attained sustained speed

in case of full engagement of weapons and sensors [27].

2.2.1.6 Ship IM Electrical Power

Load-following performance can be obtained by considering the tracking term of ship

propeller electrical power as a specification to be met. A proposed structure is as follows:

CostIM−power =
N∑
k=1

(PIM(k)− PIM,ref )
2 (2.10)

where PIM is ship propeller electrical power. The objective of the controller is to minimize

the above cost function. If there is any other important load, its power can be added in the

cost function in the same way with tuning weighting factors which specify the priority of

loads tracking in the controller.
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2.2.1.7 Electrical Power of Generator

Fuel efficiency is considered in terms of deviation of generator from its optimal setting.

Electrical power of the generator can be considered as one of the objectives in order to work

at the most efficient point. It is assumed that an efficiency curve for a generator is known.

The specification of electrical power of the generator is defined by the following function

and the objective is to minimize the function.

CostGen−power =
N∑
k=1

(PGi(k)− PGi,ref )2 (2.11)

PGi,ref can be also defined as a control input in the system to manage the generator to

operate at the most efficient point. In so far as this objective affects the fuel efficiency, it

can be also considered as a long-term objective or steady-state specification.

2.2.1.8 Current Specifications

2.2.1.8.1 Rated Continuous Current (Ir)

The rated continuous current is the continuous current under specified conditions of use

and behavior.

2.2.1.8.2 Rated Short-Time Withstand Current (Ik)

The rated short-time withstand current of the MVDC equipment should be more than

or equal to the maximum expected short-circuit current [4]. Characteristics of the MVDC

system define the short-circuit current and the short-time withstand current.

Ik ≥ ISC,max (2.12)
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where ISC,max is the maximum expected short-circuit current.

2.2.1.8.3 Rated Duration of Short-Time Withstand Current (Tk)

Tk is defined as the intervals of time for which the system can carry a current equal to

its rated short-time withstand current. This criterion is determined by the time delays in

the system protection coordination. For the MVDC systems with traditional switchgear,

historic values of 0.5 s, 1 s, 2 s, and 3 s should be used. For the new designs with fast power

electronics, rated duration values of 0.0001 s, 0.001 s, 0.01 s, 0.05 s, 0.1 s, and 0.2 s should

be used according to [4].

2.2.1.8.4 Load Inrush Current (Iinrush)

The connection of any load or power source must not cause excessive inrush current

in the system. The connected load shall connect to the bus in a manner that minimizes

the disturbance of the MVDC bus voltage. The amount of inrush current is determined by

how the load is brought on to the MVDC bus [4]. The inrush current (Iinrush) needs to be

designed for the system so that the capacity is not exceeded over the life of the ship.

Iinrush ≤ Iinrush,max (2.13)

where Iinrush,max is defined as maximum acceptable inrush current.

2.2.1.8.5 Load and Source Current Ramp Rate During Disconnection

The load will ramp its current to a low value before disconnecting from the MVDC bus.

The power source will ramp its supply current to a low value before disconnecting from the
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MVDC bus [4]. The normal current ramp rate must not exceed the specified limit defined

by a system designer.

2.2.1.8.6 Load Input Current Ramp Rate During Operation

A connected load cannot draw more power from the DC bus that is allowed by the load

input current ramp rate. The system designer should establish the MVDC bus requirements

to match the load current ramp rate specification [4].

2.2.1.8.7 Load or Source DC Ripple Current

Connected loads containing solid state power converters will draw mostly DC current

from the MVDC bus. The amount of ripple current depends on the nature of the power

conversion and the amount of internally provided filtering. The maximum tolerable amount

of load ripple current should be specified by a system designer.

2.2.1.9 Load Input Impedance

Loads connected to the MVDC bus are predominately solid state power converters,

which induce negative input impedance and can impact overall system stability. Input

impedance data should be provided for the system design and analysis [4].

2.2.2 Steady-State/Long Term Performance Management

Steady-state performance mainly occurs when the system settles down on the operating

points and the steady system continues working normally. The nature of a ship’s mission will

determine priority and importance of providing power to each load. Operational Conditions,
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based on performance level of the different mission systems such as mobility, should be

defined. For the systems in combat mode and other missions, the performance levels should

be translated and quantified into electric load requirements, Quality of Service (QoS), Mean

Time Between Service Interruption (MTBSI) and acceptable performance degradation in

higher sea-states. For mobility specification, a speed profile should be specified at a given

operationally significant sea-state. There are three different modes of operation as mission

requirements: Surge to Theater, Economical Transit and Operational Presence [49].

Surge to Theater: This mode governs the allowed maximum number of refueling with

only self-defense capability, knowing the ship is transiting at a given distance at maximum

design speed of the corresponding sea state. It is assumed that refueling occurs when 50% of

the whole fuel capacity is consumed. The ship should also arrive in theater with a tank not

less than 50% full. The goal in this mode is to minimize the dependency on replenishment

ships to arrive at a theater of operations, which must happen as fast as possible. A Surge to

Theater Operational Condition should be defined to determine environmental conditions

(sea-state and temperature), and also to enable a prediction of electrical load and quality of

service requirements.

Economical Transit: Similar to the traditional Endurance Speed and Endurance Range,

in this mode, when the ship is traveling at speed at least equal to the endurance level, it must

be able to reach the endurance range. In this mode, all of the fuel capacity, minus tail pipe

allowances, are permitted to be consumed. An Economical Transit Operational Condition

needs to be defined to calculate fuel requirements.
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Operational Presence: Operational presence specifies the minimum time that a ship,

given a speed-time profile and mission system capability, should be capable of conducting

one or more missions, such that at most 1/3 of the fuel capacity is consumed. In order to

calculate fuel requirements, an Operational Presence should be defined and used.

In the following, some of the most important steady-state specifications are given:

• Quality of Service (QoS) Metrics

• Availability

• Fuel Minimization/Efficiency Metrics

• Component Efficiency

• Survivability

• Operability and Dependability

2.2.2.1 Quality of Service

Quality of Service (QoS) is the ability of the power system to reliably provide electrical

power to loads with the required power continuity [50]. It is considered one of the most

important performance criteria for a ship system design, especially shipboard power system

design. For the purpose of this research, the review is based on IEEE 1662-2008 [3] and

IEEE 1709-2010 [4]. From the load’s perspective, QoS is measured by a Mean Time

Between Service Interruption (MTBSI). Also, a failure is defined as any interruption of

service or abnormal system status that prevents a mission system from following its mission.

According to the definition of failure, all the interruptions in service will not result in a QoS
36



failure. QoS is known as one of the reliability metrics. Reliability is the measure of service

continuity in equipment loads under normal operating conditions. Mean time between

failures and mean time to repair for combinations of equipment are the major metrics for

reliability [26]. In order to design a system to achieve a particular MTBSI, QoS does not

account for survivability events such as battle damage, flooding, or fires. QoS does account

for equipment failures, training and normal system operation transients [50].

As defined in [4], there are four categories of loads mainly based on the maximum

tolerable duration of power interruption for each load. Two time constants, t1 and t2, are

used to define the reference time scale for the loads. “t1” represents “Reconfiguration

Time” which is defined as the maximum time to reconfigure the distribution system without

bringing online any additional generators. “t2” represents the “Generator Start Time” which

is defined as the time to start and bring online the slowest generator set in the power system.

t1 can be on the order of milliseconds, 0.01 s ≤ t1 ≤ 2 s. t2 is on the order of minutes,

60 s ≤ t2 ≤ 300 s [4, 50].

The four QoS categories for loads are defined as follows [50]:

• Uninterruptible Loads: Loads that cannot withstand a power interruption of duration

t1.

• Short-term Interrupt Loads: Loads that can withstand power interruptions of duration

t1 but cannot withstand power interruptions of duration t2.

• Long-term Interrupt Loads: Loads that can withstand power interruptions of duration

t2.
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• Exempt Loads: Loads that can also withstand power interruptions of duration t2. It

is common that only a portion of the propulsion load is assigned as Exempt Loads

to prevent the installation of excess generation capacity as for IPS configurations,

enough redundancy in generation is not available to assure the ship could achieve its

maximum speed with any one generator out of service.

The numerical formulation and calculation of QoS metric can be found in [69, 111, 41,

51, 50]. To calculate QoS rating, a few elements need to be defined:

• The fraction of time that the ship will be in an operational mode i is represented by

fom(i).

• Mission QoS model for each operational mode: This model returns 1 when QoS

failure happens for a given set of power interruptions to one or more mission loads and

returns 0 otherwise. This model is denoted as qom(i, pi(k)) where i is the operational

mode and pi(k) is a vector of power interruptions for the kth mission load.

• The concept of operation for the ship which determines which power components

are online and in what configuration for each operational mode: pom(i, j) gives the

fraction of time that power component j in operational mode i is online.

• Power system fault effects, determined for each failure of a power system element

j, are defined by a vector of power interruptions for each of the k mission loads,

represented by pi(j, k).
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• Component reliability model r(j) that provides Mean Time Between Failure (MTBF)

for each power system component j where time is measured if the component is on.

Then, the fraction of time that a QoS failure will happen due to the power system faults of

component j is given by:

fqos =
n∑
i=1

fom(i)pom(i, j)qom(i, pi(j, k)) (2.14)

where n is the total number of operational modes. The fraction of time that the component

j is on is given by:

f(j) =
n∑
i=1

fom(i)pom(i, j) (2.15)

Now the MTBF of component j based on real-world time is given by:

rc(j) =
r(j)

f(j)
(2.16)

The QoS failure rate QoS(j) of power system component j is represented by:

QoS(j) =
rc(j)

fqos(j)
(2.17)

Therefore, the total QoS of the system due to all system component failures can be derived

as:

QoS =
m∑
j=1

rc(j)

fqos(j)
(2.18)

where m is the total number of power system components. With this definition, QoS is now

represented in terms of three factors, namely meantime-between-failure (MTBF) values of

power components, mission duration and power interruption events.
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2.2.2.2 Availability

Availability is the probability that the system will be able to deliver the proper service

or perform its mission profile when needed at an arbitrary point in time. Availability is

mainly affected by how often failures happen or maintenance is needed (reliability), and

how quickly corrective maintenance can be performed (maintainability). Therefore, it is a

function of how often a system is unusable and how much time it takes to restore it [103, 21].

There are many factors that specify the level of availability. The basic factors that define

availability can be categorized as failures, maintenance and resources. Accordingly, two

measures of availability are determined as follows based on [103]: inherent availability and

operational availability.

2.2.2.2.1 Inherent Availability

In this category, only the impact of design on availability is considered. The steady state

equation for inherent availability can be expressed as:

Ai =
MTBF

MTBF +MTTR
(2.19)

where MTBF is mean time between failures and MTTR represents the mean time to repair

which is a function of maintainability [103].
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2.2.2.2.2 Operational Availability

In this category, the impacts of design and the support system on availability are being

considered. The steady state equation for operational availability can be expressed as:

Ao =
MTBM

MTBM +MDT
(2.20)

where MTBM is the mean time between maintenance and MDT represents the mean

downtime [103]. Availability is calculated based on uptime and downtime. Uptime is

the time when the system was able to perform all the required services during a specified

calendar interval. The Total Time represents the time when the system was supposed to be

up during a specified calendar interval. The operational availability can be also expressed

based on Uptime and Total Time [103] as follows:

Ao =
Uptime

Total T ime
(2.21)

More information and explanations about the impacts of reliability and maintainability

metrics on operational availability are given in [103] in detail.

2.2.2.3 Fuel Efficiency

The fuel optimization problem is naturally a static optimization problem since fuel

cost savings would be meaningful when considered over a long period of operation. Fuel

consumption metric has a significant role when it causes the reduction of operation cost

and subsequently preserving fuel for emergency mission conditions. There are two main

representations for the fuel consumption function.
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Generally, the generator fuel consumption function is decreasing with increasing pro-

duced power. Fuel consumption mainly depends on the power sharing between the genera-

tors and the total generated power [65]. The fuel consumption-produced power curves of

different generators are shown in [65, 13]. The first method to formulate fuel cost function is

presented in [69] and [13], where the curves are sufficiently approximated by second-order

polynomials:

SFCi(Pi) = aiP
2
i + biPi + ci (2.22)

where SFCi is the Specific Fuel Consumption (SFC) representing hourly consumption per

unit of power, Pi is the power produced by the ith generator. ai, bi and ci are the coefficients

of second order polynomial function based on each generator’s fuel consumption-produced

power curve [65, 13]. Moreover, due to additional fuel consumption and life cost of the

prime mover during start-up, a fixed amount of fuel Cstartup can be considered for each

start-up. Also, we can consider generator start/stop constraint due to resulting increased

fuel consumption and maintenance cost. It can be formulated as a constraint as follows:

tk − ti,s ≥ Ti,min (2.23)

where tk is the examined time instant, ti,s is the time instant at which the ith generator

lastly started or stopped operating and Ti,min is the minimum permissible period of the ith

generator’s start/stop. In order to obtain fuel cost minimization [65], we have:

Fuelcost =
∑
i

Costi · P ∗i,tk · SFCi(P
∗
i,tk

) (2.24)
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where Costi is the cost of the consumed fuel by the ith generator. P ∗i,tk is the dispatched

power to the ith generator (in p.u.) at t = tk. SFCi(P ∗i,tk) is the specific fuel consumption

defined in (2.22).

The second general formulation of fuel cost function is as follows [40, 107]:

ζi(Pi) = ζi,0 +
ζi,2 − ζi,0
1− e−mi

(
1− e

Pi−Pi,min
Pi,max−Pi,min

)
(2.25)

where ζi(Pi) represents the specific fuel consumption for the ith generator. Pi,min and Pi,max

are the minimum and the maximum generation capacity of the ith generator, respectively.

mi is the exponential parameter. ζi,0 represents the specific fuel consumption at the lowest

power setting, and ζi,2 represents the final specific fuel consumption at rated power. ζ0,

ζ2 and m are determined as functions of the maximum power rating of the turbine. The

exponential parameter m must be determined by minimizing the following index:

Υ =

√√√√ n∑
k=1

(ζ(Pk)− ζdata,k)2 (2.26)

A task that can be accomplished by solving:

∂Υ

∂m
= 0 (2.27)

This nonlinear least squares problem is determined numerically, and the results for various

turbines are given in [40]. The information on different turbines was obtained from the

handbook of each gas turbine. So, the SFC function is different for each generator (MTGs

and ATGs), represented by the mentioned equations and SFC-generated power curves. The

specific fuel consumption for seven different turbines using this approach and the values of

ζ0, ζ2 and m for seven turbines are given in [40]. Also, the specific fuel consumption of two
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gas-turbine generators is given in [12] which indicates that a generator SFC decreases as

the percent of rated load increases.

2.2.2.4 Component Efficiency

In order to meet economic constraints associated with the particular mission of the

SPS, MVDC power systems are expected to be efficient. The system efficiency should be

calculated for the range of operating conditions and missions. The efficiency calculations

of the MVDC system may include different components of a ship such as generators,

converters, storage devices, transformers and cables. It is worth mentioning that the main

part of total losses is caused by converter losses, so special consideration should be given

through reducing the losses in their design, selection and application. Thus, to develop the

overall system efficiency, the specific component efficiencies are required. As an example,

the propeller efficiency can be defined as follows [63]:

Eprop =

∣∣∣∣ Je.KT

2π.KQ

∣∣∣∣ (2.28)

where torque coefficient (KT ) and thrust coefficient (KQ) are both the functions of advance

coefficient (Je):

Je =
vs

Nr.Dprop

(2.29)

where vs is velocity of the ship, Nr is the shaft rotational speed and Dprop is the propeller

diameter. Therefore, propeller efficiency significantly depends on torque coefficient, thrust

coefficient, propeller diameter, shaft rotational speed and velocity of the ship [63]. In many

applications, component efficiency should be calculated at the following load points: 10%,

25%, 50%, 75%, 90% and 100% based on a 1.0 per unit voltage in each case [4].
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2.2.2.5 Survivability

Survivability is defined as the capability of a system to deliver power in spite of

multiple simultaneous faults caused by hostile or natural disruptions. The survivability

of the shipboard power system is critical to the mission of a ship, especially under battle

conditions. Survivability is related to the continuation of the generation and distribution

of power from the power sources to the loads. Under conditions where the power system

cannot serve all loads - due to damage, equipment failure or unavailable parts of the SPS

due to attack - emergency control actions should be taken for the ship to survive. In general,

the survivability response is shedding the appropriate loads in the order of their priorities.

Survivability also entails restoring power to the shed loads if there is sufficient capacity and

connectivity, and if the load can be re-energized with minimal safety risk [4].

Survivability for ship designs will likely be defined by two measures: Design Threats

and Design Threat Outcomes. A Design Threat is a threat to the ship where a Design Threat

Outcome has been defined. The design threat outcome is a metric for total ship survivability

and is defined as the acceptable performance of the ship in terms of the aggregate of

susceptibility, vulnerability and recoverability when exposed to a design threat [51]. Design

Threat Outcome definitions could include the following statements [41]:

• Ship will likely be lost.

• Ship will likely remain afloat and not be able to accomplish one or more primary

missions for a period of time exceeding one day.
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• Ship will likely remain afloat and be able to accomplish all of its primary missions

following restoration efforts not more than two hours using only organic assets.

• Ship will likely remain afloat and would likely be able to accomplish all of its primary

missions without interruption.

• The threat weapon is not considered an important threat because the probability that

the threat weapon would have been defeated before striking the ship is greater than

98%.

Note that the term “likely” should be defined as a particular probability of occurrence. An

appropriate choice would be to define “likely” as a probability of occurrence more than

86% [41].

So the three principal disciplines of survivability are susceptibility (avoiding being hit),

vulnerability (withstanding a casualty) and recoverability (recovering from damage) [31],

which are explained in brief here.

Susceptibility: A measure of the capability of the ship, the crew and the mission crit-

ical systems, to avoid and/or defeat an attack. This is a function of operational tactics,

countermeasures, signature reduction and self-defense system effectiveness.

Vulnerability: A measure of the capability of the ship, the crew and mission critical

systems, to tolerate the initial damage effects of conventional, CBR, or asymmetric threat

weapons, or accidents, to carry on performing assigned primary warfare missions, and to

protect the crew from serious injury or death.
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Recoverability: A measure of the capability of the ship and the crew after initial damage

effects, regardless of the cause, to take emergency actions to contain and control damages,

minimize personnel casualties, prevent loss of a damaged ship, and restore and maintain

primary mission capabilities.

One way to evaluate survivability PS for different control approaches is represented by

the following equation [86]:

PS = 1− (PX .PV ).(1− PR) (2.30)

where PX , PV and PR are susceptibility, vulnerability and recoverability probabilities,

respectively. A control action should be chosen when PS is maximized as a metric.

Another survivability index of a shipboard power system refers to the power supply

range and energy which a power system can provide after an attack or natural fault. This

index demonstrates the percentage of the load nodes that can be connected to the power

supplies after an attack which is defined as follows [61]:

Ps =

∑m
i=1Ei
M

× 100% (2.31)

where M is the total number of nodes in the grid, m is the number of supply area and E is

the number of nodes that can be connected to the power sources.

A twofold survivability metric is also presented in [28, 29] to measure two separated

issues. In the case of damage, in the first metric, the maximum value of all loads that

can be serviced is calculated by considering their priorities to show an overall produc-

tion/distribution ability. The overall survivability score is the sum of the weighting of the

load times the amount of power provided to that load. In the second metric, an indication
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of the severity of the effect of lost loads is calculated by determining the highest priority

load that cannot be serviced while satisfying all higher priority loads. The survivability

tier score represents the highest priority load that is not fully satisfied. This survivability

metric can be measured for one or several blasts (faults). For multiple blasts, these two

scores are averaged over a number of blasts [29]. A comparative study between a ring bus

topology and a breaker-and-a-half topology is investigated in [29].The effects of topology

on weight, volume, fuel usage (efficiency) and survivability of an electrical distribution

system is considered further. In this study, the total weight and volume of the system include

weights and volumes of the electrical distribution system including generators, gas turbines,

converters, and main bus cabling. Based on this comparative analysis, the ring bus is heavier

and larger, but it is more survivable. Fuel efficiency is the same in both topologies [29].

In another study [38], different possibilities for MVDC architectures are assessed from

a fault performance perspective by investigating survivability, size and weight. During

fault events, each of the MVDC architectures is evaluated based on five system design

criteria: reliability, speed, performance, economics and simplicity. According to this study,

the breaker-less topologies are less survivable. Moreover, survivability of the system is

achieved at a price of high size and weight [38]. Thus, naval architecture considerations (e.g.

stability, survivability and space) and ship missions determine physical size constraints. For

example, large power demand requires a major design consideration on the physical size

of power generation and system equipment. For warships, a greater fraction of generated

power is dedicated to combat systems [68]. One crucial objective in the development of the

smart ship systems design (S3D) environment is to enable estimating the size and weight

48



requirements for different devices of a naval vessel with respect to factors such as rated

power, bus voltage and system mass [94].

Energy Storage Modules: When there exists sufficient flexibility between prime movers

and there is no pulsed load available, an energy storage module is not necessary for the

system to guarantee survivability or quality of service [48]. In the shipboard power system,

weaponry loads including electromagnetic launch systems, electromagnetic guns and free

electron lasers are known as high power pulsed loads. These loads draw very high short-

time current from the system which can drop the voltage in the whole microgrid and drift

the frequency for a short period of time. In such situations, due to the size and weight

constraints, it is infeasible to add more conventional generators to support the system for

high power loads. Therefore, an Energy Storage Module (ESM) needs to be incorporated

into the system to compensate power peaks. The application of an ESM is not just limited to

support high power loads and can be also used in other certain design situations to improve

power quality by providing backup power for uninterruptible and short-term interruptible

loads [48, 80]. Thus, using energy storage modules may prove economical by reducing

fuel consumption, improve power quality and reduce the total cost. For the U.S. Navy

combatants, an ESM is mainly used to enhance survivability and enable high power pulsed

loads [64]. For supporting pulsed loads, the existing generators must be oversized without

using an ESM, which is a problem considering weight and size constraints. Another benefit

of ESMs is their important role in the Ship Energy Efficiency Management Plan (SEEMP).

The presence of ESMs significantly improves the flexibility of SEEMP by breaking the
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conventional dependency between demand side and generation side for the stability purpose.

By using the ESMs, the excess energy does not need to be dissipated through dumping

resistors for the stability of the power system and can be partially or fully stored in the

ESMs, thus decreasing, the total cost [64]. Moreover, energy storage systems may be used

to restart a dark ship system. A dark ship condition is when there are no online generators,

but energy storage modules are available for startup and control system [46].

Three important parameters for comparing energy storage systems are capacity, rate and

cycle. Capacity represents the total amount of energy (J) that can be stored in the energy

storage system. Transfer rate determines how fast that energy can be transferred (energy

per time). The cycle represents the reversible process of charging and discharging the

ESM. The ESM’s cycle life is determined by the number of times an ESM can be charged

and discharged [68]. Energy storage modules can include different technologies such as

batteries, flywheels and ultra-capacitors [68, 52, 67]. Based on the specific application,

the power rating and energy capacity of an energy storage system fall into the following

categories [48]:

• Low Power (∼ 250kW ): Provide backup power to uninterruptible loads for 2 to 10 s.

In this case, energy storage modules need to be distributed.

• Medium Power (∼ 500kW ): Provide backup power for uninterruptible and short-term

interruptible loads for 5 to 10 min. In this case, energy storage modules can be either

centralized or distributed.
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• Low Power (∼ 250kW ): Provide emergency starting for power generation modules

in a dark ship condition for 15 to 30 min.

• High Power (∼ 30MW ): Provide load leveling for pulse power loads for seconds.

• High Power (∼ 30MW ): Provide standby power for pulse power loads for 5 min.

For the short term applications (1 s - 1 min), the flywheel can be used as a reliable energy

storage solution. The flywheel also has the capability to work under a wide range of

temperatures which makes it feasible to be utilized in a harsh environment like shipboard

power systems. On the other hand, ultra-capacitor has the capability to provide very high

power density with low losses. Batteries as a mature technology are also known as a

convincing and effective energy storage solution due to their reliable performance and

long history in the market [52]. A hybrid combination of aforementioned energy storage

technologies and its advantages along with a study on optimal combination/sizing of the

system are provided in [52]. This study shows that the combination of flywheel and

battery yields better performance over the other combinations. Although the combination

of the three above-mentioned elements achieves similar performance to the combination

of flywheel and battery, this solution is not a preferred option because of weight and size

limitation in the shipboard power system environment [52]. For design and operation of a

battery energy storage system, [66] presents a battery capacity decision procedure according

to the specific fuel consumption of generators. It is shown in [66] that an onboard battery

ESM can be considered as a practical solution to increase fuel efficiency, reliability and the

quality of power.
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2.2.2.6 Operability and Dependability

Operability is a metric which quantifies the performance of SPS during a specific

scenario or event. Operability determines the contribution of the performance of SPS to the

mission effectiveness in that given scenario. Suppose that there is a load i in total loads I .

oi(t) is defined as the operation status of load i at time t. Generally, it is a binary function

which takes 1 when load i is operating and 0 when load i is not operating. However, for

some cases, it can also get partial operation like oi(t) = 0.7. In addition, wi(θ, t) is a

time-varying weight function which specifies the importance of load i for the specific event

θ ∈ E. E indicates a set of all possible events. A more detailed explanation about weight

functions is given in [34, 35]. The operability metric is calculated as follows [35]:

O(θ) =

∫ tf
t0

∑I
i=1wi(t, θ)o

∗
i (t)oi(t)dt∫ tf

t0

∑I
i=1wi(t, θ)o

∗
i (t)dt

(2.32)

where o∗i (t) denotes the commanded operation status of load i which takes value in [0, 1]. t0

and tf represent the time when the specific event happens and when it ends, respectively.

The operability metric O(θ) also takes value in the range [0, 1].

Since the system should work well over a wide range of threat scenarios, another

important metric named dependability is defined as an extension of operability metric.

Unlike operability that only considers one particular event, the dependability metric works

with the entire set of possible events E to obtain a balanced design. Two concepts are

defined: average system dependability and minimum system dependability. Average system

dependability is the mean operability over a set of considered events, and minimum system
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dependability is the worst case of operability over a set of considered events. Let the

probability density function fθ : E → [0,∞):

∫
E

fθ(θ)dθ = 1 (2.33)

Then, the average system dependability (D̄s) is formulated as [35]:

D̄s =

∫
E

O(θ)fθ(θ)dθ (2.34)

and the minimum system dependability (Ds,min) is formulated as [35]:

Ds,min = min
θ∈E

O(θ). (2.35)

Therefore, the operability and dependability metrics specify to what degree the system can

withstand different particular events and measure the performance of SPS by the continuity

of service to the system loads with regard to a hostile disruption. Both of these metrics are

used when we want to evaluate the ability of a ship to follow its mission.

2.2.3 Constraints and Operating Regions

Since all system variables, including states and control inputs, are required to stay within

their own pre-specified operation range to guarantee safe operation of SPS, the system

constraints need to be defined to represent hardware limitations as well as operational re-

quirements. Here, some of the most important system’s constraints and operating conditions

are described briefly:

• Power generation limits: There are limitations on the power values of the main

generators as well as the auxiliary generators.
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– Low load constraint Pmin
Gi (known as a technical minimum): To avoid possible

damage and decrease the maintenance costs, the generated power should not be

lower than a known value. This level is defined by the manufacturer.

– High loading constraint Pmax
Gi : The generator power should not go above a

certain level for longer than a specified time interval since the mechanical and

thermal losses will increase and blackout prevention capability is limited.

Therefore, the following operating conditions need to be considered for the generators

(MTGs and ATGs):

Pmin
Gi ≤ PGi ≤ Pmax

Gi , i = 1, ..., NG (2.36)

where PGi represents the output power of ith generator and NG is the total number

of generators in the system.

• Power balance conditions: The following constraints guarantee that the generated

power is balanced by consumption:

NG∑
i=1

PGi ≥
n∑
j=1

PLj (2.37)

where n is the number of loads and NG is the total number of generators in the

system. PLj represents the power consumption of jth load.

• There are also operational limitations on the power values of the ship propulsion

motors.

• Generator droop gain takes its values in an interval.
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• Bus voltage tolerances limits:

Vmin < vdc(k) < Vmax (2.38)

• Ramp rate constraint: A high change rate in the generator loading must be avoided to

eliminate any mechanical stress and/or damages [65].

|PGi(k)− PGi(k − 1)|
tk − tk−1

≤ Rri,max (2.39)

where Rri,max represents the maximum rate of change of the produced power by the

ith generator, tk refers to the current examined time instant and tk−1 is the previous

examined time instant. The value of tk − tk−1 should meet the acceptable sampling

time range to accurately sample the system.

• Blackout prevention constraint: It specifies the maximum allowed continuous loading

of the generators where the system is blackout-proof.

• Energy Storage (ES) constraints: Energy storage devices are sometimes used in the

system to make sure there is a balance between power sources and load demand,

especially when the pulse loads are in operation. The minimum stored (or storage)

energy, denoted as Emin, is defined by reserved adequacy and reliability criteria. On

the other hand, the maximum stored energy, or Emax, is set by considering technical

specifications. The ES energy, or simply ES , should also comply to the following

specifications and requirements at the end of each time interval [102].

Emin ≤ ES ≤ Emax (2.40)
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• Generator start/stop condition: Frequent start/stop of the generators will increase fuel

consumption and maintenance cost.

In Fig. 2.3, a better description for some of the required operating constraints along with

their relationship to system performance is illustrated.

Figure 2.3: Summary of required constraints and their relationship to system performance

2.2.4 System Specification in a Distributed Control Setting

Design specifications and requirements of the MVDC SPS can be decomposed to be

formulated in a distributed manner. The aim of this section is to express the importance

of specifications’ properties and also how to deal with their priorities in a distributed

manner to follow a ship’s mission. There are few research works in this field that deal

with formulating specifications as the objective functions in distributed control for the

SPS [16, 55, 8]. In the distributed control architecture, the centralized control problem is
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partitioned into several smaller local control modules which compute their own optimization

problems in the separate processors and exchange data efficiently to achieve a closed-loop

objective [101]. In this case, the communication network can be part of the control design

in the optimization problem. The resulted distributed control structure brings out several

significant advantages including a higher robustness and good error tolerance characteristics,

higher system flexibility and less computational complexity as well as a good overall system

performance [10]. Reliability and maintainability could also be improved when compared

with the centralized controller.

In a distributed control structure, in addition to considering the local specifications,

constraints and stability criteria for each subsystem, there is also a convergence stability

specification and a coupling constraint for the coordinator. All of these specifications and

constraints should be met to achieve a closed-loop stability. Therefore, a convergence study

should be considered in the distributed control. The centralized and distributed architectures

are shown in Fig. 2.4. The local optimization problem is solved based on its own local state

variables xi, coordination parameters and the latest interaction variables z obtained from

other subsystems with respect to subsystem’s states and inputs constraints. The coordination

vector is [λTi z
T
i ]T for i = 1, 2, . . . ,M . Various algorithms exist for updating coordination

parameters with different convergence rate [20, 57, 39]. The maximum coordination error

tolerance value ε is defined as a stopping criterion, which, preferably, needs to be close to

zero to achieve an optimal solution.
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Figure 2.4: Centralized and Distributed Control Specifications Scheme

2.2.5 Applications

As previously discussed, the transient and steady-state system specifications and per-

formance metrics reviewed and summarized in this chapter can be directly applicable to

different aspects of shipboard power system design including control, simulation, verifi-

cation, testing, protection and optimization. In Fig. 2.5, a general overview of presented

specifications and performance criteria is illustrated for better description and understanding.

In the following discussion, four representative examples are presented that show how the

discussed specifications, both in the time frame of transient and steady-state, can play an

important role in the existing and future electric ship power system design and analysis

practices.
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Figure 2.5: An Overview of Presented Specifications and Performance Criteria
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2.2.5.1 Set-Based Design Methodology

It is necessary to seek a design solution which satisfies multi-objective performances

simultaneously. Since the traditional point-based design method is highly iterative, it can be

inefficient in multidisciplinary design optimization problems [58, 110]. Set-Based Design

(SBD) is a complex design methodology which offers improvements over the point-based

design method. It allows more of the design effort to proceed concurrently, deferring

detailed specifications until tradeoffs are more fully understood [93]. The set-based design

is anticipated to have the greatest benefit to the Navy ship design. The basic concept of

set-based design is to use sets of values for the design variables, instead of points [58].

There are four main features for the set-based design outlined in [93]:

1. defining broad sets of design parameters,

2. delay narrowing the sets to have more tradeoff information available when making

decisions,

3. narrowing the sets gradually until an optimum solution is revealed and

4. increasing the level of detail or design fidelity as the sets narrow.

In the set-based design methodology, delaying decisions and working with sets imply that

decisions are better informed and uncertainty is better handled during the ship design

process [58]. To have a better understanding of a set-based design method, a general

multidisciplinary optimization problem is defined as follows:

min
z∈χ

fi(z), i = 1, 2, ..., p (2.41)
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subject to

gi(z) ≤ 0

where (2.41) denotes a multidisciplinary problem which includes p disciplines. Each

discipline has one objective function, denoted by fi(z) for i = 1, 2, ..., p, that depends on

the values of design variables z. The goal of the optimization algorithm is to minimize

objective function (2.41) with respect to constraints on design variables. As mentioned

before, one of the features of SBD method is to describe design parameters by sets which

change while the design progresses. Accordingly, the allowable ranges of design variables

can be described as the set of values between the upper bound zUB and lower bound zLB:

zi ∈ [zLB, zUB], i = 1, ..., l.

The design space, denoted by χ, is defined by the bounds on the design variables. In

the SBD method, the bounds on the design variables change during the optimization. A

comprehensive design guideline on applying four SBD principles along with mathematical

statements are presented in [58] for a ship multidisciplinary design optimization application.

The system objective function for a ship design problem is composed of a sum of terms that

represents a multi-objective problem. Therefore, the presented specifications, cost functions

and operating constraints provided in this chapter can be easily taken into the account in

defining design criteria and requirements for such set-based design methodology for the

multi-objective design practices.

61



2.2.5.2 Model-based Power Management System (PMS) Design

For quite a long time, the on-board ship power/energy control and management relied

heavily on rule-based control strategy and the experience of trained operators. However,

going forward, the development of a more intelligent PMS becomes an immediate require-

ment to ensure secure, efficient and reliable ship design and operation. A model-based

ship-wide operation management system that coordinates dynamic interactions of on-board

components and manages real-time power system operations is envisioned to provide

improved reliability, power quality and system economy over a wide range of operating

scenarios [82, 89, 115]. More specifically, as pointed out in [9, 87], there exists several

layers of control loops from high-speed power electronic controllers, to ship-wide operation

management such as reconfiguration, load management, fault isolation and self-restoration,

to steady-state based economical dispatch. The overall design of such management solutions

need to take into consideration a series of different design criteria for the future PMS system.

Therefore, the proposed specifications provided in this chapter become a natural aid for

such operation management design practices - it provides proper references and guidelines

for operation and optimization functions within the time scale of interest.

2.2.5.3 Dynamic Security Assessment

Real-time security assessment, among other dynamic monitoring and analysis, has

always been a critical part of ship operation as it monitors the operating status of the ship,

accurately evaluates the security margin and helps the operators identify violations that

may jeopardize the integrity of the system and take steps to reduce the risk of system
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instability [74, 81]. The development of dynamic security assessment tools requires clear

identifications of transient security limits/region of specified operating conditions under a

list of selected contingencies [33]. Criteria provided in this chapter would be a proper fit for

this design purpose as it provides comprehensive details of system transient characteristics

that need to be kept track of in real-time.

2.2.5.4 Mission Definition and Analysis

One of the arguably most impactful design practices in early-stage ship design is the

mission-level analysis and evaluation. A mission involves a set of functions which define

basic operations required for mission success (e.g., steering, power generation, high energy

radar, etc.), a set of standards which define overall mission domain performance (e.g., total

operation cost, surge speed, range, etc.) and time specifications which can be either exact or

approximate (e.g., start time, duration, etc.) [7]. A mission can also include a set of mission

segments which provide additional details for one leg or part of the overall mission, in

which each mission segment belongs to a specific operational state. Therefore, it is apparent

that the definition and creation of a mission profile would inevitably require specialized

knowledge and specifications that can support the appropriate analyses. Therefore, the

specifications and design criteria provided in this chapter play an important role on the

mission-level to provide the necessary mission-related information and refine the ship

performance evaluation for a given mission.
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2.3 Conclusion

In this dissertation, the system under consideration is a nonlinear MVDC shipboard

power system. This chapter provided a complete description about the MVDC model and

its formulations used in this work. Shipboard power systems are going through fundamental

transitions to provide reliable and abundant power supply to the future general of all-electric

fleets. With the DC distribution bus and power conversion in the center of this transition

to achieve improved power density and efficiency, MVDC is envisioned as the obvious

choice for the on-board power generation and distribution. Realizing the lack of supporting

documentation for this transition, this chapter also provided a comprehensive illustration

of important transient and steady-state design requirements and specifications to facilitate

the design and development of the latest MVDC SPS. The information summarized in this

chapter is expected to contribute to the understanding, evaluation, design and improvement

of the shipboard power systems.
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CHAPTER III

CENTRALIZED MODEL PREDICTIVE CONTROL OF AN MVDC SPS

In this chapter, we propose two centralized model predictive control for the nonlinear

MVDC shipboard power system management. At first, an MPC-based controller is designed

to control the MVDC ship power system when dealing with a high power pulsed load

such as free electron lasers under battle conditions. The nonlinear MPC also guarantees

asymptotic stability of the closed-loop system by including a final cost in the objective

function and a terminal inequality constraint. Second, an MPC-based algorithm is proposed

to address the reconfiguration problem of the MVDC system in the abnormal conditions.

The results of this chapter have been published in [115, 114]. Before presenting the main

results of this chapter, the basics of model predictive control approach are explained in the

following section.

3.1 Model Predictive Control

Model Predictive Control (MPC) is an effective model-based approach which uses the

system model to predict the future state variables and generates an optimal control sequence

over the prediction horizon h by optimizing an objective function subject to the system

and operating constraints. Only the first element in the optimal control sequence is applied

to the system at instant k, and the remainder is discarded [23, 76, 104]. MPC enables us
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to go one step further than optimal control by incorporating a model of the system that

allows the impact of control actions to be predicted forward for some finite amount of

time. Therefore, in this method, the future effects of control decisions are considered as

part of the optimization problem. MPC can handle the cost function in any form including

nonlinearities or several control objectives, as well as different constraints. The presence

of the system model is an essential condition for the development of the predictive control.

The basic structure of the MPC is depicted in Fig. 3.1.

Model

Optimizer

Cost Function Constraints

Reference 
Trajectory

+

-

Predicted 
Output

Past Inputs 
and Outputs

Future 
Errors

Future 
Inputs

Figure 3.1: Basic Structure of MPC [23]

The overall objective function for a nonlinear MPC is as follows:

J =
N−1∑
k=0

L(x(k + 1), u(k)) (3.1)

where L denotes a nonlinear function with respect to x and u, and N is the final time step.

In every time step k, predictions and optimal control sequence are computed over a finite

prediction horizon h. So the following cost function is minimized in every time step k:

Jk =
h∑
i=1

L(x(k + i), u(k + i− 1)) (3.2)
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subject to state constraints Ψ(x(k)) < 0, control inputs constraints and the system’s dynamic

constraints (2.2). Typically, an objective function that reflects a “cost” is minimized while

a function reflecting a system utilized is maximized. Here, the following set-point cost

function is used:

L(x(k), u(k − 1)) = ‖(x(k)− x∗(k))‖2Q + ‖u(k − 1)‖2R + ‖∆u(k − 1)‖2R∗ (3.3)

where ‖ · ‖ denotes the Euclidean norm. Q,R and R∗ are weighting matrices. ∆u(k)

denotes the changes in the control inputs and x∗(k) is the desired value of state variable

vector in time step k. Note that the MPC controller solves the optimization problem over

prediction horizon h in each time step k. The objective of the MPC controller is to meet

desired performance by driving system states to the defined x∗(k) while minimizing the

cost of control inputs as well as the variations in control inputs ∆u(k) using a permissible

trajectory defined by the state and control constraints. Using the computed optimal control

sequence, the first element of the control sequence, u∗(k), is given to the system at time k

and the rest are discarded.

To efficiently handle uncertain load conditions, the Autoregressive Integrated Moving

Average (ARIMA) prediction method is used to predict load changes in the system with a

predefined Td delay. The ARIMA prediction is a time series method in the generalization of

an Autoregressive Moving Average (ARMA) method which is widely used in uncertainty

forecasting [19, 60].

In this research, we use two methods to solve nonlinear optimization in the MPC

controller. The first method is a Tree Search Algorithm [70] which is mainly used for the
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discrete control inputs to find an optimal solution. In this method, the trade-off between

optimality and the size of discretization of control inputs is an important factor to be

considered. Using this algorithm, the controller finds the optimal combination from the

set of discrete inputs that minimizes (or maximizes) the objective function subject to state

and input constraints. The second method is fmincon solver in MATLAB which is used

for a nonlinear multivariable optimization problem. This solver includes four optimization

algorithms: interior-point (default), trust-region-reflective, SQP, and active-set which can be

chosen by setting options in the fmincon function. Note that fmincon is a gradient-based

method that is designed to work on problems where the objective and constraint functions

are both continuous and have continuous first derivatives.

In the next section, the closed-loop stability of the nonlinear MPC for an MVDC

SPS system with continuous control inputs is achieved by adding a terminal cost and an

additional terminal state inequality constraint.

3.2 Stability Analysis

This section presents a nonlinear MPC approach that ensures the closed-loop stability of

the considered MVDC SPS system. Based on the method introduced in [30], the objective

function includes a finite horizon cost as well as a terminal cost subject to state and input

constraints, system dynamics (2.1) and an additional inequality constraint on terminal state.

The terminal state inequality constraint guarantees that the system state will lie within a

predefined terminal region at the end of the finite prediction horizon. Based on this method,
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we first obtain the Jacobian linearization of the nonlinear MVDC system (2.1) around the

reference values, leading to the following linear model:

ẋ(t) = Ax(t) +Bu(t) (3.4)

Then, the considered optimization problem setup with guaranteed stability is as follows:

J(x, u) =

∫ t+Tp

t

(
‖x(τ)‖2Q + ‖u(τ)‖2R

)
dτ + ‖x(t+ Tp)‖2P (3.5)

or, if the objective is reference tracking,

J(x, u) =

∫ t+Tp

t

(
‖x(τ)− xref‖2Q + ‖u(τ)‖2R

)
dτ + ‖x(t+ Tp)− xref‖2P

subject to system’s dynamic constraints, state constraints, control input constraints and

an additional finite state constraint (x(t + Tp) ∈ Ω) which requires the states at the end

of the finite horizon to be in an assigned terminal region Ω. Q and R are symmetric

positive-definite weighting matrices which are selected for desired performance. Tp is a

finite prediction horizon and P is a symmetric and positive-definite terminal penalty matrix.

In this method, the terminal penalty matrix, P , and the terminal region, Ω, are calculated

offline to be used in the objective functions and constraints of the online MPC optimization

problem. We determine a linear state feedback u = Kx such that Ā = A + BK is

asymptotically stable. Then, a terminal penalty matrix P of the terminal cost is determined

based on the solution of the following Lyapunov equation:

(Ā+ κI)TP + P (Ā+ κI) = −Q∗ (3.6)
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where P is a unique positive-definite and symmetric matrix, Q∗ = Q + KTRK, and a

κ ≥ 0 is chosen such that:

κ < −λmax(Ā), (3.7)

where λmax(Ā) denotes the largest real part of the eigenvalues of the matrix Ā. So, by

choosing a constant κ satisfying (3.7) and solving Lyapunov function (3.6), we determine a

unique terminal penalty matrix P .

The second step is to determine a terminal region Ω. We are looking for a neighborhood

of the origin, Ωα, defined as

Ωα := {x ∈ Rn|xTPx ≤ α} (3.8)

for some constant α. Note that the linear feedback controller should satisfy the constraints

in Ωα. The following optimization problem should be solved for several iterations until the

maximum value is non-positive:

max
x

{
xTPφ(x)− κ · xTPx|xTPx ≤ α,Kx ∈ U

}
(3.9)

with

φ(x) = f(x,Kx)− Āx. (3.10)

If there exists a suitable value for α, the region Ωα is used as a terminal region in the online

MPC optimization problem. Accordingly, the new optimization problem setup includes the

terminal inequality constraint. Note that both the terminal cost and terminal constraint are

computed offline and even though the design process starts with linearization, the operation,

prediction, and optimization of the MPC does not rely on linearization. The complete

discussion on the terminal cost and terminal inequality constraint can be found in [30].
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3.3 Centralized MPC for a Nonlinear MVDC Shipboard Power Systems under a
High Power Pulsed Load

The health of the electric ship power system is adversely affected by high power loads,

particularly, without the presence of any appropriate control methods. In case of large

pulsed-type loads, short-time power demand may significantly exceed the power rating

of all the installed generators. In the shipboard power systems, war specific loads such

as electromagnetic guns or free electron lasers that draw very high short time current are

known as pulsed loads. Such current behaviors can potentially cause the system voltage

to drop in the entire microgrid, or shut down the propulsion system, or perhaps throw the

underlying loads themselves offline.

To efficiently manage stressful pulsed loads in the SPS, we implemented an MPC

controller for the nonlinear MVDC SPS described by (2.2). The goal of optimization

problem is to meet voltage performance by maintaining it in the desired value and minimize

the changes of the control inputs ∆u with respect to states and control inputs constraints.

Therefore, the objective function is defined as follows:

J(x, u) =
N−1∑
k=0

(
q · (vdc(k)− vrefdc (k))2 + ‖∆u(k)‖2R∗

)
(3.11)

subject to control inputs and states constraints and system’s dynamic constraints (2.2). q

is the weighting factor for the voltage tracking objective. In this case study, the reference

voltage vrefdc is 5 kV DC. The control inputs are the droop gain and the power reference for

each generator (MTG & ATG). The droop gain control is applied to determine the power

share between energy sources. It has indirect impacts on the output power of generators

and can control DC bus voltage to improve the power quality on the microgrid. Here, the
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control inputs are continuous and the nonlinear optimization method used in the MPC is

fmincon solver in the MATLAB.

3.3.1 Simulation Results

This section provides the simulation results of two case studies with different prediction

delays to validate the proposed MPC method when we have a square pulsed load with 2 MW

amplitude in the system. The system under consideration is a nonlinear MVDC SPS model

described by (2.2). In the simulation results, a comparison is presented for different cases of

prediction, namely, no prediction, perfect prediction, and ARIMA prediction with different

prediction delay values. To quantify the effectiveness of the proposed control approach, we

introduce the following Improvement Factor (IF):

IF =
1

N

N∑
k=1

‖vdc(base line)− vdc(no prediction)‖
‖vdc(base line)− vdc(ARIMA)‖

(3.12)

which vdc(base line) is the value of DC bus voltage when we have perfect prediction of a

pulsed load event. vdc(no prediction) and vdc(ARIMA) are the values of DC bus voltage

when we have no prediction and ARIMA prediction of a pulsed load event in the MPC

controller.

The control inputs are chosen as the droop gain and the power reference for each

generator. The control inputs constraints are as follows:

0.01 < Kdroop1 < 0.09

0.01 < Kdroop2 < 0.09

21.15× 106 < PrefGen1
< 25.85× 106

2.97× 106 < PrefGen2
< 3.63× 106
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The nominal values (initial values) for the power references in main and auxiliary generators

are set at 23.5 MW and 3.3 MW, respectively, but this setting can be changed. The weighting

factor for the voltage tracking objective in (3.11) is defined as q = 1. The weighting matrix

R∗ minimizing changes in the four control inputs is defined as follows:

R∗ =



10 0 0 0

0 5 0 0

0 0 0 0

0 0 0 0


The objective of the MPC controller is to meet voltage performance requirement of main-

taining the bus voltage in 5 kV DC as well as having minimal variations in the control inputs.

The simulation is done on a PC with Core i7-7700K CPU and 32.0 GB of RAM running

on MATLAB R2016a. The horizon for the MPC controller is 2. The sampling time Ts is

0.01s, the control interval Tc is 0.1s and vrefdc is 5 kV. Here, fmincon solver in the MATLAB

is employed for the nonlinear optimization problem in the MPC controller.

The following two subsections present the results of applying the MPC controller under

no prediction, perfect prediction and ARIMA prediction with two different prediction

delays.

3.3.1.1 Case I

In this case, the prediction delay Td in the ARIMA prediction is set to 10 Ts. The pulsed

load starts at t = 2 s with 2MW amplitude and 2 s duration as depicted in Fig. 3.2. The

control inputs are shown in Fig. 3.3 for this case with three different predictions. Fig. 3.4

depicts the bus voltage of the MVDC system. In these figures, the red line shows the results
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when no pulsed load prediction is used. The green and blue lines show the results for

ARIMA and perfect prediction of a pulsed load event in the MPC, respectively. Perfect

prediction (base line) represents the results when MPC has complete information of the

pulsed load event including amplitude, start time and end time for the prediction. In this

case, the improvement factor described in (3.12) is 4.0899. Fig. 3.5 shows the output power

of generators for ARIMA prediction.
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Figure 3.2: Pulse Load with 2 MW Amplitude

3.3.1.2 Case II

In this case, the prediction delay Td in ARIMA prediction is set to 30 Ts. The pulsed

load starts at t = 2 s with 2MW amplitude and 2 s duration. Fig. 3.6 shows the control

inputs for this case with three different predictions. Fig. 3.7 depicts the bus voltage of

the MVDC system. Since there is more prediction delay in this case, the larger error is

observed in the bus voltage near the start time and end time of the pulsed load (2s and 4s) in

comparison with the previous case. These changes are obvious in the Fig. 3.7. In this case,

the improvement factor is 1.6739.
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Figure 3.3: Control Inputs of Case I: u1 : Kdroop1, u2 : Kdroop2, u3 : PrefGen1
, u4 : PrefGen2
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Figure 3.4: DC Bus Voltage (V) of Case I
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(a) Output power of generator 1
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(b) Output power of generator 2

Figure 3.5: Output power of generators of Case I (ARIMA prediction)

A summary of the simulation outcome for these two cases is shown in the Table 3.1.

Accordingly, the simulation results verify the effectiveness of the presented MPC-based

controller to mitigate the effects of a high power pulsed load event in the MVDC SPS.

3.3.1.3 Stability Analysis Discussion

The stability guarantee, as described in Section 3.2, is added to the simulation to compare

the performance of approaches. The objective function is extended to include terminal cost

and an additional terminal state inequality constraint. The terminal penalty matrix, P , is

obtained based on the solution of the Lyapunov equation (3.6) and linearization of (2.1).

At first, the Jacobian linearization of the nonlinear MVDC system (2.1) is obtained, and

then, a linear state feedback u = Kx is designed such that Ā = A+BK is asymptotically

stable. This linear state feedback is just used to find a terminal penalty matrix, P , and a

terminal region offline. Based on λmax(Ā) and the condition (3.7), we choose a constant
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Figure 3.6: Control Inputs of Case II: u1 : Kdroop1, u2 : Kdroop2, u3 : PrefGen1
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Table 3.1: Simulation Information

Case I Case II

Sampling Time (Ts) 0.01 s

Control Interval (Tc) 0.1 s

Reference Bus Voltage 5 kV

Pulse Load Amplitude 2 MW

Prediction Delay (Td) 10 Ts 30 Ts

Improvement Factor 3.9768 1.8938

κ which yields the unique solution for the Lyapunov equation (3.6). Then, the following

optimization problem

max
x

{
xTPφ(x)− κ.xTPx|xTPx ≤ α,Kx ∈ U

}
is solved by reducing α from α1 until the optimal value is nonpositive, where α1 is the

largest possible value such that Kx ∈ U for all x ∈ Ωα1 . Finally, an α = 0.024 is obtained

from this process which specifies a region Ωα in the form of (3.8) in which the following

inequality is satisfied:

xTPφ(x) ≤ κxTPx (3.13)

The region Ωα can then serve as a terminal region in the online MPC optimization problem.

Here, the output simulation signals are almost similar to the previous section and the

response will not be repeated for the sake of brevity. However, it is observed that for the

case of no prediction, the stability guarantee improves the performance of the system. Even
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though the MPC controller can work without the added stability constraints, there is no

guarantee that the controller will perform suitably with any initial condition or different

sampling time or control interval. There is no significant difference in terms of computation

time between controllers with stability guarantee and without it; however, the latter case

usually requires longer prediction horizons. In general, it is recommended to impose

stability conditions to the controller to guarantee the stability of the closed loop system

under different conditions.

3.4 Reconfiguration of MVDC Shipboard Power Systems: A Centralized MPC Ap-
proach

Since a shipboard power system does not have any external generation support in case

of an emergency, survivability is critical to the mission of a ship, especially under battle

conditions. In a ship power system, the priorities of the loads are defined according to

the missions of the ship. In order to serve the vital loads and maintain a proper power

balance without excessive generation, the capability to perform a fast reconfiguration of the

remaining system is critical under abnormal conditions. The objective in the reconfiguration

problem can include the minimization of network loss, the minimization of load balancing

index, and maximizing power delivered to the loads. The minimization of the distribution

system’s losses is a common objective in the terrestrial power systems. However, the network

loss is considered very small in the ship power systems; therefore, the loss minimization is

not a big issue in these systems [78].

In this section, an MPC-based reconfiguration method is proposed for a nonlinear

Medium-Voltage DC Shipboard Power System. By applying the proposed MPC approach,
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the reconfiguration is formulated as an optimization problem with respect to operating

constraints and also the priorities of loads. According to the missions of the ship, the

loads are categorized as vital loads, semi-vital loads, and non-vital loads by the appropriate

weighting factors. The main goal is to maximize the power delivered to the loads with

respect to power balance and generation limits. The proposed reconfiguration algorithm

allows for a ship’s survival through abnormal scenarios such as battle conditions, in which

damage and equipment failure limit the total number of serviceable loads. The simulation

results of three cases with the use of a nonlinear MVDC SPS model are given to illustrate

the effectiveness of the proposed method.

3.4.1 Main Results

In this research, the general dynamics of a nonlinear MVDC system which is described

in (2.2) is considered. This section aims to present a reconfiguration method based on

model predictive control to maximize the utility of the mentioned MVDC system. The

control inputs are defined as M circuit breakers that determine the status of each generator

and load. The status of breakers can be either closed “0” or open “1”; so there exists 2M

position possibilities for the breakers. If an abnormal operation is detected, the optimization

problem is solved to find the optimal control inputs (switch configuration to shed non-vital

loads) which transfer the maximum weighted power without exceeding generators limits

and violating other system constraints. By using the model predictive control approach,

the validity of predicted states and proposed control inputs are checked with respect to the

constraints. The proposed algorithm analyzes various control input sequences to identify
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the best cost function and the associated control inputs. A tree search algorithm has been

implemented to find the optimum control input (switching configuration). In this method,

the controller finds the optimal combination from the set of discrete inputs that maximizes

the objective function subject to state and input constraints. In the case study, the control

inputs are the status of switches of generators and loads, so they are discrete variables.

A sequence of valid control inputs can be obtained for each path in the search tree by

optimizing the utility functions. Then, the control input u∗(k) corresponding to the first

element in the sequence is applied to the system at time k while the other control inputs are

discarded.

3.4.1.1 Reconfiguration Algorithm

• Step 1. The status of generator and load switches are defined as control inputs. At

first, it is assumed that all the breakers are closed by default. So, the status of all

switches are “1.”

• Step 2. Check the status of the system. Switches will stay unchanged under normal

operating conditions.

• Step 3. If an abnormal operation is detected, solve the optimization problem to find

the optimal switch configuration that transfers the maximum weighted power, yet

does not exceed generator limits.

– For every valid combination of switches, check the output of the system in the

prediction horizon. Discard the combination if the predicted output violates
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the constraints (the control solution that leads to system states violating the

constraints are discarded).

– Choose the switch configuration that results in the best objective function over

the prediction horizon. The cost function and constraints are defined as:

max J =
N−1∑
k=0

NL∑
i=1

ρi Si(k)PLi
(k) (3.14)

subject to system’s dynamic constraints (2.2) and

NG∑
j=1

S ′j(k)PGj
(k) ≥

NL∑
i=1

Si(k)PLi
(k) (3.15)

and

Pmin
Gj
≤ PGj

(k) ≤ Pmax
Gj

(3.16)

with

i = 1, 2, . . . , NL

j = 1, 2, . . . , NG

0 ≤ k ≤ N − 1.

• Step 4. Apply the first element of the optimal control vector and discard the rest.

• Step 5. Repeat steps 2–4.

NL is the total number of loads. ρi is the weighting factor for the ith load by considering

the load priority during a particular mission. Si is the switch status corresponding to the ith

load and S ′j denotes the switch status corresponding to the jth generator. PLi
is the power

consumption of the ith load and PGj
is the output power of the jth generator. NG is the total
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number of generators. Here, the constraints are the power balance equations (3.15), the

power generation limits (3.16) and the system dynamic equation (2.2). Note that the MPC

controller solves the optimization problem over prediction horizon h in each time step k.

Accordingly, this reduces the right-hand side of the equation (3.14) to the summation of

objective terms from k + 1 to k + h at each specific time step k.

Remark 1: The objective term ‖S(k) − S(k − 1)‖P with weighting factor P can be

included in the objective function (3.14) with minus sign to minimize the changes of control

inputs. In other words, frequent changes of switches in the system can be avoided by

considering this term in the objective function. Other system’s goals such as bus voltage

tracking can be also included in the objective function by defining proper weighting factors.

3.4.2 Simulation Results

This section provides the simulation results of three cases to validate the proposed

reconfiguration method. Here, a nonlinear MVDC SPS model is considered which includes

two generators NG = 2, and three loads NL = 3. The control inputs are the status of five

switches for the generators and loads.

As long as the control inputs can only be ‘0’ and ‘1’ for a switch, they are considered as

a binary value. In the normal case, the controller chooses ‘1 1 1 1 1’ as control inputs, i.e.,

all of the switches are closed and the maximum power is delivered to the loads (maximum

cost function). When there is shortage of energy, the optimal path (switch configuration) is

selected to maximize the power delivered to the loads with respect to load priorities and

operating constraints. Three scenarios are provided to demonstrate the effectiveness of
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the proposed reconfiguration method. In all these cases, we consider the sampling time

Ts = 0.01s, the control interval Tc = 0.1s and the horizon h = 1. The loads are connected

to the system at time t = 5s when the power system reaches its steady state operating

mode with bus voltage vdc = 5 kV . The MPC controller is available in the system after

time t = 6s (i.e., after the transition system response due to the connection of loads has

passed) for each control interval Tc.

3.4.2.1 Case I. Changes in Load Demand

• Load 1: Vital load (20MW), Load 2: Non-vital load (5MW), Load 3: Semi-vital load

(1.25 MW)

• Weighting factors of the loads: ρ1 = 1, ρ2 = 0.1, ρ3 = 0.5

• Event: Changing power demand in load 1 from 20 MW to 22 MW gradually from

time t = 10s to t = 30s

• Power generation limits: Pmax
G1 = 13.5MW,Pmax

G2 = 13.5MW

The simulation results for case I are shown in Fig. 3.8. The status of control switches is indi-

cated in Fig. 3.8(a). Sum of the output power of generators and sum of the delivered power

to the loads along with the maximum total generation capacity are shown in Fig. 3.8(b).

At time t = 17.58 s, the generated power cannot satisfy the power balance and generation

limits at the same time because of changes in power demand of load 1. In this time, the

controller chooses (1 1 1 0 1) as control input and sheds the non-vital load 2 to satisfy the

constraint equations (3.15) and (3.16), and also maximizes the objective function (3.14).
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3.4.2.2 Case II. Changes in Load Demand

• Load 1: Vital load (20MW), Load 2: Non-vital load (5MW), Load 3: Semi-vital load

(1.25 MW)

• Weighting factors of Loads: ρ1 = 1, ρ2 = 0.1, ρ3 = 0.5

• Event: Changing power demand in load 1 from 20 MW to 26 MW gradually from

time t = 10s to t = 30s

• Power generation limits: Pmax
G1 = 13.5MW,Pmax

G2 = 13.5MW

The simulation results for case II are shown in Fig. 3.9. The status of control switches

is indicated in Fig. 3.9 (a). Sum of the output power of generators and sum of the deliv-

ered power to the loads along with the maximum total generation capacity are shown in

Fig. 3.9 (b). At time t = 12.5 s, the generated power cannot satisfy the power balance and

generation limits at the same time because of changes in power demand of load 1. In this

time, the controller chooses (1 1 1 0 1) as control input and sheds the non-vital load 2. By

increasing load 1 gradually to reach 26 MW, at time t = 29.1 s, again the total generated

power cannot satisfy the power balance and generation limits at the same time. At this time,

the control input (1 1 1 0 0) is chosen to shed both loads 2 and 3 to satisfy the constraint

equations (3.15) and (3.16), and also maximize the objective function (3.14).

3.4.2.3 Case III. Fault in Generator 2

• Load 1: Vital load (10MW), Load 2: Non-vital load (15MW), Load 3: Semi-vital

load (1.25 MW)
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• Weighting factors of Loads: ρ1 = 1, ρ2 = 0.1, ρ3 = 0.5

• Event: There is a fault in the generator 2 at time t = 10 s.

• Power generation limits: Pmax
G1 = 13.5MW,Pmax

G2 = 13.5MW

The simulation results for case III are shown in Fig. 3.10. The status of control switches

is indicated in Fig. 3.10 (a). Sum of the output power of generators and sum of the

delivered power to the loads along with the maximum total generation capacity are shown

in Fig. 3.10 (b). At time t = 10 s, the generated power cannot satisfy the power balance

and generation limits at the same time because of the fault in generator 2. In this time, the

controller chooses (1 0 1 0 1) as a control input and sheds the non-vital load 2 to satisfy the

constraints.

Therefore, based on these three scenarios, the simulation results demonstrate the validity

of the proposed reconfiguration algorithm for the MVDC SPS load management.

3.5 Conclusion

In this chapter, we first present a nonlinear MPC approach to control the MVDC

shipboard power system under a stressful high power pulsed load. The optimization goal

in the MPC is to meet voltage performance with minimal variations in the control input

with respect to state and control inputs constraints. The closed-loop stability analysis is

also considered in the MPC optimization problem by adding a terminal cost in the objective

function and considering an additional terminal state inequality constraint. A terminal

penalty matrix and a terminal region are defined offline. Simulation results demonstrate
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the validity of the proposed MPC approach for the effective shipboard power system load

management.

Second, a reconfiguration algorithm is proposed based on a model predictive control

approach for a nonlinear MVDC shipboard power system. Here, the optimization goal in

the MPC controller is to maximize the power delivered to the loads with respect to the

system and operating constraints. Balanced power conditions, power generation limits

and the priorities of loads are also considered in the MPC controller. The control inputs

are defined as the status of switches for the generators and loads. A tree search algorithm

has been used in the MPC optimization problem to find the optimum control input. In the

simulation section, three different cases have been investigated to show the effectiveness of

the proposed reconfiguration method.

Next, we propose a distributed power management architecture for the nonlinear MVDC

SPS by considering the MPC method as a local controller. The results presented in this

chapter based on centralized MPC are useful to design the distributed control structure with

local MPC controllers.
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Figure 3.8: Case I: (a) Control Inputs, (b) Generated Power and Load Demand
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Figure 3.9: Case II: (a) Control Inputs, (b) Generated Power and Load Demand
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Figure 3.10: Case III: (a) Control Inputs, (b) Generated Power and Load Demand
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CHAPTER IV

DISTRIBUTED PREDICTIVE CONTROL STRUCTURE FOR AN MVDC SPS

In this chapter, a distributed control structure is presented for a nonlinear Medium-

Voltage DC (MVDC) Shipboard Power System (SPS). The distributed control architecture

has the advantages of less computational overhead, high flexibility, and a good error-

tolerance behavior. In other words, the distributed structure has minimized the risk of total

system failure, improved overall flexibility, and simplified the maintenance and further

expansions of control systems. In the proposed framework, each subsystem is controlled

by a local model predictive controller using local state variables and parameters, and

also interaction variables from other subsystems communicated through a coordinator.

The control inputs for each subsystem can be either continuous or discretized. For the

MPC nonlinear optimization problems, the tree search algorithm and MATLAB fmincon

solver are used when dealing with discrete control inputs and continuous control inputs,

respectively. In the coordinator level, an optimization problem is iteratively solved to update

a Lagrange multiplier vector to have a global optimal solution. The effectiveness of the

proposed distributed control structure for a partitioned MVDC model is demonstrated by

the simulation results. Performance analysis is accomplished by comparing centralized

and distributed control methods on the global and partitioned models for both continuous
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and discrete control inputs, and considering different specifications in the MVDC system.

Two case scenarios are also provided to demonstrate the performance of distributed control

structure for the MVDC system when we have a pulsed load or changes in the load demand.

The results of this chapter has been partially published in [113].

4.1 MVDC System Model Formulations in the Distributed Structure

As mentioned in Chapter 2, the considered model in this research is a nonlinear MVDC

shipboard power system which consists of one main turbine generator (MTG), one auxiliary

turbine generator (ATG), one electrical driven propeller with variable speed drives (VSDs),

four zonal service loads and one isolated pulsed load. The general dynamics of a global

nonlinear MVDC system described in (2.2) in Chapter 2 is as follows:

x(k + 1) = f(x(k), u(k), k),

x(0) = x0.

(4.1)

For the distributed control purpose, the global MVDC system can be partitioned into M

subsystems as follows:

xi(k + 1) = fi (xi(k), ui(k), zi(k)) ,

xi(0) = xi0, i = 1, 2, . . . ,M

(4.2)

where i represents the particular subsystem among M subsystems. xi is the ni dimensional

state vector and ui is the mi dimensional control vector denoting the state variables and

control inputs of the subsystem i, respectively. zi is an ri dimensional vector of interaction

inputs for the subsystem i which is generated by the states of other subsystems:

zi(k) =
M∑

j=1,j 6=i

hij(xj(k)) (4.3)
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where the vector of interaction inputs zi is a nonlinear combination of the states of the M−1

subsystems. For the ith subsystem, hij(·) is a nonlinear function denoting the interaction

input coming from the subsystem j, while j 6= i. In our case study, the global MVDC

system is partitioned into two subsystems and the interaction inputs are currents. Complete

system descriptions and performance analysis are given in the simulation results. The

following section presents a full explanation of the proposed distributed control approach

and coordination optimization formulations.

4.2 Distributed Model Predictive Control of an MVDC SPS

In this section, the distributed control and optimization algorithm are presented for the

nonlinear MVDC shipboard power system described by (4.2). The distributed online control

algorithm is composed of two main procedures: global and local. The Goal Coordination

approach is used for interacting information between subsystems. The general distributed

control structure is shown in Fig. 4.1. In the distributed structure, a model predictive control

approach is applied to the local control level and each local MPC uses the dynamical model

of its own subsystem described by (4.2).

4.2.1 Optimization and Problem Formulations

The optimization problem is to minimize J :

J =
M∑
i=1

(
N−1∑
k=0

gi (xi(k), ui(k), zi(k))

)
=

M∑
i=1

Ji (4.4)

subject to state constraints (Ψ(x) ≤ 0), control inputs constraints (U(x) ⊆ U ) and the

subsystems’ dynamic constraints (4.2). N is the final time step. gi(·) is a nonlinear function
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Figure 4.1: General Distributed Control Structure

describing the objective of ith subsystem for i = 1, . . . ,M . Moreover, the coupling

constraints are defined in (4.3).

The minimization of this optimization problem is equivalent to maximizing a dual

function φ(λ) with respect to λ with:

φ(λ) = min
u

L(x, u, z, λ)

max
λ

(
min
u

(
L(x, u, z, λ)

))
= max

λ
φ(λ)

(4.5)

subject to equation (4.2) and the operating constraints. The Lagrangian function L is defined

as follows:

L(x, u, z, λ) =J +
M∑
i=1

N−1∑
k=0

(
λTi

(
zi(k)−

M∑
j=1,j 6=i

hij(xj(k))

))
=

M∑
i=1

Li(xi, ui, zi, λi)

with Lagrange multiplier vector λi. The Lagrangian function L is additively separable and

can be decomposed into M independent sub-Lagrangian functions Li:

Li(xi, ui, zi, λi) = Ji +
N−1∑
k=0

(
λTi zi(k)−

M∑
j=1,j 6=i

λTj hji(xi(k))

)
(4.6)
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where hji(·) is a nonlinear function denoting the interaction output of subsystem i to

subsystem j. The optimization problem for each local MPC controller is to obtain the control

inputs (u1, u2, . . . , uM ) to minimize the sub-Lagrangian functions, one for each subsystem

subject to that subsystem’s dynamical constraints (4.2) and the operating constraints for

λi = λ∗i . Therefore, instead of solving one centralized optimization problem, it is possible to

have the problem of minimizing M sub-Lagrangian functions with the Lagrange multipliers

λi = λ∗i obtained from the coordinator level. Note that each local MPC solves the local

optimization problem over prediction horizon h in each time step k. Accordingly, this

reduces the right-hand side of equation (4.6) to the summation of objective terms from k+ 1

to k + h at each specific time step k.

In order to maximize φ(λ) w.r.t. λ, the gradient is given by interaction error:

∇φ(λ)|λ=λ∗ =


...

zi −
∑M

j=1,j 6=i hij(xj)

...

 =


...

ei

...

 = e (4.7)

This interconnection error vector is used in the update procedure of λi.

In the case of linear interactions between subsystems, the equations (4.3) and (4.6) are

rewritten as:

zi(k) =
M∑

j=1,j 6=i

Lijxj(k) (4.8)

and

Li(xi, ui, zi, λi) = Ji +
N−1∑
k=0

(
λTi zi(k)−

M∑
j=1,j 6=i

λTj Ljixi(k)

)
(4.9)

where the vector of interaction inputs zi is a linear combination of the states of the M − 1

subsystems.
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4.2.2 Distributed Control Algorithm

The coordination algorithm and the update procedure of λi can be summarized by the

following steps:

1. Initialize subsystems and send the system data and initial coordination parameter

values to all subsystems and the coordinator.

2. Solve the local optimization problem by using the MPC algorithm based on local and

interaction variables.

3. Receive the local optimal solutions and updated state predictions from all subsystems.

4. Compute the interaction error ei.

5. Update the value of λi for the next iteration.

6. Send the updated values of λi and zi to all subsystems.

7. Repeat steps 2 to 6 for each time step k until ei ≤ ε.

The coordinator’s task is to update the Lagrange multiplier vector λ to decrease the interac-

tion error ei:

ei = zi −
M∑

j=1,j 6=i

hij(xj) ≤ ε (4.10)

where ε is defined as an error tolerance value, which, preferably, needs to be close to zero.

Here, the coordination vector is

λi
zi

.

A simple description of this process for two subsystems is shown in Fig. 4.2.
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Figure 4.2: Example of distributed control for two subsystems

To update the interaction variables zi, the coordinator has the last updated solutions

obtained from the subsystems:

zl+1
i (k) =

M∑
j=1

hij(x
l
j(k)) (4.11)

where l is the iteration number. Different methods to update Lagrange multiplier vector

λi exist, including the Alternating Direction Method of Multipliers (ADMM) [20], Multi-

Step Gradient Method [56], Conjugate Gradient Method [39] and Accelerated Gradient

Method [57]. In this research, we use the multi-step Gradient method for updating λi as

follows:

λl+1
i = λli + α.eli + β(λli − λl−1i ) (4.12)

where α and β are two fixed step-size parameters. This method is effective and simple for

the model we deal with. In the coordinator level, an optimization problem is iteratively

solved to update the Lagrange multiplier vector until the predicted interaction inputs from

the local controllers are equal to the measured interaction inputs, therefore, achieving a

global optimal solution. The Lagrange multiplier vector λi is used to tune the objective
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function of the local MPC controllers; and is thereby also called Goal Coordination method.

The complete algorithm flowchart is shown in Fig. 4.3, where the subsystems are separated

from the coordinator by dashed lines.

4.3 Simulation Results

The simulation is done on a global nonlinear MVDC shipboard power system with

37 state variables [112] which includes two generators, one electrical driven propeller,

four zonal service loads and an energy storage device. This model is partitioned into two

subsystems as shown in Fig. 4.4. The model of subsystem one contains the main turbine

generator, zonal load 1, zonal load 2 and one electrical propeller. The model of subsystem 2

includes the auxiliary turbine generator, zonal load 3, zonal load 4 and an energy storage

device. The interaction variables between subsystems are currents. The decomposition

coordination scheme acts as if the system is decomposed into two subsystems with two

imaginary current sources placed at the cut points. These current sources are used to enable

the subsystems to act independently on their control problem while the current sources are

continuously adjusted to compensate for the lost interaction. The state variables of each

subsystem converge to the desired values while its related current source is updated based

on the obtained physical responses of devices of another subsystem.

In the following, the simulation results related to the centralized MPC and the distributed

MPC controllers for the MVDC SPS with both continuous control inputs and discrete control

inputs are demonstrated.

96



Start

error≥ ɛ

End

System data and initialization

Coordinator initialization

k=1

error=10e6

k=k+1 k=N

Show results

Send zi & λi to subsystems

Subsys1

No

Yes
Yes

No

Solve optimization problem based 
on MPC i for each subsystem

Update interaction variables zi & λi

Calculate error

iteration=iteration+1

Subsys 2 Subsys i

xi

iteration≤ max 
iteration

Yes

No

Show: 
Not converge at k

...

Figure 4.3: Algorithm Flowchart for the Distributed Control Structure

97



Optimizer

Subystem 
Model

Actual 
Subsystem 

Model

Cost Function

Measurement

Predicted 
States

C
o

n
st

ra
in

ts

MPC Structure

u*(k) 

x' (k+1)

MPC 1 MPC 2

Coordinator

Zonal 
Load 1

Zonal 
Load 2

Pro. 
Motor

Zonal 
Load 3

MTG ATG
Zonal 
Load 4

Energy 
Storage

Subsystem 1 Subsystem 2

M
ea

su
re

m
en

t 
1

M
easurem

ent 2

Interaction 

Variables

z1, λ z2, λ 

u1 u2 

Figure 4.4: Distributed Control Structure for MVDC SPS

98



4.3.1 Performance Analysis of Continuous Centralized and Distributed MPC Con-
trol

To demonstrate the efficiency of distributed approach, a performance analysis is done

by comparing the centralized and distributed MPC control of the global and partitioned

MVDC models. The objective of the centralized MPC and each local MPC controller in

the distributed case is to meet the voltage performance requirement of maintaining the bus

voltage in 5 kV DC with minimal changes in the control inputs. Therefore, the centralized

objective function for the global system is:

J =
N−1∑
k=0

(‖x(k)− x∗(k)‖P + ‖∆u(k)‖R)

and the objective function for each local MPC in the distributed structure is described as

follows:

Li(xi, ui, zi, λi) =
N−1∑
k=0

(
‖xi(k)− x∗i (k)‖Pi

+ ‖∆ui(k)‖Ri

+
(
λTi zi(k)−

M∑
j=1,j 6=i

λTj hji(xi(k))
))

where P,R, Pi and Ri are weighting matrices for i = 1, 2. The droop gain Kdroop and

the power reference PGref for each generator are defined as control inputs. Therefore, the

centralized MPC controller has four control inputs (Kdroop1, PrefGen1
, Kdroop2, PrefGen2

), and

the distributed controller has two control inputs for each subsystem. Kdroop1 and PrefGen1

are control inputs of subsystem 1, and Kdroop2 and PrefGen2
are control inputs of subsystem

2.
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The constraints for continuous control inputs are defined as follows:

0.005 < Kdroop1 < 0.09,

0.005 < Kdroop2 < 0.09,

21.15× 106 < PrefGen1
< 25.85× 106,

2.97× 106 < PrefGen2
< 3.63× 106.

In the coordinator level, I choose ε = 0.02, α = 0.001 and β = 0.01 in the (4.10)

and (4.12). The coupling constraints are (4.10) with i = 1, 2 and the local objective is to

meet voltage performance requirement of maintaining vdcsub1 and vdcsub2 at 5 kV DC.

The simulation is done on a PC with Core i7-7700K CPU and 32.0 GB of RAM running

on MATLAB R2016a. The horizon for the MPC controller with continuous inputs for both

centralized and distributed cases is 2. The sampling time Ts is 0.01s, the control interval

Tc is 0.1s and vrefdc is 5 kV . In the objective function, the weighting factor related to the

bus voltage tracking term is defined as 10000, and the weighting factor for the changes

of Kdroop1 is 10. The MATLAB fmincon solver is used for the continuous MPC nonlinear

optimization problems in both centralized and distributed control problems.

The centralized bus voltage and the voltage of subsystems 1 and 2 are shown in Fig. 4.5.

The control inputs of both centralized and distributed controllers are given in Fig. 4.6. The

computation time for the centralized MPC and distributed MPC is given in Table 4.1.

To make a better inference, Fig. 4.7 (a) shows the error between centralized bus volt-

age (vdc) and the reference voltage (vrefdc ). Fig. 4.7 (b) and (c) demonstrate the error between

the distributed voltages of subsystem 1 (vdcsub1) and subsystem 2 (vdcsub2) with the reference

voltage (vrefdc ), respectively. Moreover, Fig. 4.7 (d) depicts the difference between the
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Figure 4.5: Centralized and Distributed Voltages (Continuous Controller)
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Figure 4.6: Centralized and Distributed Control Inputs (Continuous Controller)

101



centralized bus voltage and the distributed voltages (vdcsub1& vdcsub2). The average errors of

these cases are given in Table 4.2.

4.3.2 Performance Analysis of Discrete Centralized and Distributed MPC Control

In this section, we first discretize the control inputs and then use a tree search algorithm

to solve the optimization problem in the discrete MPC controller for both centralized and

distributed cases. The size of control sets are given in Table 4.3.

The MPC objective functions and the parameters in the coordinator are chosen the

same as the previous section. The horizon for MPC controller with discrete inputs for both

centralized and distributed cases is 1. The sampling time Ts is 0.01s, the control interval Tc

is 0.1s and vrefdc is 5 kV . The centralized bus voltage and the voltage of subsystems 1 and 2

are shown in Fig. 4.8. The control inputs of both centralized and distributed controllers are

given in Fig. 4.9. The computation time for the discrete centralized MPC and distributed

MPC is given in Table 4.4. For the discrete control, the computational burden is significantly

decreased by using the distributed MPC controller in comparison with the centralized

one. To make a better inference, Fig. 4.10 (a) shows the error between centralized bus

voltage vdc and the reference voltage vrefdc . Fig. 4.10 (b) and (c) demonstrate the error

between distributed voltages (vdcsub1 & vdcsub2) with the reference voltage vrefdc , respectively.

Moreover, Fig. 4.10 (d) depicts the difference between the centralized bus voltage and

the distributed voltages (vdcsub1& vdcsub2). The average errors of these cases are given in

Table 4.5.

102



Table 4.1: Computation Time (Continuous Controller)

Centralized MPC Distributed MPC

58.47 s 19.72 s

Speed up 2.96
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Figure 4.7: For the continuous controller (a) Error between centralized vdc and vrefdc , (b)

Error between distributed vdcsub1 and vrefdc , (c) Error between distributed vdcsub2 and vrefdc , (d)

Error between the centralized and distributed voltages.
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Table 4.2: Average Errors (Continuous Controller)

Average Error (V)

1
N

∑k=N
k=1 ‖vdc(k)− vrefdc ‖ 0.0014

1
N

∑k=N
k=1 ‖vdcsub1(k)− vrefdc ‖ 0.0353

1
N

∑k=N
k=1 ‖vdcsub2(k)− vrefdc ‖ 9.41× 10−4

Average error between centralized voltage vdc

and distributed voltages (vdcsub1&vdcsub2): 0.0363 V

Table 4.3: The Discretization of Control Inputs

Size of Control Sets

Centralized

Subsystem 1 |u1| = 9

Subsystem 1 |u3| = 5

Subsystem 2 |u2| = 9

Subsystem 2 |u4| = 4

Table 4.4: Computation Time (Discrete Controller)

Centralized MPC Distributed MPC

131.49 s 3.06 s

Speed up 42.97

104



0 0.5 1 1.5 2 2.5 3

Time (s)

4999.5

5000

5000.5

5001

5001.5

5002

S
u

b
s
y
s
te

m
 1

 &
 C

e
n

tr
a

liz
e

d
 V

o
lt
a

g
e

Centralized V
Bus

Distributed V
Sub1

(a) Subsystem 1 and Centralized Voltages

0 0.5 1 1.5 2 2.5 3

Time (s)

4999.97

4999.98

4999.99

5000

5000.01

5000.02

5000.03

5000.04

5000.05

S
u

b
s
y
s
te

m
 2

 &
 C

e
n

tr
a

liz
e

d
 V

o
lt
a

g
e

Centralized V
Bus

Distributed V
Sub2

(b) Subsystem 2 and Centralized Voltages

Figure 4.8: Centralized and Distributed Voltages (Discrete Controller)
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Figure 4.9: Centralized and Distributed Control Inputs (Discrete Controller)
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Figure 4.10: For the discrete controller (a) Error between centralized vdc and vrefdc , (b) Error

between distributed vdcsub1 and vrefdc , (c) Error between distributed vdcsub2 and vrefdc , (d) Error

between centralized and distributed voltages.

Table 4.5: Average Errors (Discrete Controller)

Average Error (V)

1
N

∑k=N
k=1 ‖vdc(k)− vrefdc ‖ 0.0040

1
N

∑k=N
k=1 ‖vdcsub1(k)− vrefdc ‖ 0.0324

1
N

∑k=N
k=1 ‖vdcsub2(k)− vrefdc ‖ 0.0037

Average error between centralized voltage vdc

and distributed voltages (vdcsub1&vdcsub2): 0.0388 V
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The simulation results of applying discrete and continuous controllers on the MVDC

system demonstrate that the distributed control approach has a good overall performance

with less computational overhead.

4.3.3 Scenario I: A Pulsed Load Control in Both the Centralized and the Distributed
Cases

In this case scenario, the simulation results of both centralized and distributed MPC

controllers are presented when the system encounters a pulsed load under the battle mode.

Here, I the presented simulation results are just for continuous controllers. The control

objectives and system constraints are the same as ones mentioned in the Subsection 4.3.1.

The horizon for the MPC controllers for both centralized and distributed cases is 2. The

pulsed load starts at t = 1s with 1s duration. The centralized bus voltage and the voltage

of subsystems one and two are shown in Fig. 4.11. The control inputs of both centralized

and distributed controllers are given in Fig. 4.12. Fig. 4.13 (a) shows the error between

centralized bus voltage vdc and the reference voltage vrefdc . Fig. 4.13 (b) demonstrates the

error between distributed voltages (vdcsub1 & vdcsub2) with the reference voltage vrefdc . The

average errors of these cases are given in Table 4.6. The computation time for the centralized

MPC and distributed MPC is given in Table 4.7.

The simulation results demonstrate that the proposed distributed MPC approach can

effectively improve the DC bus voltage performance when we have a pulsed load in

the system. In comparison with the centralized power system management, besides a

good overall voltage performance, it also reduces the computational overhead significantly

because of the system decomposition.
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Figure 4.11: Scenario I: Centralized and Distributed Voltages (Continuous Controller)

4.3.4 Scenario II: Changes in Load Demand in Both the Centralized and the Dis-
tributed Cases

In this case scenario, the simulation results of both continuous centralized and distributed

MPC controllers are presented when the load demand is increasing gradually. Here, the

control objectives and system constraints are the same as ones mentioned in the Subsec-

tion 4.3.1. The changes are considered in the load 1 in the global system in the centralized

structure and in the load 1 in subsystem 1 in the distributed structure. In the distributed

power management structure, the changes in the load demand occurring in the subsystem 1

and the coordinator aims to obtain the updated variables from each subsystem in each time

step and share them with other subsystems to reach a global optimal solution. Therefore,

the optimization problem for each local MPC is solved based on both local measurements

and the latest interaction variables obtained from other subsystems through the coordinator.

The power changes in load 1 gradually start at t = 5s and continue until t = 10s from

1.25MW to 2.5MW as shown in Fig. 4.14 (a). The control inputs of both centralized
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Figure 4.12: Scenario I: Centralized and Distributed Control Inputs
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distributed voltages and vrefdc
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Table 4.6: Scenario I: Average Errors

Scenario I Average Error (V)∑k=N
k=1

‖vdc(k)−vrefdc ‖
N

0.0095

1
N

∑k=N
k=1

(
‖vdcsub1(k)− vrefdc ‖+ ‖vdcsub2(k)− vrefdc ‖

)
0.0464

Table 4.7: Scenario I: Computation Time (Continuous Controller with a Pulsed Load)

Centralized MPC Distributed MPC

73.30 s 22.78 s

Speed up 3.21

and distributed controllers are given in Fig. 4.14 (b). The centralized bus voltage and the

voltage of subsystems 1 and 2 are shown in Fig. 4.15. Fig. 4.16 shows the output power of

generators for both centralized and distributed cases. Fig. 4.17 (a) shows the error between

centralized bus voltage vdc and the reference voltage vrefdc . Fig. 4.17 (b) demonstrates the

error between distributed voltages (vdcsub1 & vdcsub2) with the reference voltage vrefdc . The

average errors of these cases are given in Table 4.8. The computation time for the centralized

MPC and distributed MPC is given in Table 4.9.

The simulation results demonstrate that the proposed distributed MPC approach can

effectively handle the changes in load demand and improve the DC bus voltage perfor-

mance. In comparison with the centralized power system management, it also reduces the

computational overhead significantly because of the system decomposition.
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Figure 4.15: Scenario II: Centralized and Distributed Voltages (Continuous Controller)
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Table 4.8: Scenario II: Average Errors

Scenario II (N = 15
Ts

) Average Error (V)∑k=N
k=1

‖vdc(k)−vrefdc ‖
N

0.0021

1
N

∑k=N
k=1

(
‖vdcsub1(k)− vrefdc ‖+ ‖vdcsub2(k)− vrefdc ‖

)
0.0127
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Table 4.9: Computation Time (Continuous Controller with Changes in Load Demand)

Centralized MPC Distributed MPC

103.31 s 47.65 s

Speed up 2.16

Another situation when distributed controllers show their importance is when there are

security concerns involved. In some situations, like a microgrid for example, a subsystem’s

owner might be reluctant to share their full system model with others, but they may be

willing to share some limited data with a coordinator. In a different scenario, with some

modifications in the control structure, subsystems can be added or removed online. However,

this is not in the scope of current research.

4.4 Conclusion

This chapter proposes a distributed control architecture for a nonlinear MVDC shipboard

power system. At first, the global model is partitioned into several interconnected subsys-

tems. In the local control level, a model predictive control approach is chosen to manage

each subsystem. The optimization problem for each local MPC is solved based on both

local measurements and the latest interaction variables obtained from other subsystems with

respect to subsystem’s states and control inputs constraints. The goal coordination method

is used for interacting variables between subsystems. The multi-step Gradient method is

employed for updating Lagrange multipliers as a coordination algorithm in the distributed

approach to achieve a global optimal solution. The simulation results are also given to
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show the efficiency of the proposed distributed approach. At first the nonlinear MVDC

model is divided into two subsystems and then a performance analysis is accomplished by

comparing centralized and distributed control of the global and partitioned MVDC models

for two cases of continuous and discrete control inputs. When we have discrete control

inputs, the computational burden is significantly decreased by using the distributed MPC

controller in comparison with the centralized one. According to case scenarios I and II, both

the centralized and distributed control structures can efficiently manage the pulse load event

and changes in the load demand. In general, the distributed power management structure

improves overall performance, robustness and flexibility while minimizing computational

overhead.
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CHAPTER V

CONCLUSIONS AND FUTURE RESEARCH

This chapter concludes the contributions of this dissertation and states the possible

future research directions.

5.1 Conclusions

The design of the latest MVDC shipboard power system needs careful consideration

of the variety of system specifications, operating constraints and design requirements

under different operating scenarios and mission profiles to maintain a stable, reliable and

economically efficient operation. In this research, I first present a full description of the

MVDC model under consideration. I also provide a complete list of significant transient and

steady-state specifications and necessary operating constraints to address various aspects of

the electric ship design. Then, I develop both centralized and distributed model predictive

control architectures for a nonlinear MVDC shipboard power system to achieve different

performance goals in the system.

During the last decade, model-based control has been widely considered and many

results have been obtained for the system-wide automatic management. Among various

model-based management methods, model predictive control is known as a promising

control technique which attracts the interest of many researchers from academic and industry.
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I use the MPC as the main control approach in our work for both centralized and distributed

frameworks. For the centralized framework, the objective of the first MPC controller design

is to meet voltage performance with minimal changes of the control inputs when dealing

with a high power pulsed load in the system. The control inputs are chosen as the droop

gain and power reference of each generator. The objective of the second proposed controller

is to apply the appropriate reconfiguration algorithm based on the MPC controller to deliver

maximum power to the loads in abnormal situations . In this case, the control inputs are

defined as the status of switches related to each load and generator. Since the control inputs

are discrete in this case, a tree search algorithm has been implemented to find the optimal

switching configuration.

For the proposed distributed framework, each subsystem is controlled by a local model

predictive controller using local state variables and parameters, and also interaction variables

from other subsystems shared through a coordinator. The goal coordination approach is

used for interacting information between subsystems. In this research, I use the multi-step

Gradient method for updating Lagrange multiplier vector in the coordinator. For the MPC

nonlinear optimization problems, the tree search algorithm and MATLAB fmincon solver are

used when dealing with discretized control inputs and continuous control inputs, respectively.

The simulation results demonstrate the effectiveness of the proposed distributed structure

for the partitioned MVDC system by comparing centralized and distributed control methods

for both continuous and discrete control inputs. Two scenarios are also provided to show

how distributed control structure can manage a pulsed load or changes in the load demand
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in the system. Accordingly, the proposed distributed control structure results in a good

overall performance with less computational complexity.

5.2 Possible Future Directions

The contributions of this dissertation can lead to the following future research opportu-

nities:

5.2.1 Different Subsystems Decompositions

In this work, I consider two subsystems’ decomposition in the distributed case. In

our case study, subsystem 1 contains the main turbine generator, zonal load 1, zonal load

2 and one electrical propeller, and subsystem 2 includes the auxiliary turbine generator,

zonal load 3, zonal load 4 and an energy storage device. The interaction variables between

subsystems are currents. However, the decomposition of the global MVDC system could

have different subsystem configurations. It would yield different output results or even

give a more applicable and efficient distributed control for the ship system if different

subsystem decompositions are chosen. It is better that the elements of each subsystem

closely interrelate with each other and have the same local objective. Also, the distributed

control would be more efficient if subsystems are partitioned with minimal interaction

between them. Therefore, it is important to investigate the system closely in order to find

the proper decomposition.
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5.2.2 Framework Extension of Distributed Control for the General MVDC System

In this research, the centralized and distributed controllers are mainly developed for a

nonlinear MVDC model which consists of two generators (MTG & ATG) and one propulsion

load. However, the general baseline MVDC model which is given in [6] includes four

generators (2 MTGs & 2 ATGs) and two propulsion modules. New configuration of the

MVDC model also includes more that four zonal loads in the system. Since the general

system includes more elements in the system resulting in a complicated model, centralized

model-based control would not be an efficient choice for the power management. The

distributed control structure simplifies any possible expansions and maintenance of the

control system. Moreover, it would be easier to implement a distributed control scheme

due to its lower computational requirements. It has less computational overhead because a

difficult problem is replaced by several smaller-scale problems. Fig. 5.1 shows a possible

extended distributed model predictive control structure for the general baseline MVDC

system.

5.2.3 Communication Delays in the Coordinator

The proposed distributed control approach can be extended when delays exist in the

system states or in the coordinator communication. These delays, either constant or time

varying, can reduce the performance of the designed controllers that do not consider delays.

Therefore, much research work is needed to develop systematic control methods to design

advanced distributed controllers to consider communication delays.
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Figure 5.1: Extension of Distributed Control Framework

5.2.4 Control Hardware In Loop Implementation

The main purpose of using hardware in loop simulation is to test the proposed control

approaches before implementing it in the real plant (MVDC SPS). It is also very useful

for the training purpose and also testing methods without damaging the real equipment.

Controller hardware-in-the-loop (CHIL) is a popular approach which provides flexible and

effective tools to study and examine the design challenges in many applications, including

the MVDC electric ship research.

5.2.5 SPS Stochastic Hybrid Modeling and Power Management

It is worth mentioning that a shipboard power system, like any other physical system,

has uncertainty and randomness in its behavior. For instance, load power consumption is

not completely deterministic. Several parameters like measurement difficulty, temperature
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dependency, and random fluctuation of environment cause uncertainty in the SPS. Due to

increasing demand for electric power in the SPS such as electrical weaponry and electric

propulsion, optimal power distribution is an important issue, especially during a mission

or critical situation. Besides, unpredictable sea states can lead to stochastic time-varying

propulsion loads. As a future work, stochastic modeling of power systems and hydro-

dynamics of an SPS would be an interesting research. In this regard, stochastic hybrid

systems would be a useful modeling approach to reach this goal, including the interaction

of continuous dynamics, discrete dynamics and probabilistic uncertainty.
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APPENDIX A

MATHEMATICAL MODEL FORMULATION OF THE MVDC SPS
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A.1 General Structure of the MVDC Ship Power Model

The continuous power system dynamics included in the MVDC SPS can be mathemati-

cally described by the following nonlinear differential-algebraic equation (DAE):

ẋ(t) = f(x(t), u(t), y(t)), x(0) = x0

0 = g(x(t), y(t))

(A.1)

where x(t) ∈ Rn is a vector of state variables included in dynamic components of the system

such as gas turbines, synchronous machines, and exciters. u(t) denotes the control inputs

and x0 is a vector of initial values for the state variables. y(t) ∈ Rm represents a vector

of the algebraic state variables such as distribution network variables and other nonlinear

algebraic state variables associated with on-board components where no derivatives are

present. The system contains one Main Turbine Generator (MTG), one Auxiliary Turbine

Generator (ATG), four zonal service loads, one propulsion motor which connected to DC

bus via Variable Speed Drive (VSD), one energy storage device and a high power pulsed load

like free electron lasers or electromagnetic guns. Fig. A.1 shows the general architecture of

the MVDC SPS used in this research. A complete explanation about this MVDC model

along with its detailed formulations are given in [112].

In the following sections, the system model shown in Fig. A.1 is broken to different

modules. Accordingly, each section provides the necessary explanations and the related

mathematical formulations of each functional module.
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Figure A.1: MVDC SPS Architecture

A.2 Power Generators: MTG and ATG

The system includes two power generators (MTG, ATG) to supply power to the propul-

sion module and loads on the ship. In the generator, a gas turbine is used as the prime

mover for the Wound Rotor Synchronous Machine (WRSM). Different models for a gas

turbine are available in the literature. Here, the considered model for the gas turbine can be

formulated as follows [112, 75]:

dSG

dt
= Ka

(
1− ωr

ωb

)
− Kb

ωb

dωr
dt

,

dV P

dt
= − 1

T1
VP +

1

T1

(
SG

W1

+W2

)
,

dFS

dt
= − 1

T2
FS +

1

T2
V P.

(A.2)
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Figure A.2: Power Generation Module [112]

The mechanical torque is the output of gas turbine which is defined as [112]:

Tpm = Tbase

[
W1(FS −W2) + T1

(
1− ωr

ωb

)]
(A.3)

The DC current flowing through the filter is formulated as follows :

digen
dt

=
3
√
3

π

√
2Eeq −

(
rdc + 3

π
Lcωb + 2rs

)
igen − vdc

Ldc + 2Lt
(A.4)

A simplified PI controller based exciter is employed in this work. The related formulations

for the exciter are as follows [112]:

dvfd
dt

= −vfd
Tex

+
xG
Tex
− Kps

Tex

(
vrefdc +Kdroop(Pr − Ptg)− vdc

)
dxG
dt

= Kis

(
vrefdc +Kdroop(Pr − Ptg)− vdc

) (A.5)

Fig. A.2 illustrates the complete architecture of power generation module. All the state

variables and parameters used in this module are also provided in the section A.7.

A.3 Propulsion Module

The propulsion module consists of a three-phase Induction Motor (IM), the associated

Pulse-Width Modulation (PWM) Variable Speed Drive (VSD) with filter, a notional fixed

pitch propeller and a notional ship hydrodynamics model.
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The related equations for different elements of the propulsion module are given be-

low [112].

• Propeller filter: This filter is employed between the distribution bus and PWM to

eliminate the harmonics. The related equations are as follows:

diprop
dt

=
1

Lf
(vdc − vf − rf iprop)

dvf
dt

=
1

Cf
(iprop − iLC)

(A.6)

• PWM-VSI: The PWM-VSI consists of three-phase two-level IGBT bridge that is

built by an average model. The current drawn from the DC distribution bus based on

d-q coordinates is formulated as follows:

iLC =
3

2
(mdisdm +mqisqm) (A.7)

• Direct torque controller (DTC) of induction motor consists of two PI controllers that

is formulated as follows:

dxL
dt

= KLI (λsref − λs)

dxT
dt

= KTI (Tref − Tem)

(A.8)

• Induction motor: A non-saturable induction machine model in stationary reference

frame is used in this work.
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The induction motor dynamics are represented by the following equations:

dλs
dt

= vsdm − rsmisdm

dλrd
dt

= −rrmirdm − λrq (Pωm − ωbss)

dλrq
dt

= −rrmirqm − λrd (ωbss− Pωm)

dωm
dt

=
1

Jm
(Tem − Tprop)

(A.9)

• Propeller and ship hydrodynamic: The propeller torque and mechanical thrust are

formulated as follows:

Tprop = KQ

(ωm
2π

)2
ρD5

Fprop = KT

(ωm
2π

)2
ρD4

(A.10)

Here, the model just considers the ship forward motion. Therefore, the ship dynamics

can be formulated as follows:

dvs
dt

=
2Fprop(1− td)− Fr

m ·ma

(A.11)

Fig. A.3 illustrates the complete architecture of the propulsion module. All the state

variables and parameters used in this module are also provided in the section A.7.

A.4 Energy Storage

In this system, a super-capacitor is used as an energy storage device. Fig. A.4 shows

the structure of the energy storage module. The related formulations for this module are as

follows:

icap =
vdc − vsc
Rs

dvsc
dt

=
vdc − vsc
CsRs

− vsc
CsRp

(A.12)
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Figure A.3: Propulsion Module [112]

Figure A.4: Energy Storage Module [112]

A.5 Loads

In this work, two types of loads are considered in the system. The first type is zonal

loads which represents the service loads on the ship. The second one is pulsed loads which

represents weaponry loads including electromagnetic launch systems, electromagnetic guns

and free electron lasers. Fig. A.5 shows the structure of the power loads used here. Zonal

loads are represented in their Norton equivalents form consisting of a resistor in parallel with

a Controlled Current Source (CCS). The current of a zonal load (izonal) can be formulated

as follows:

izonal =
vdc
RL

+
Pzonal
vdc

(A.13)
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A high power pulsed load draws a very high short-time current from the system. As shown

in A.5, the time varying power requirement of a pulsed load can be approximated by a

square wave. The current of a pulsed load (ipulsed) can be represented as follows:

ipulsed =
Ppulsed
vdc

(A.14)

Figure A.5: Power Loads [112]

A.6 Power Distribution Module

All the components of the system are connected to the MVDC distribution bus via Power

Conversion Modules (PCMs) and DC disconnect switches. By using the nodal method, a

current entering the network from a source has a positive sign, while a current leaving the

network to a load has a negative sign. Accordingly, the voltage of the DC distribution bus

can be formulated as follows:

dvdc
dt

=
igen1 + igen2 − ipulsed − icap − iprop −

∑4
k=1 i

k
zonal

Cdc
(A.15)
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A.7 State Variables and Parameters

In the following, Table A.1 and Table A.2 provide the state variables and the parameters

used for different components of the MVDC SPS model, respectively. Readers can also

refer to [112] for the comprehensive information about the system model, its mathematical

formulations and the exact values of the parameters used in the MVDC model.
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Table A.1: A List of Representative State Variables of the MVDC SPS Model

Symbol Description Symbol Description

vdc DC Bus Voltage vfd Field winding excitation voltage

igen Generator Current ωm Rotor speed of propeller

vs Ship Speed SG
Internal system state variable of the

speed governor

xG
Internal state variable of PI con-

troller
V P

Internal system state variable of the

valve positioner

iLC Induction Motor Current FS
Internal system state variable of the

fuel system

ωr Rotor Speed vsc Super-Capacitor Voltage

xL, xT State variables of DTC iprop
Current flown through the filter into

the propulsion module

vf State variable of propeller filter λrd, λrq
d-q axis flux linkage of rotor in in-

duction motor

λs Stator flux linkage v′ref , XI , vof
State variables of power conversion

module
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Table A.2: A List of Representative Parameters of the MVDC SPS Model

Power Generators Parameters:

ωb

Base rotating speed of the gas tur-

bine rotor
Tbase Base value of the mechanical torque

rdc Resistance of the LC filter Ldc Inductance of the LC filter

rs
Synchronous machine stator resis-

tance
Lc

Equivalent line commutating induc-

tance

Lt Transient commutating inductances vrefdc Reference bus voltage

KPS ,Kis

Proportional and integral gains of

exciter
Tex Integration time constant

Pr Requested power from the generator Kdroop Power droop factor

Propulsion Module Parameters:

Lf Inductance of the propeller filter rf Resistance of the propeller filter

Cf Capacitance of the propeller filter iLC Filtered current

md,mq Modulation ratio in d-q coordinates isdm, isqm
d-q axis currents into the propulsion

motor

λsref Flux linkage reference Tem IM output electrical torque

Tref Torque reference vsdm, vsqm d-q axis voltages

irdm, irqm d-q axis currents of rotor rsm, rrm Resistances of stator and rotor

Jm&P Inertia & pole pairs Tprop Load torque of the propeller

KT Thrust coefficient of the propeller KQ Torque coefficient of the propeller

Fprop Mechanical thrust td Thrust deduction fraction

m,ma Ship mass and added mass Fr Ship resistance

ρ Seawater density D Propeller diameter
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