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Vocal prosody (pitch, timing, loudness, etc.) and its use to convey emotions are essen-

tial components of speech communication between humans. The objective of this disserta-

tion research was to determine the effcacy of using varying vocal prosody in robotic speech

to convey emotion. Two pilot studies and two experiments were performed to address the

shortcomings of previous HRI research in this area.

The pilot studies were used to determine a set of vocal prosody modifcation values

for a female voice model using the MARY speech synthesizer to convey the emotions:

anger, fear, happiness, and sadness. Experiment 1 validated that participants perceived

these emotions along with a neutral vocal prosody at rates signifcantly higher than chance.

Four of the vocal prosodies (anger, fear, neutral, and sadness) were recognized at rates

approaching the recognition rate (60%) of emotions in person to person speech.

During Experiment 2 the robot led participants through a creativity test while mak-

ing statements using one of the validated emotional vocal prosodies. The ratings of the



robot’s positive qualities and the creativity scores by the participant group that heard non-

negative vocal prosodies (happiness, neutral) did not signifcantly differ from the ratings

and scores of the participant group that heard the negative vocal prosodies (anger, fear,

sadness). Therefore, Experiment 2 failed to show that the use of emotional vocal prosody

in a robot’s speech infuenced the participants’ appraisal of the robot or the participants’

performance on this specifc task.

At this time robot designers and programmers should not expect that vocal prosody

alone will have a signifcant impact on the acceptability or the quality of human-robot

interactions. Further research is required to show that multi-modal (vocal prosody along

with facial expressions, body language, or linguistic content) expressions of emotions by

robots will be effective at improving human-robot interactions.
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CHAPTER 1

INTRODUCTION

This chapter1 presents the motivation for this line of research, the overarching research

question, and the specifc hypotheses that were tested.

1.1 Motivation

Robotic systems are increasingly being studied for use in social situations. Roles such

as companions, tutors, and caregivers are being investigated as possible uses of robots.

To reduce training needs for robot users and the robots themselves, interactions between

robots and their users should be as natural as possible [14]. Given that speech is the one

of the most natural ways for humans to communicate, communication between humans

and robots using voice is an area that has received much attention [16, 35, 43, 56, 65,

73, 71, 78]. In situations where humans and multiple robots are working together, even

communication between robots would ideally be via voice as opposed to some form of

electronic networking so that the humans can understand what is being communicated

between the robots [65].

One of the areas of robotic speech, and synthesized speech in general, that can be im-

proved to make generated speech sound more authentic is the use of vocal prosody. Vocal

1The content of this chapter was submitted to International Journal of Social Robotics in a survey article
on the use of vocal prosody to convey emotion in robotic speech.
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prosody is the way in which words are spoken (pitch, timing, loudness, etc.) as opposed

to the actual linguistic meanings of these words [36]. In human communication, vocal

prosody is considered one of the paralinguistic components of speech [59]. Paralinguistic

in this context refers to the features of communication that appear along side (para is a

prefx from Greek meaning “side by side”) the actual words being communicated. Other

paralinguistic components of speech include voice quality, non-word utterances, pronun-

ciation, and enunciation [59].

Vocal prosody is an essential component of speech communication between humans

[88]. It has long been recognized a speaker’s vocal prosody is one of the ways the emo-

tional state of the speaker is communicated to listeners [37, 28, 80]. The emotions or mood

being conveyed by speech can be crucial to interpreting the meaning of a speaker’s mes-

sage. For example, a tone of sarcasm can be used by a speaker to signal the listener that the

message being delivered should be interpreted as literally the opposite of the actual words

being spoken [103]. In addition to short term states of the speaker such as emotions or

moods, vocal prosody can also be used by a listener to infer traits of the speaker such as

gender and personality [59, 88].

1.2 Research Question

Does the use of vocal prosody to communicate emotions in robotic speech

increase the effectiveness of a robot’s spoken communication?

The inspiration for these experiments was the work of Bainbridge et al. on robot em-

bodiment [6]. Bainbridge et al. found that study participants followed a robot’s instructions

2



more closely than an on-screen avatar’s instructions. The difference in how participants re-

sponded to the robot and the on-screen avatar demonstrated that the robot’s embodiment

is an important characteristic of the robot. This research intended to provide similar proof

that a robot that uses vocal prosody to vary its speech and communicate emotions will be

more engaging than a robot that does not utilize varying or intentional vocal prosody. In

addition to surveying study participants about the acceptability of the robot and its speech,

a concrete measure (the robot user’s performance on a creative task) was used to judge the

impact of the robot using emotional speech.

Experiment 1 (see Chapter 4) validated that the vocal prosody modifcations deter-

mined by preliminary experiments (see Chapter 3) communicated the intended emotions

to the robot user. Also, the intelligibility of the robot speech in view of the vocal prosody

modifcations made to convey emotions was investigated. The specifc hypotheses used for

Experiment 1 were:

H1: Participants will recognize the emotion being communicated by the robot

solely based on the robot’s vocal prosody (pitch, pitch range, speech rate, and

volume).

H2: Participants will understand the robot’s speech better when changes to the

robot’s vocal prosody (pitch, pitch range, speech rate, and volume) are small.

Experiment 2 (see Chapter 5) intended to show that the robot’s use of emotional vocal

prosodies would improve the robot user’s appraisal of the robot and improve objective

3



measures of the human-robot interaction. The specifc hypotheses used for Experiment 2

were:

H3: The robot will be rated higher on positive attributes (attractive, happy,

friendly, intelligent, cooperative, etc.) by participants who hear the non-negative

voices (neutral, happiness) than by participants who hear the negative voices

(fear, anger, sadness).

H4: Participants who hear the non-negative voices (neutral, happiness) will

perform better on the creativity test than participants who hear the negative

voices (fear, anger, sadness).

4



CHAPTER 2

RELATED WORK

An important aspect of using vocal prosody in synthetic speech is to understand and

summarize the features that individuals use to communicate emotional intent to listeners.

In order for vocal prosody to be incorporated into synthetic speech it is essential to in-

vestigate various markup languages that can be utilized by different speech synthesizers

to produce changes in the vocal prosody characteristics within synthesized speech. This

chapter1 also surveys research that discusses the importance of the use of vocal prosody

within synthesized speech. This chapter ends with a presentation of previous human-robot

interaction (HRI) research concerning the use of vocal prosody by robots and a critique of

that previous research.

2.1 Using Vocal Prosody to Communicate Emotion Between Humans

Before robots and other electronic devices with speech synthesizers can use vocal

prosody to convey emotions, the features of speech that are used by humans to convey emo-

tion must be identifed and quantifed. Early research consisted of listeners detecting and

classifying the features of speech that accompanied emotional speech [28, 37, 80]. More

recent research has applied statistical and machine learning techniques such as the Fuzzy

1The content of this chapter was submitted to International Journal of Social Robotics in a survey article
on the use of vocal prosody to convey emotion in robotic speech.

5



Logical Model of Perception, Linear Discriminant Analysis, Support Vector Machines, and

AdaBoosted Decision Trees to determine which features can be used to classify emotional

speech [44, 48, 49, 58]. Typically, the features of speech that are found to correlate with

the expression of emotion are pitch, timing, and loudness which are sometimes referred to

as The Big Three of vocal prosody [98].

Pitch corresponds to the frequency at which the vocal folds of the person speaking

vibrate [30]. The human voice is not a simple signal consisting of one sinusoid. The shape

of the vocal tract reinforces some frequencies and dampens other frequencies. The result

is a complex sinusoid as shown in Figure 2.1. Note that Figure 2.1 only shows the sinusoid

for the frst 0.015 seconds of the word spoken. Typically the wave form is shown for an

entire word or statement (as in the top half of Figure 2.2) and the wave is too compressed to

Figure 2.1

Sinusoid Waveform from the Recording of the First 0.015 Seconds of the Word “Hello.”
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see the complexity and periodicity of the wave. The most prominent frequency is referred

to as the fundamental frequency or F0. The other frequencies that are emphasized by the

vocal tract are called formants [30]. A higher than normal fundamental frequency can

indicate happiness and lower than normal F0 can indicate that the speaker is sad [37].

Not only is the fundamental frequency of a speech segment important, both the range of

frequencies and the change in fundamental frequency during a speech segment can affect a

listener’s assessment of the speaker. The pitch range is the difference between the highest

frequency and the lowest frequency during an utterance. A small pitch range usually in-

dicates sadness while an expansive pitch range indicates happiness or perhaps anger [82].

The change in F0 during a speech segment is referred to as the pitch contour. The pitch

contour can be critical to the meaning of an utterance. American English speakers can

change a statement such as “He is at the game” to a question by raising the pitch of their

voice at the end of the speech segment [103]. In Figure 2.2 and Figure 2.3 the wave form

of the recorded speech is shown in the top half of the fgure and the pitch contour is shown

in the bottom half of the fgure. For a declarative statement the speaker’s pitch usually falls

at the end of the statement as shown in Figure 2.2. A question is often accompanied by a

rise in the pitch contour as shown in Figure 2.3.

Timing is concerned both with how fast a person is speaking and the pauses within a

statement. The speed of a person speaking is typically measured in words per second while

the pauses can be measured in seconds. Rapid speech can indicate the speaker is happy or

angry. A slow rate of speech typically indicates the speaker is sad [37].
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Figure 2.2

Pitch Contour of the Statement “He is at the game.”

Figure 2.3

Pitch Contour of the Question “He is at the game?”
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Loudness is a measure of the volume at which a person is speaking. Loudness is also

referred to as intensity in some literature [17, 30, 44]. Loudness is typically measured in

decibels (dB), a logarithmic unit of measure that gives the ratio between two values. A

soft voice, a low value for loudness, can indicate boredom while a loud voice indicates

emotions such as happiness or anger [80].

As is evident from the previous descriptions of pitch, timing, and loudness, a particular

emotion can affect one or more of the measures simultaneously. Table 2.1 [33, 91, 93]

gives a summary of the changes in vocal prosody that usually accompanies the expression

of Ekman’s Big 6 basic emotions: happiness, surprise, sadness, anger, disgust, and fear

[26, 66].

Table 2.1

Emotions and Associated Vocal Prosody Characteristics

Emotion Pitch Pitch Range Timing Loudness
Happiness
Surprise
Sadness
Anger
Disgust
Fear

High
High
Low
High
Low
High

Large
Large
Small
Large
Small
Small

Moderate
Slow
Slow
Fast

Moderate
Fast

High
Moderate

Low
High
Low
High

Experiments have shown that people can recognize the emotion being communicated

by another person’s vocal prosody at a level much higher than chance [62, 82]. Scherer

et al. surveyed twenty-seven previous studies of emotion recognition and reported that

participants were able to identify the emotion that was meant to be conveyed about 60
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percent of the time [82]. The percent correct expected from guessing varied between 10

and 25 percent based on the number of emotions that were being used in each of the

individual experiments. Criticism of these experiments point out that the listeners are

distinguishing between a set of listed emotions and not identifying the intended emotions

with the listener’s own choice of words [31]. Another criticism is the use of actors to

provide speech samples instead of using recordings of more natural speech from common

interactions [44]. It is less clear that a high rate of identifcation is possible from the

spontaneous speech of non-actors recorded in more life-like situations [20]. Cowie points

out that even among sound recordings chosen from TV interviews and talk shows based

on their appearance of emotional content, only 34 percent of the clips were labeled by

listeners as containing strong emotions [20].

2.2 Using Vocal Prosody to Communicate Emotion From Devices to Humans

The generation of affective speech using the manipulation of vocal prosody features has

been a subject of speech synthesis research for over twenty years [18, 54, 38, 86, 27, 61].

Early work was hindered by the lack of capabilities of then state-of-the-art speech synthe-

sizers to allow changes to features of the generated speech such as pitch range and pitch

contour [18]. As speech synthesizers have become more advanced, the ability to con-

vey emotion within generated speech has improved. There are now speech synthesizers,

such as MARY (Modular Architecture for Research on speech sYnthesis) [87], that were

designed with the generation of expressive speech as a goal. Several commercially avail-
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able speech synthesizers such as Acapela Group’s Acapela2 and Cereproc’s CereVoice3

text-to-speech engines contain voices claimed to portray different emotions. However, the

companies do not provide empirical evidence showing that listeners actually perceive the

emotion claimed to be portrayed by the generated speech.

One of the major diffculties to overcome in the Text-to-Speech (TTS) feld concerning

the use of vocal prosody to convey emotions is natural language understanding. Recogni-

tion of the intended emotion from just the content of text can be a diffcult problem. Early

efforts for the prediction of an appropriate emotion from text focused on the identifcation

of keywords or the use of hand-written rules to analyze text [47]. Given the increase in in-

expensive computing power and the decrease in the cost of digital storage, recent research

has employed machine learning techniques on a large text corpora to generate rules for the

prediction of the intended emotional content of text [1, 47, 92].

Once the text to be spoken has been analyzed for emotional content, the text must be

marked up with enough prosody information that the speech synthesizer can manipulate

the generated speech to convey the intended emotions. There have been several efforts to

create standardized markup languages that can be used to annotate text with information

about how the speech synthesizer should “say” the text in order to produce more natural

sounding speech.

Tone and Break Indices (ToBI) was an early standard used to mark up text with vocal

prosody attributes [90]. ToBI transcriptions consist of the text being spoken along with

2http://www.acapela-group.com/
3https://www.cereproc.com/
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Will you have marmalade, or jam? 
L* H- L* H-H% 

1 1 1 3 1 4 

Figure 2.4

Example of ToBI Markup

markup in specifc tiers that convey prosodic information. The most commonly used tiers

are the tone tier and the break-index tier. Figure 2.4 [9] shows an example of the text of a

question along with the tone and break-index tiers.

The tone tier contains information about the tone contour of the speech using symbols

for low (L) and high (H) tones or frequencies. The * symbol along with a tone symbol (H

or L) indicates that a syllable receives more stress than the surrounding parts of the word

or phrase. The frst L* in Figure 2.4 shows that the frst syllable in marmalade was said

with emphasis in a low tone. The – symbol along with a tone symbol marks the tone target

of a phrase as opposed to a single accented syllable. The H– in Figure 2.4 shows that the

phrase ends at a higher pitch than the previous accented syllable at the beginning of the

word marmalade. The % symbol along with a tone symbol marks the tone target at the

end of a phrase where a pause in speech occurs. The L% or H% at the end of a phrase are

often combined with a L– or H– symbol. The frst half of the symbol (L– or H–) represents

the tone target of the phrase and the last half of the symbol represents the tone target of
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the very end of the phrase. For example, the H–H% shown in Figure 2.4 indicates that the

phrase or jam has a high phrase accent and a high tone at the ending boundary.

The numbers in the break-index tier are a scale from 0 to 4 that represent the differ-

ent types of pauses within the spoken text. The typical pause between spoken words is

represented by a 1 and the pause between distinct segments of speech is represented by

4. The 3 shown in Figure 2.4 corresponds to the pause that the comma represents in the

question. Note that phrase accents (L– or L*) typically occur at breaks labeled with a 3.

The breaks between phrases (labeled with a 4) often have the tone markup representing the

phrase accent and the tone at the ending boundary such as H–H% or L–H%.

Praat is a software system that can display the waveform and pitch contour of a speech

segment so that the annotator can see both the pauses in speech and movement of F0 within

the pitch contour [13]. Praat also has tools for labeling the tone and break-index tiers of

a speech segment. Figure 2.5 and Figure 2.6 are two examples of a speech segment and

the corresponding ToBI markup displayed by Praat [97]. More information about ToBI

and Praat can be found at the “Transcribing Prosodic Structure of Spoken Utterances with

ToBI” course at Massachusetts Institute of Technology’s OpenCourseWare website [97].

Effective speech synthesis is an important part of making the world wide web accessi-

ble to people with impaired vision. The World Wide Web Consortium (W3C) recommends

the use of a text markup system for speech synthesizers that includes elements intended to

affect the vocal prosody of synthesized speech. The Speech Synthesis Markup Language

(SSML) [101, 99, 4] is a standard that contains elements that direct the TTS system to

produce speech that will be interpreted by listeners as being from a person of a specifc
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Figure 2.5

Screen Capture of Praat Showing ToBI Markup

Figure 2.6

Another Screen Capture of Praat Showing ToBI Markup
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<?xml version="1.0"?> 
<speak version="1.1" 

xmlns="http://www.w3.org/2001/10/synthesis" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="http://www.w3.org/2001/10/synthesis 

http://www.w3.org/TR/speech-synthesis11/synthesis.xsd" 
xml:lang="en-US"> 

<voice gender="male" languages="en-US" age="7"> 
Are we there yet? 

</voice> 
</speak> 

Figure 2.7

Specifying Vocal Prosody Using SSML

gender, age, etc. Figure 2.7 shows the text “Are we there yet?” marked up using SSML so

that the synthesized speech should sound like it was spoken by a young boy. Note that the

speech synthesizer is responsible for the choice and implementation of the vocal prosody

to meet the directives contained in the SSML markup.

If more control over the voice output is desired, SSML also includes a prosody el-

ement that can specify options such as pitch, pitch contour, range, and speech rate. Fig-

ure 2.8 illustrates the SSML markup that specifes that a question should be asked at a

greater than normal speed with a specifc pitch contour. Currently several commercial

speech synthesizers such as such as Microsoft’s .NET speech synthesizer and Nuance

Communication’s Dragon Mobile claim to support SSML and its prosody element. But

the documentation for those two speech synthesizers states that prosody attributes such as

pitch contour, pitch range, and duration are ignored when generating speech [51, 57].
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<?xml version="1.0"?> 
<speak version="1.1" 

xmlns="http://www.w3.org/2001/10/synthesis" 
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 
xsi:schemaLocation="http://www.w3.org/2001/10/synthesis 

http://www.w3.org/TR/speech-synthesis11/synthesis.xsd" 
xml:lang="en-US"> 

<voice gender="male" languages="en-US" age="7"> 
<prosody rate="fast" contour="(0%,+10Hz)(30%,+20Hz)(60%,+10Hz)"> 

Are we there yet? 
</prosody> 

</voice> 
</speak> 

Figure 2.8

Pitch Contour Specifed Using SSML.

EmotionML is another markup language proposed by the W3C to direct the expres-

sion of emotion [5]. Whereas SSML is meant to guide the output of speech synthesizers,

EmotionML is also meant as the input to on-screen avatars, robots, and other electronic

devices [85]. In the cases of on-screen avatars and robots, the emotions specifed by Emo-

tionML may be expressed by facial expressions or body language in addition to changes

in vocal prosody. EmotionML allows for emotions to be specifed using names from lists

of emotions such as Ekman’s Big 6 basic emotions or using values for dimension-based

defnitions of emotions such as Mehrabian’s Pleasure, Arousal, and Dominance model

[26, 50, 3]. Note that the device that is using EmotionML for its input is responsible for

translating the emotion names or dimension values into actual changes in vocal prosody,

facial expressions, or body language to express the emotion. This is similar to the how the

W3C’s earlier SSML standard was used when specifying the speaker’s age and gender. If
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<sentence id="sentence1"> 
What was that sound? 

</sentence> 
<emotion xmlns="http://www.w3.org/2009/10/emotionml" 

category-set="http://www.w3.org/TR/emotion-voc/xml#big6"> 
<category name="afraid" value="0.6"/> 
<reference role="expressedBy" uri="#sentence1"/> 

</emotion> 

Figure 2.9

Sample of EmotionML.

a speech synthesizer implements EmotionML, the synthesizer’s user is no longer required

to manually translate the desired emotion into changes to the SSML’s prosody element

for pitch, pitch contour, and speech rate. Figure 2.9 is an example of EmotionML markup.

The question What was that sound? should be produced by the device in a manner meant

to communicate fear. The value attribute of a named emotion is a foating point number

in the closed interval [0.0, 1.0] that describes the “strength” of the emotion. The value 0.0

represents no emotion and 1.0 represents “pure uncontrolled emotion” [5].

Since there is not just one standard for marking up text with vocal prosody information,

speech synthesizers often support more than one of the standards. For example, the MARY

speech synthesizer will accept GToBI (a ToBI variant for German language), SSML, and

EmotionML markup elements as its input [84].

The importance of vocal prosody in synthesized speech has been shown in several ex-

periments. Nass et al. [55] showed that an automobile driver’s performance was infuenced
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by the emotions conveyed by a virtual passenger’s speech. When the emotion conveyed

by the virtual passenger’s speech matched the emotion of the driver, the driver paid more

attention to the road and the driver was involved in fewer accidents. D’Mello and Graesser

have integrated speech feedback that contains varying vocal prosody into their Affective

AutoTutor, a new version of their intelligent tutoring system AutoTutor [25]. The Affective

AutoTutor system detects a student’s emotion using multimodal techniques that include di-

alog cues, the student’s posture, and the student’s facial movements as inputs. The tutoring

system then constructs its feedback in order to give encouragement to students that are dis-

playing positive emotions and to reduce the continuation of negative emotions in struggling

students. The system communicates affect via the facial expressions of the tutor avatar, the

linguistic content of the tutor’s speech, and the vocal prosody of the synthesized voice.

Students, especially students with low domain knowledge, showed more learning gains

when using the Affective AutoTutor system as opposed to the older AutoTutor system that

did not attempt to communicate affect [25].

2.3 Using Vocal Prosody to Communicate Emotion From Robots to Humans

While the concept of robots conveying emotion through their speech might seem non-

sensical given that robots do not actually feel emotions, there are several benefts from the

use of vocal prosody within robotic speech. First, previous research has shown that people

prefer to communicate with robots via voice and they prefer that the voice be human-like

[24, 41, 70]. Second, taking advantage of the ability of humans to perceive emotions in

speech might increase the effectiveness of robotic speech communication. For example, a
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robot team member in an urban search and rescue situation could use its vocal prosody to

convey the seriousness of a warning by sounding excited when speaking or use a calming

voice to reduce the anxiety levels of a survivor once located.

There has been support for robots expressing emotion and intention in order for the

robots to be perceived as “believable characters” by humans [7, 15]. Researchers have

designed systems to calculate and express the emotional state of the robot in response to

its environment and interactions [14, 69, 95]. For example, the Kismet robot would lower

its head and/or frown when receiving negative feedback from a study participant [14]. One

of the main roadblocks to the credible use of vocal prosody in text-to-speech applications

has been the diffculty of determining the correct emotions to express from the content of

the text. This is a case where a robotic system that has computed an appropriate emotion

has an advantage. The robot has already determined its emotional state and can then use

its vocal prosody to express that state.

Most of the work in the HRI feld has concentrated on conveying emotions by varying

the vocal prosody of simple non-linguistic utterances. Read and Belpaeme [72] found that

people interpret human-like utterances made by robots as expressing emotions. Oudeyer

[58] created algorithms that can modify child-like “babble” to convey emotions. Human

listeners of several nationalities were able to successfully determine the communication

intent of the utterances produced by Oudeyer’s system. The study of non-linguistic utter-

ances has been justifed by pointing out that generating the non-linguistic sounds is com-

putationally inexpensive [58] and the utterances should be understandable across cultures

and languages [71].
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As expressive speech synthesizers became more readily available, several proposals for

their use in robotic systems were made [77, 104]. There has been little research into how

manipulating a robot’s voice would affect its users however. One study has shown that

a robot learner that expresses emotion through its statements and voice causes people to

provide the robot with more and better training data [45]. Leyzberg et al. asked participants

to train a small robot in some simple dances. The robot would receive a score supposedly

based on how well the robot performed a dance. When the robot responded to its score

with appropriate emotional statements expressed through recorded speech, the participants

provided more examples of the dance moves to the robot. If the robot made apathetic

statements or inappropriate responses (excited by low scores or upset by high scores),

the human trainer provided signifcantly fewer dance examples for the robot. Tielman et

al. found that children showed more emotions when interacting with a robot that showed

emotions through its body language and voice than a robot that did not display emotions

[95]. They did note their changes to the vocal prosody of the robot’s speech resulted in

making the robot more diffcult to understand.

Recent research has shown that people’s impressions of a robot can be infuenced by

the pitch of the robot’s voice [56]. Niculescu et al. manipulated the average fundamental

frequency of a robot receptionist’s voice to determine if participants would fnd the robot

with the higher voice more attractive and more outgoing than the same robot with a lower

voice [56]. The same robot was used for both high and low pitched voice conditions and it

was dressed as a female in both conditions. Not only did the participants rate the robot with

the higher voice as having a more attractive voice, being more aesthetically appealing, and
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more outgoing, the participants responded that the robot with the higher voice exhibited

better social skills. These results were expected given that both men and women fnd

women with higher voices more attractive and ascribe more positive personality traits to

women with higher voices [56].

2.4 Critique of Previous HRI Research on Robotic Vocal Prosody

This section contains a critique of previous experiments concerning the use of emo-

tional voices by robots. First, evidence of the importance of using collocated robots in

experiments is presented. Next, the use of Non-Linguistic Utterances by robots to com-

municate with their users is discussed. Finally, the section concludes with a discussion

concerning the validation of the changes made to the vocal prosody of synthetic speech to

express emotion.

2.4.1 Embodiment

A common trend in research concerning vocal prosody and robots is the use of pictures

or on-screen avatars instead of actual physical robots [53, 72]. Some of the research was

conducted without the mention of robots to participants, but the results were used to make

recommendations about robotic voices [35]. While the use of avatars instead of physical

robots is understandable in light of the lower cost of on-screen avatars and relative ease

of programming as opposed to robots, it is not universally accepted that people react to

images on a screen and collocated physical robots in the same way. Research has found

that the use of simulated images or avatars defnitely results in participants viewing the

“robot” differently than collocated physical robots [40, 42, 64]. For example, Kidd and
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Breazeal state that “the robot was more engaging and rated more highly on the scales of

perceptions than the animated character” [42].

What is less clear is the comparison of collocated robots and remote robots that are

seen and heard via video recordings or video conferencing. Early research reported that

participants did not react differently to collocated and remote robots [40, 42, 64]. Kidd and

Breazeal reported “it is not the presence of the robot that makes a difference, rather it is the

fact that the robot is a real, physical thing, as opposed to the fctional animated character

in the screen” [42]. In contrast, Bainbridge et al. [6] found that study participants obeyed

unusual requests (placing new books in a trashcan) made by a collocated robot more often

than unusual requests made by the same robot displayed on a monitor. The participants

also respected the personal space of a collocated robot more than that of a robot presented

on a monitor [6]. One explanation for the differences observed between these studies

might be the diffculty of the task being performed by the study participants. The earlier

experiments involved relatively simple tasks such as placing blocks on top of each other or

interacting with a robotic dog [42, 40]. In the Bainbridge et al. experiment, the participants

received instructions from the robot concerning moving books from one location to another

location within a small offce [6]. Wainer et al. [100] found that participants preferred a

collocated robot over remote robots and over a robot avatar when the robot was acting as

a coach while the participant solved a Towers of Hanoi puzzle. Leyzberg et al. found that

participants tutored by a collocated robot became better puzzle solvers than participants

who received the equivalent tutoring from a video representation of the robot [46]. One

can imagine that people prefer a collocated robot when performing complex tasks that
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require many interactions with the robot. While the differences in reactions to collocated

and remote robots are being further studied, using collocated robots in experiments would

be a wise choice especially when making recommendations about long-term human-robot

interaction.

2.4.2 Non-Linguistic Utterances

Another trend in recent research on the use of vocal prosody in robotic speech is the

use of non-linguistic utterances by the robot instead of speech consisting of words and

speech. As mentioned earlier, the study of non-linguistic utterances has been justifed

by pointing out that generating the non-linguistic sounds is computationally inexpensive

[58] and the utterances should be understandable across cultures and languages [71]. The

use of non-linguistic utterances was inspired by characters such as R2-D2 and WALL-E

from motion pictures [11, 71]. It is seemingly accepted that the emotional intent of the

characters’ utterances are interpreted correctly by other characters in the movie and by

audience members. The interpretation of the communication by other characters is a non-

issue, the other characters’ reactions are scripted and do not require interpreting the sounds.

The interpretation of the communicative intent by the audience is aided by the reaction

of the other characters and the other non-verbal cues such as body language and facial

expressions. It would be interesting to see how much of the intent is communicated by the

utterances and how much is inferred from other cues.

Read has shown that children do assign emotional meanings to the non-linguistic ut-

terances of a robot [71]. The children do not always agree on which emotion is expressed
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by each sound. In a more recent experiment, Read and Belpaeme have shown that adults

also categorize non-linguistic utterances with relation to affective content, especially when

two utterances are compared [74]. In both of the mentioned experiments the participants

did not differentiate between subtle changes in the level of emotion being communicated,

the utterances were categorized without any acknowledgment to the degree of the emotion.

Read and Belpaeme’s most recent work shows that the interpretation of non-linguistic ut-

terances is heavily infuenced by what action a robot experiences [76]. For example, a

sound that was previously rated as communicating a positive valence by participants was

rated as communicating a negative valence if the sound was produced by the robot in re-

sponse to the robot receiving a slap [76].

Even with these successful demonstrations of the limited interpretation of non-linguistic

utterances by study participants, Read states that the use of non-linguistic utterances have

“obvious shortcomings in comparison to natural spoken language” [71]. The amount of

information that can be communicated by the non-linguistic utterances is obviously lim-

ited. In the Star Wars movies, on-screen characters may understand the exact meaning of

R2-D2’s chirps but the audience is limited to hearing the on-screen characters repeat the

message in words before knowing the meaning. Communicating a detailed message such

as “the network is down but is expected to be online in 15 minutes” via chirps and buzzes

would be diffcult using only non-linguistic utterances. If humans and robots are expected

to work together to share information and accomplish tasks, both the humans and robots

will need to use a communication medium that is able to express sometimes complicated

messages. Read and Belpaeme advocate for the use of non-linguistic utterances in addi-
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tion to natural language as opposed to non-linguistic utterances replacing the use of natural

language by robots [75].

2.4.3 Validation of Emotional Voice and its Perception

A potential weakness to avoid in the study of emotional voices expressed by robots is

the validation of the emotional voices. While the correlates of vocal prosody parameters

and the intended emotion are known (see Table 2.1), researchers should verify that the ma-

nipulation of vocal prosody correctly communicates the intended emotion. Differentiating

a large number of emotions based on pitch, pitch contour, volume, and timing can be chal-

lenging. Tielman et al. used arousal and valence parameters to modify a robot’s speech

while the robot was interacting with children [95]. But the researchers did not check that

the children could correctly interpret the emotional intent of the robot’s speech. Beale and

Creed made a similar criticism of research on the use of emotion by agents and on-screen

characters [8].

Study participants are adept at recognizing emotional intent through several modalities

[2]. If a robot is using an emotional voice and also expressing its emotions through the

literal meaning of its statements, its facial expression, or body language then the effect of

the voice is entangled with the effects of the other modalities. While emotions are typically

communicated through many modalities at once, research that makes specifc claims about

the communication of emotion via vocal prosody must attempt to isolate the effect of vocal

prosody from the other ways to communicate emotion.
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CHAPTER 3

PRELIMINARY EMOTIONAL VOICE VALIDATION

This chapter1 presents two experiments conducted as pilot studies for the creation and

validation of emotional robotic voices. The experimental design, apparatus, survey mate-

rials, and tasks performed were the same for both experiments.

3.1 Experimental Design

These experiments were within-subjects designs that evaluated the detection of emotion

in robot speech. The hypothesis was:

H1: Participants will recognize the emotion being communicated by the robot

solely based on the robot’s vocal prosody (pitch, pitch range, speech rate, and

volume).

3.2 Apparatus

This section describes the apparatus used in the preliminary experiments: the robot, the

speech synthesizer, and the text said by the robot during the experiment. Only the vocal

prosody modifcations made to express the fve emotions (anger, calm, fear, happiness, and

sadness) differed between the two preliminary experiments (see Section 3.4 for details).

1The content of this chapter appears in [21]
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3.2.1 Robot

The Survivor Buddy robot was used for the robot interactions with participants in these

experiments. The Survivor Buddy robot was developed at Texas A&M University and

is usually mounted to a mobile robotic platform (see Figure 3.1) [34]. The robot was

designed to aid in research that investigates how a robot can be used to communicate

with and comfort disaster survivors. For this study the Survivor Buddy robot was not

mounted to a mobile base, rather it was placed on a table facing the study participant (see

Figure 3.2). The Survivor Buddy robot consists of a small monitor manufactured by Mimo

Monitors, Inc.2 mounted to the end of an arm. The arm contains four Robotis Dynamixel3

actuators. One actuator raises and lowers the arm while the remaining three actuators allow

the monitor to raise and lower, turn to the left and right, and tilt to the left and right.

Figure 3.1

Image Displayed During Survivor Buddy Introduction

2http://www.mimomonitors.com/
3http://www.robotis.com/xe/dynamixel en/
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Figure 3.2

Survivor Buddy as a Stand-Alone Robot

The experiments were conducted using the Wizard-of-Oz technique [23]. The sound

and video from the robot’s microphone and camera were streamed to the robot operator’s

PC which was located in another room. The robot operator could use pre-programmed

functionality to perform routine actions such as raising the robot’s monitor from a resting

position and having the robot give instructions to the participant (see Figure 3.3). Less

routine tasks such as turning the robot’s head to face a participant or asking the participant

to speak more loudly were also possible to accomplish with the manual controls available

to the robot operator through the graphical user interface.

To avoid the implication of emotion from the robot’s “face”, static images were shown

on the Survivor Buddy’s monitor. For most of the experiment an image derived from Ap-

ple’s Finder icon was used as the Survivor Buddy’s face. As Figure 3.4 illustrates, the smile

was removed to avoid a bias toward “happy” emotions. An image (shown in Figure 3.1) of
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Figure 3.3

Robot Operator GUI (Preliminary Experiments)
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the Survivor Buddy mounted to a mobile robot base was shown to the participants while

the Survivor Buddy robot introduced itself to the participants. During its introduction, the

robot explained that it was meant to be used to communicate with people trapped by rub-

ble at disaster scenes. One robot operator noted that after seeing the image of the Survivor

Buddy robot in the rubble the participants appeared much more interested in the robot.

Figure 3.4

Image Displayed as a Face on the Survivor Buddy Monitor

3.2.2 Speech Synthesizer

The original software supplied with the Survivor Buddy robot uses Microsoft’s text-to-

speech system to produce speech. For these experiments the MARY (Modular Architecture

for Research on speech sYnthesis) speech synthesizer was used. MARY was designed with

the generation of expressive speech as a goal [87]. While MARY supports many input

formats such as ToBI and EmotionML (see Section 2.2) to specify vocal prosody modi-

fcations or what emotion to convey in its speech, voice model training issues prohibited

their use for this research. As reported in [21], informal listening tests found that the out-
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put of the MARY speech synthesizer did not appear to change the pitch of statements in

response to the ToBI markup. The Praat software system [13] was used to verify that the

ToBI commands were not affecting the generated speech. After much investigation, the

root cause was found. The slt voice data from the Language Technologies Institute at

Carnegie Mellon University [12] contained sentences without ending punctuation. There-

fore, the voice model was never trained to respond to frequency changes such as the rising

pitch at the end of a question. The resulting voice model did not contain the information

needed to respond correctly to the ToBI markup language.

RAWMARYXML is one way the vocal prosody modifcations necessary to convey

emotion were specifed in this experiment. RAWMARYXML features tags to markup

changes in the synthesized speech’s speech rate and pitch contour [84]. Figure 3.5 shows

the RAWMARYXML markup to convey a “sad” vocal prosody through a slow speech rate

and a falling pitch contour. The MARY speech synthesizer also allowed modifcation of the

produced speech’s volume, average pitch, and amount of pitch variation through request

parameters sent to the speech synthesizer as part of speech synthesis request [83].
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<maryxml version="0.5" xml:lang="en-US"> 
<p> 

<prosody rate="50%" 
contour="(0%,+0st)(30%,-0.5st)(50%,-2.0st) 

(70%,-3.0st)(100%,-4.5st)"> 
The town came for the fast store. 

</prosody> 
</p> 

</maryxml> 

Figure 3.5

Example of RAWMARYXML Expressing a “Sad” Vocal Prosody

3.2.3 Text

Semantically unpredictable sentences (SUS) [10] were used in the listening task to

ensure that the participants were choosing an emotion based on the robot’s vocal prosody,

not the linguistic content of the sentence. Sets of semantically unpredictable sentences are

typically used to test the intelligibility of speech synthesizers. The sentences are generated

by frst compiling a list of the most commonly used words for several parts of speech

(noun, verb, adjective, and determiner). Then the words are placed into one of fve sentence

structures (shown in Figure 3.6). The resulting sentences contain real words in structurally

acceptable arrangements. However, the linguistic content of each sentence is meaningless.

Examples of semantically unpredictable sentences used in the study are:

• The front fact owned the chair.

• Grab the food or the sea.

• The case joined the chance that jumped.

32



Determiner + Noun + Verb (intransitive) + Preposition + Determiner + Adjective + Noun

Determiner + Adjective + Noun + Verb (transitive) + Determiner + Noun

Verb (transitive) + Determiner + Noun + Conjunction + Determiner + Noun

Question Adverb + Verb (auxiliary) + Determiner + Noun + Verb (transitive) + Determiner + Noun

Determiner + Noun + Verb (transitive) + Determiner + Noun + Relative Pronoun + Verb (intransitive)

Figure 3.6

Sentence Structures for Semantically Unpredictable Sentences

A set of ffty semantically unpredictable sentences was generated. A subset of twenty

sentences was selected for each participant. For each subset, each participant listened to

four sentences for each of the fve emotions (anger, calm, fear, happiness, sadness) in a

random order of presentation.

3.3 Study Protocol

Each participant completed an informed consent form (see Appendix A.1), a demo-

graphics questionnaire (see Appendix C.1), and a mood survey before the researcher gave

instructions for the tasks of choosing emotions and transcribing the sentences. The re-

searcher then left the room. The robot operator remotely controlled the Survivor Buddy

robot while the robot introduced itself and repeated the instructions to the participant. The

robot operator then used the robot to lead the participant through twenty sentences.

The tasks completed by the participants related to listening to sentences said by the

Survivor Buddy robot. When a sentence was frst said by the robot the participant would

select the emotion being conveyed by the vocal prosody of the robot’s speech. The list
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of emotions that the participant could choose from was anger, calm, fear, happiness, and

sadness. See Figure 3.7 for how the emotions were depicted on the participants’ assess-

ment form (Appendix B.1). The participant would then transcribe the sentence. The robot

would automatically repeat the sentence once while the participant wrote the sentence. The

participant could ask the robot to repeat the sentence by saying “repeat.” The participant

would signal the robot to move to the next sentence by saying “next.”

Figure 3.7

Emotion Choices Presented to the Participants (Preliminary Experiments)

Once the participant completed the twenty sentences the robot asked the participant to

retrieve the researcher from the hallway. The participant fnished the study by completing

a questionnaire evaluating the robot, a second mood survey, a personality survey, and a

short survey on the participant’s experience during the study.

3.4 Voice Modifcation

This sections describes the changes in vocal prosody that were made to the standard

voice model in both the initial and second preliminary experiments. The changes in vocal

prosody were intended to convey emotions in the generated speech.
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3.4.1 Initial Experiment

These experiments utilized MARY (Modular Architecture for Research on speech sYn-

thesis), an open source speech synthesizer designed to produce expressive speech [87]. The

pitch and volume of the synthesized speech were specifed in speech synthesis requests sent

to the MARY server. MaryXML, one of the input languages for MARY, contains tags and

elements that allow for the modifcation of the pitch contour and speech rate of synthesized

statements [84]. These modifcations to the standard voice were intended to convey four of

Ekman’s Big Six emotions: anger, fear, happiness, and sadness. Disgust and surprise were

omitted to reduce the number of emotion choices. Disgust and surprise were chosen be-

cause the authors did not envision a scenario where the quality of human-robot interaction

would depend on the communication of those two emotions.

The vocal prosody modifcation labeled calm was used to represent a normal vocal

prosody that did not convey an emotion. The calm vocal prosody was used as a baseline

for the pitch, speech rate, and volume modifcations made to express the other four emo-

tions. The calm vocal prosody used a speech rate of 75% and a volume of 60%. These

values allowed for changing both parameters higher and lower without making the pro-

duced speech diffcult to understand. For example, anger is expressed by a faster than

normal speech rate and sadness is expressed by a slower than normal speech rate. For the

initial experiment, sentences said with the anger vocal prosody used a speech rate of 95%

(faster than the calm’s vocal prosody speech rate of 75%) and sentences said with the vo-

cal prosody intended to convey sadness used a speech rate of 50% (slower than the calm’s

vocal prosody speech rate of 75%). The values used for the vocal prosody modifcation
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parameters were initially chosen based on literature reporting the prosody characteristics

of emotional speech [33, 91, 93]. For example, Tao et al. [93] report that one of the trans-

formations required to change a neutral vocal prosody to a strong happiness vocal prosody

is a rise in the F0 pitch by 37.2%. The particular voice model used for these experiments

had an average pitch of 180 Hz. An increase of 37.2% would be an increase of 67 Hz over

the normal voice. Pilot testing of the vocal prosody modifcations was performed and the

parameter values were adjusted based on feedback from the listeners. Table 3.1 shows the

modifcations made to the standard voice that were used in the frst experiment.

Table 3.1

Changes Made to Standard Voice to Convey Emotions in Initial Preliminary Experiment

Emotion Pitch Pitch Range Pitch Contour Speech Rate Volume

Anger -50Hz 120%
each word had

a falling contour
95% 100%

Calm unchanged unchanged unchanged 75% 60%
Fear +40Hz 30% rising 90% 80%

Happiness +50Hz 150%
each word had
a rising contour

85% 60%

Sadness -30Hz 70% falling 50% 40%

3.4.2 Second Experiment

The program that specifed the speech synthesizer’s vocal prosody was modifed and a

second experiment was conducted. The essential study design features of the frst experi-

ment were repeated in this second experiment. The only difference was the vocal prosody
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instructions given to the MARY speech synthesizer were modifed. Table 3.2 shows the

vocal prosody changes made to the default voice to express each of the fve emotions.

Table 3.2

Changes Made to Standard Voice to Convey Emotions in Second Preliminary Experiment

Emotion Pitch Pitch Range Pitch Contour Speech Rate Volume

Anger -50Hz 120%
each word had

a falling contour
95% 95%

Calm unchanged unchanged fat 80% 60%
100% with

Fear +70Hz 20% rising random pauses 70%
between words

Happiness +50Hz 200%
varied between
-5% and +25%

varied between
70% and 90%

80%

Sadness -30Hz 70% falling 50% 40%

The “fear” and “happiness” vocal prosodies changed the most from the initial experi-

ment. The pitch of the new “fear” vocal prosody was raised an additional 30Hz, the pitch

range was decreased 10%, and the volume was decreased by 10%. The speech rate of the

new “fear” vocal prosody was increased by 10% but random pauses were inserted between

words to mimic a halting speech pattern.

The new “happiness” vocal prosody had an increased pitch range (200% as opposed

to 150%) and an increased volume (80% instead of 60%). The pitch contour of the new

“happiness” vocal prosody was calculated over the entire sentence so that the pitch rose

and fell in a smooth pattern as recommended by Burkhardt and Sendlmeier [17]. The

new “happiness” vocal prosody’s speech rate also varied between 70% and 90% over the
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entire sentence. These last two changes were made to give the sentences said with the

“happiness” vocal prosody a melodic quality.

3.5 Results

This section reports the results of both the initial and second preliminary experiments.

The purpose of these experiments was to validate the changes in vocal prosody of the

robot’s speech made to express emotion. The surveys administered before and after lis-

tening task (see Section 3.3) in the preliminary experiments were being evaluated for use

in the following larger scale experiments. The survey results were not analyzed and the

survey results are not reported.

3.5.1 Initial Experiment

Thirty-six university students participated in this experiment. Program malfunctions

did not permit three students to fnish the experiment so the following results are for 33

participants. The 33 participants included 17 females and 16 males. Their average age was

19.7 years old (SD = 2.18). Table 3.3 is a confusion matrix that displays the classifcation

of sentences said with the intended emotions across all participants. For example, the

frst row of the table shows that sentences spoken with the “anger” vocal prosody were

recognized correctly 65.9% of the time while 18.2% were classifed as “calm”, 7.6% as

“fear”, 5.3% as “happiness”, and 3.0% as “sadness.”

Table 3.4 gives the results of a one sample t-test (α = 0.05) for each of the emotion

recognition rates including effect size using Cohen’s d value. Cohen’s d is used to express

and categorize an effect size as small (d = 0.2), medium (d = 0.4), or large (d = 0.8) [19].
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Table 3.3

Emotion Recognition Rates in Initial Experiment

Intended Selected Emotion (% correct)
Emotion Anger Calm Fear Happiness Sadness
Anger 65.9 18.2 7.6 5.3 3.0
Calm 4.5 68.9 4.5 2.3 18.9
Fear 0 11.4 37.9 33.3 17.4
Happiness 0 25.0 19.7 18.2 36.4
Sadness 29.5 19.7 0.8 0 49.2

For a one sample t-test Cohen’s d is calculated as

d = 
X − µ 

SD
(3.1)

where µ is the test value being compared to the mean. The test value used in this one

sample t-test was 0.2, the recognition rate that results from random guessing.

Table 3.4

Statistical Signifcance of Emotion Recognition Rates in Initial Experiment

Emotion Mean SD t df p (2-tailed) Cohen’s d 
Anger 0.659 0.27 9.727 32 <0.001 1.69
Calm 0.689 0.22 12.969 32 <0.001 2.26
Fear 0.379 0.34 2.994 32 0.005 0.52
Happiness 0.182 0.20 -0.521 32 0.606
Sadness 0.492 0.35 4.790 32 <0.001 0.83

3.5.2 Second Experiment

Nineteen university students participated in the second experiment. There were eleven

female and eight male participants. Their average age was 18.7 years old (SD = 1.06).
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Table 3.5 is a confusion matrix that displays the classifcation of sentences said for the

intended emotions across all participants. Table 3.6 gives the results of a one sample t-

test (α = 0.05) for each of the emotion recognition rates including effect size. The test

value used in the one sample t-test was 0.2, the recognition rate that results from random

guessing.

Table 3.5

Emotion Recognition Rates in Second Experiment

Intended Selected Emotion (% correct)
Emotion Anger Calm Fear Happiness Sadness
Anger 76.3 9.2 5.3 6.6 2.6
Calm 7.9 76.3 2.6 6.6 6.6
Fear 3.9 1.3 46.1 14.5 31.6
Happiness 7.9 15.8 18.4 30.3 26.3
Sadness 23.7 40.8 3.9 0 30.3

Table 3.6

Statistical Signifcance of Emotion Recognition Rates in Second Experiment

Emotion Mean SD t df p (2-tailed) Cohen’s d 
Anger 0.763 0.26 9.570 18 <0.001 2.20
Calm 0.763 0.23 10.775 18 <0.001 2.47
Fear 0.461 0.39 2.888 18 0.01 0.66
Happiness 0.303 0.21 2.093 18 0.05 0.48
Sadness 0.303 0.28 1.578 18 0.13
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3.6 Discussion

The emotional vocal prosody recognition rates from the initial and second preliminary

experiments are discussed in this section.

3.6.1 Initial Experiment

The recognition rate for each emotion was initially compared to the recognition rate

of random guessing by the participant. Since there were fve choices of emotion for each

sentence, the probability of correctly guessing the intended emotion was 20% (1/5). The

recognition rates for the intended emotion of anger (65.9%) and calm (68.9%) were both

well above chance (see Table 3.4). These rates were comparable to the successful emotion

recognition rate (60%) of people listening to human speakers [82]. The recognition rates

for fear (37.9%) and sadness (49.2%) were signifcantly higher than chance but are lower

than the recognition rates of anger and calm.

The most surprising result was the recognition rate for happiness (18.2%). Not only

was this rate below the level of chance, sentences said with a “happy” vocal prosody were

more likely rated as fear, calm, or sadness than rated as conveying happiness. This fnding

should have been anticipated given that previous research has shown that happiness is

diffcult to recognize from vocal prosody alone [60].

This result lead to more research into the expression of happiness through vocal prosody.

Frick [30] noted that speech expressing happiness “is often described as containing gentle

contours in pitch.” This idea was repeated by Burkhardt and Sendlmeier [17] who used a

“wave pitch contour model” to express joy / happiness. These fndings were the basis of
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the change to the “happiness” vocal prosody for the second experiment. Instead of apply-

ing pitch contour changes to individual words (as in the “anger” vocal prosody), the pitch

contour of the entire sentence was modifed to produce a gentle rising and falling contour.

A similar modifcation to the speech rate (speeding up and slowing down) was made for

the entire sentence as well. These two changes produced a melodic “sing-song” quality in

the sentences synthesized with the “happiness” vocal prosody.

3.6.2 Second Experiment

After changes were made to the vocal prosody characteristics for calm, fear, and hap-

piness (see Table 3.1 and Table 3.2), the recognition rates for four of the fve intended

emotions increased from the rates observed in the initial experiment. Four of the fve in-

tended emotion recognition rates were signifcantly higher than chance (20%) as shown in

Table 3.6. Sentences said with the modifed “happiness” vocal prosody were correctly clas-

sifed 30.3% of the time, an improvement over the 18.2% recognition rate in the previous

experiment.

The recognition rate for sadness fell from 49.2% in the frst experiment to 30.3% in

this experiment even though no changes were made to the vocal prosody used to express

sadness. More importantly, the statements said in a “sad” vocal prosody were classifed as

calm more often than they were classifed as sadness.

The null hypothesis for H1 was that participants would not be able to recognize the

emotional intent of a statement based on vocal prosody alone. The null hypothesis was

rejected after the intended emotion recognition rates for four of the fve emotions were
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signifcantly higher than chance. However, there is much room for improvement in the

recognition rates of the “sadness” and “happiness” vocal prosody modifcations. For state-

ments voiced using the “happiness” vocal prosody, almost as many (26.3%) statements

were labeled “sad” as were labeled “happy.” The misclassifcation of “sad” statements as

“calm” statements might not have a serious impact on interactions between a robot and

a person. The misclassifcation of “happy” statements as “sad” statements was a more

troubling mistake and could lead to many misunderstandings.

3.7 Conclusions and Future Work from Preliminary Experiments

Semantically unpredictable sentences were used in these experiments to ensure that the

linguistic content of the robot’s speech would not affect the listener’s choice of emotion.

While the content of the sentences themselves did not communicate emotion, individual

words in the sentences may have infuenced the participant’s choice of emotion for individ-

ual statements. One example is the word cried in the sentence The dream cried by the great

way. The negative connotations of the word cry might have lead participants to label this

sentence as “sad” no matter what vocal prosody was used while the sentence was spoken.

Based on informal discussions with STaRS lab members who listened to the vocal

prosody modifcations, the description of the vocal prosody that should not communicate

a particular emotion should be changed from calm to neutral. The term calm might imply

a slowness of speech that leads to the confusion of sadness and calm.

The second experiment did not involve as many participants as the initial experiment.

The second experiment was repeated using a larger number of participants with changes
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addressing the above concerns (see Chapter 4) in order to increase confdence in the vo-

cal prosody modifcations before proceeding with experiments concerning the effcacy of

emotional robotic voices.
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CHAPTER 4

EXPERIMENT 1: VALIDATION OF EMOTIONAL VOICES

This chapter1 presents an experiment conducted to validate the vocal prosody modif-

cations made to portray emotions with a robot voice.

4.1 Experimental Design

Previous HRI research related to the use of emotional voices by robots often omitted

the validation of the vocal prosody modifcations used to communicate emotions during

experiments. While the vocal prosody modifcations were based on the research on how

people communicate emotions through vocal prosody (see Section 2.1), the researchers did

not validate that the people interacting with a robot perceived the emotion that the robot was

attempting to communicate through its vocal prosody. The purposes of this experiment was

to validate that the modifcations to the robot’s vocal prosody communicated the intended

emotion and that the robot’s speech remained intelligible. The hypotheses were:

H1: Participants will recognize the emotion being communicated by the robot

solely based on the robot’s vocal prosody (pitch, pitch range, speech rate, and

volume).
1The content of this chapter appears in [22]
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H2: Participants will understand the robot’s speech better when changes to the

robot’s vocal prosody (pitch, pitch range, speech rate, and volume) are small.

Note that the frst hypothesis (H1) was the same hypothesis used in the preliminary exper-

iments (see Chapter 3). Each participant heard the vocal prosody modifcations for all fve

emotions: anger, fear, happiness, neutral, and sadness. Therefore this was a within-subjects

design.

4.2 Apparatus

This section describes the apparatus used in Experiment 1: the robot, the speech syn-

thesizer, and the text said by the robot during the experiment.

4.2.1 Robot

The robot (Survivor Buddy) used in this experiment was the same robot used in the

preliminary experiments (see Section 3.2.1). To address concerns that Survivor Robot

might not be seen as a robot by some of the participants, the monitor representing Survivor

Buddy’s face was probabilistically moved after Survivor Buddy said a sentence during the

experiment portion of the study. Forty percent of the time Survivor Buddy would perform

an avert motion that moved its face a small amount in a random direction. Twenty percent

of the time Survivor Buddy would start a “small scan” motion that turned its head left and

right. The remaining forty percent of the time the Survivor Buddy robot would not make a

movement. Survivor Buddy would continue these movements while the participant asked

it to repeat the same sentence. Once the participant asked Survivor Buddy to move to the
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next sentence, Survivor Buddy moved its head back to its “home” (or normal position)

before saying a new sentence.

This experiments was conducted using the Wizard-of-Oz technique [23]. The sound and

video from the robot’s microphone and camera were streamed to the robot operator’s PC

which was located in another room. This experiment used the same graphical user interface

program written for robot operator as the preliminary experiments (see Section 3.2.1).

4.2.2 Speech Synthesizer

MARY, the open source speech synthesizer used in the preliminary experiments (see

Chapter 3) was used again in this experiment. Table 4.1 lists the changes to the normal

voice generated by the MARY speech synthesizer to express the fve emotions used in the

experiment. The changes were the result of the preliminary emotional voice validation

experiments reported in Chapter 3. Note that the term neutral was substituted for the term

calm used in preliminary experiments as recommended in Section 3.7.

Table 4.1

Changes Made to Standard Voice to Convey Emotions in Experiment 1

Emotion Pitch Pitch Range Pitch Contour Speech Rate Volume

Anger -50Hz 120%
each word had

a falling contour
95% 95%

100% with
Fear +70Hz 20% rising random pauses 70%

between words

Happiness +50Hz 200%
varied between
-5% and +25%

varied between
70% and 90%

80%

Neutral unchanged unchanged fat 80% 60%
Sadness -30Hz 70% falling 50% 40%
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4.2.3 Text

Semantically unpredictable sentences (see Section 3.2.3 for a detailed explanation) [10]

were used in the listening task to ensure that the participants chose an emotion based on

the robot’s vocal prosody, not the linguistic content of the sentence. During the prelim-

inary experiments (see Section 3.7) the ability of individual words to imply an emotion

even when appearing in a meaningless sentence was noted. The words used in the cur-

rent set of semantically unpredictable sentences were selected to avoid symbolism and the

unintentional portrayal of emotion.

A set of forty semantically unpredictable sentences was generated. A subset of twenty

sentences was selected for each participant. For each subset, each participant listened to

four sentences for each of the fve emotions (anger, fear, happiness, neutral, sadness) in a

random order of presentation.

4.3 Surveys and Measures

This section describes the pre-experiment surveys, experiment measures, and post-

experiment surveys used for Experiment 1.

4.3.1 Pre-Experiment Surveys

Participants completed several pre-experiment surveys. Each participant completed a

demographics survey (see Appendix C.1) asking for their gender, age, occupation, highest

level of education, ethnicity, race, prior computer experience, and prior robot experience.

In addition to previous demographic questions that were asked of all participants in Social,

Therapeutic & Robotic Systems (STaRS) lab experiments, a set of questions concerning
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previous experience with synthesized speech were also asked. These questions included

asking the participants for their experience with video games, their use of Global Position-

ing System (GPS) units that gave directions by speech, and their use of digital personal

assistants such as Siri or Google Now that announce answers by speech.

The short-form of the International Positive and Negative Affect Schedule (I-PANAS-

SF) [102, 94] (see Appendix C.2) was used to measure the participant’s mood before the

experiment. Given that the participants were attempting to recognize the emotion conveyed

by the Survivor Buddy’s voice, it was important to determine the participant’s current mood

to investigate if the participant’s mood affected their judgment of the emotions presented.

The participant was instructed to read each term on the I-PANAS-SF and mark to what

extent the term described how they felt at the moment. The scale for each item ranged from

1 (not at all) to 5 (extremely). The I-PANAS-SF was scored by summing the responses for

the positive affect items (active, alert, attentive, determined, and inspired) and summing

the responses for the negative affect items (afraid, ashamed, hostile, nervous, and upset).

Therefore the participant received two affect scores (positive and negative) that ranged

between 5 and 25.

The shortened Big Five Inventory (BFI-10) [39, 68] (see Appendix C.3) was adminis-

tered to measure the participant’s personality in terms of the fve dimensions: Extraversion,

Agreeableness, Conscientiousness, Neuroticism, and Openness. The participant was asked

to mark how well the statements (see Table 4.2) described their personality on a scale of 1

(disagree strongly) to 5 (agree strongly). The participant received a score for each of the 5

dimensions that ranged from 2 to 10.
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Table 4.2

Big Five Inventory Scoring

Dimension I see myself as someone who . . .

Extraversion
. . . is reserved (reverse scored)
. . . is outgoing, sociable

Agreeableness
. . . is generally trusting
. . . tends to fnd fault with others (reverse scored)

Conscientiousness
. . . tends to be lazy (reverse scored)
. . . does a thorough job

Neuroticism
. . . is relaxed, handles stress well (reverse scored)
. . . gets nervous easily

Openness
. . . has few artistic interests (reverse scored)
. . . has an active imagination

Although there were not specifc hypotheses concerning relationships between the par-

ticipant’s mood or personality and their ability to recognize emotions conveyed by vocal

prosody, these measures were used to investigate if such correlations existed.
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4.3.2 Experiment Measures

Each participant heard a set of 20 semantically unpredictable sentences (four for each

emotion: anger, fear, neutral, sadness, and happiness) said by the robot. The order of

presentation was balanced so that two sentences expressed in each emotion were contained

in the frst ten sentences. For the frst ten sentences, the participant wrote a word describing

the robot’s intended emotion and then transcribed the sentence (see Appendix B.2). For the

last ten sentences, the participant chose one of the fve emotions as depicted in Figure 4.1

and then transcribed the sentence. This was a change from the preliminary experiments

reported in Chapter 3. The preliminary experiments presented the participant with the

fve emotion choices for all 20 sentences. The assessment completed by the participant

was used to calculate the recognition percentage for each of the fve intended emotions

and the number of words misunderstood when said using each of the fve vocal prosody

modifcations.

Figure 4.1

Emotion Choices Presented to the Participants (Experiment 1)

The approach to have participants provide their own word through free choice to de-

scribe the emotion conveyed by the robot’s voice for the frst ten sentences was inspired

by criticisms presented in an article by Greasley et al. that the choices presented to the

51



participant may infuence their perception of the emotion conveyed from vocal prosody

[31]. The free choice of emotion (frst ten sentences) and the forced choice of emotion

(last ten sentences) were not counterbalanced in this experiment. This decision was made

to avoid having the list of emotions (angry, fear, happy, neutral, and sad) presented during

the forced choice of emotion infuence the participant’s choice of words during the free

choice of emotion part of the study.

The participants’ free choices of emotions were categorized as one of the fve expected

emotions or as not an emotional word. If the participant’s response was one of the fve

expected emotions or if the response was a word whose root was one of the fve expected

emotions, it was categorized as the given emotion. For example, fearful was categorized

as fear. Three data sets relating affective concepts and words were consulted next: the

hierarchical cluster analysis of emotions by Shaver et al. [89], WordNet-Affect [96], and

EmoSenticNet [63]. If the word appeared in one of the three data sets, the word was

categorized using the emotion specifed by the data set. As an example, “indifference”

is categorized as neutral-emotion in WordNet-Affect. If a word remained unclassifed,

the word’s defnition and list of similar words in WordNet [52] was consulted. If the

defnition or list of similar words contained one of the fve expected emotions, the word

was classifed as that emotion. For example, “frantic” is defned in WordNet as “distraught

with fear or other violent emotion” so frantic was categorized as fear. Words that could not

be categorized using the above process were labeled as “not emotion” and that response

was excluded from further analysis.
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4.3.3 Post-Experiment Surveys

The participant completed the short-form of the International Positive and Negative

Affect Schedule (I-PANAS-SF) [102, 94] (see Appendix C.2) again to measure the par-

ticipant’s mood after the experiment. An evaluation of the robot (see Appendix C.4) was

completed by the participant. The participant fnished the study by completing a short

survey on the participant’s experience during the study.

4.4 Study Protocol

Each participant completed an informed consent form (see Appendix A.2) and a de-

mographics survey. Next, short form versions of the International Positive and Negative

Affect Schedule (I-PANAS-SF) and Big Five Inventory (BFI-10) were completed by the

participant. The researcher then explained the study instructions to the participant. During

the study the robot would say a sentence. Based on the sound of the robot’s voice, the

participant would write one word that describes the emotion being conveyed by the robot.

Then the participant transcribed the sentence said by the robot. The robot would repeat the

sentence once automatically. The participant could ask the robot to repeat the sentence by

saying “repeat”. The robot would repeat the sentence as often as the participant requested.

The participant could ask the robot to proceed to the next sentence by saying “next”. This

procedure was followed for the frst ten sentences spoken by the robot.

The researcher would warn the participant that the sentences said by the robot would

consist of real words, but the words would be in random order so the sentences would not

make sense. The sentences were actually constructed using the semantically unpredictable
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sentence process outlined in section 3.2.3. The participants were told that the words were

in random order to avoid explaining what semantically unpredictable sentences are and

the purposes for their use in this experiment. The researcher gave the participant a re-

sponse sheet to use during the study and then the researcher would leave the room to avoid

infuencing the participant’s responses. The robot introduced itself and repeated the in-

structions. The robot would ask the participant if they were ready to begin before starting

to work through the sentences with the participant.

After the frst ten sentences the robot gave the participant new instructions. The par-

ticipant was asked to select the emotion conveyed by the robot’s voice from a list of fve

emotions: angry, fear, happy, neutral, and sad. The robot stated a new answer sheet for the

participant was located in the folder next to the robot. Appendix B.2 shows the emotion

choices for the last ten sentences as depicted on the second response sheet. The robot asked

the participant if they were ready to continue and then the robot would proceed with the

last ten sentences.

After all of the sentences were completed, the robot asked the participant to retrieve

the researcher from the hallway. The participant would then complete the I-PANAS-SF

survey again as a follow-up measure to ensure participants were in a similar affective state

to how they felt when they arrived for the study. The participant’s last surveys were an

evaluation of the robot and an evaluation of the study itself. The researcher then debriefed

the participant and thanked the participant for his or her help.
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4.5 Results

The following results are reported for 53 participants, all of which were college stu-

dents. The participants (34 females and 19 males) had an average age of 18.96 years (SD

= 1.65). The students were recruited from lower-level computer science and psychology

classes. The only inclusion criterion was the requirement that English be the student’s frst

language.

4.5.1 Free Choice of Emotion

The participants’ word choices were categorized as one of the fve expected emotions

using the process described in section 4.3.2. The results are provided in Table 4.3. Of the

530 participant responses, 92 could not be categorized to one of the fve emotion categories.

Examples of words that were not categorized as an emotion were: alert, commanding,

determined, informative, and sweet.

Table 4.3

Participant’s Responses Categorized as Non-Emotion or Emotion

Intended Emotion Word
Emotion No Yes
Anger 29 77
Fear 13 93
Happiness 21 85
Neutral 16 90
Sadness 13 93
Total 92 438
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Table 4.4 shows how the participants classifed the sentences when allowed to provide

their own word choice to describe the emotion conveyed by the robot’s voice. This free

choice of emotions consisted of the frst ten sentences heard by each participant.

Table 4.4

Recognition Rates for Free Choice of Emotions

Intended Emotion Category (% correct)
Emotion Anger Fear Happiness Neutral Sadness
Anger 51.9 3.9 14.3 15.6 14.3
Fear 0.0 55.9 26.9 1.1 16.1
Happiness 2.4 21.2 38.8 7.1 30.6
Neutral 5.6 8.9 16.7 38.9 30.0
Sadness 12.9 1.1 1.1 5.4 79.6

The participant’s free choice of emotion was categorized as one of the fve expected

emotions using the process described in Section 4.3.2. Table 4.5 gives the results and

effect sizes of a one sample t-test (α = 0.05) for each of the emotion recognition rates

during the free choice of emotion portion of the study. Cohen’s d is used to express and

categorize an effect size as small (d = 0.2), medium (d = 0.4), or large (d = 0.8) [19]. For

a one sample t-test Cohen’s d is calculated as

X − µ
d = (4.1)

SD

where µ is the test value being compared to the mean. If the participant randomly guessed

the emotional intent of the robot’s speech, the participant would be expected to guess

correctly 20% (or 1/5) of the time. Therefore, the test value used in the one sample t-test
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and when calculating Cohen’s d was 0.2, the recognition rate that results from random

guessing.

Table 4.5

Statistical Signifcance of Recognition Rates for Free Choice of Emotions

Emotion Mean SD t df p (2-tailed) Cohen’s d 
Anger 0.51 0.42 5.03 46 <0.001 0.73
Fear 0.59 0.42 6.69 51 <0.001 0.93
Happiness 0.40 0.40 3.60 50 0.001 0.50
Neutral 0.41 0.42 3.69 51 0.001 0.51
Sadness 0.76 0.35 11.47 50 <0.001 1.61

4.5.2 Forced Choice of Emotion

Table 4.6 gives the recognition rates for the sentences (the last ten sentences heard by

each participant) where the participant was asked to select the emotion conveyed by the

robot’s voice from a list consisting of angry, fear, happy, neutral, and sad (see Figure 3.7).

Table 4.6

Recognition Rates for Forced Choice of Emotions

Intended Selected Emotion (% correct)
Emotion Anger Fear Happiness Neutral Sadness
Anger 70.8 2.8 1.9 24.5 0.0
Fear 0.0 62.3 14.2 2.8 20.8
Happiness 0.0 32.1 31.1 11.3 25.5
Neutral 1.9 0.9 7.5 79.2 9.4
Sadness 20.8 1.9 0.0 35.8 41.5
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Table 4.7 gives the results and effect sizes of a one sample t-test (α = 0.05) for each

of the emotion recognition rates during the forced choice of emotion portion of the study.

The test value used in the one sample t-test was 0.2, the recognition rate expected from

random guessing.

Table 4.7

Statistical Signifcance of Emotion Recognition Rates for Forced Choice of Emotions

Emotion Mean SD t df p (2-tailed) Cohen’s d 
Anger 0.71 0.35 10.69 52 <0.001 1.47
Fear 0.62 0.39 7.87 52 <0.001 1.08
Happiness 0.31 0.34 2.36 52 0.022 0.32
Neutral 0.79 0.32 13.62 52 <0.001 1.87
Sadness 0.42 0.44 3.60 52 <0.001 0.49

Table 4.8 shows the results of a paired sample t-test (α = 0.05) comparing the free

choice and forced choice emotion recognition rates. The effect sizes are given in Cohen’s

d which is calculated for a paired sample t-test as

XD
d = (4.2)

SDD 

where XD is the mean of the paired differences and SDD is the standard deviation of the

paired differences. Cohen’s d categorizes an effect size as small (d = 0.2), medium (d =

0.4), or large (d = 0.8) [19].
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Table 4.8

Comparing for Free and Forced Choice Emotion Recognition Rates

Emotion
Paired Differences
Mean SD df t p (2-tailed) Cohen’s d 

Anger
Fear
Happiness
Neutral
Sadness

−0.18
−0.05

0.09
−0.38

0.36

0.47
0.42
0.50
0.49
0.47

46
51
50
51
50

−2.63
−0.82

1.27
−5.48

5.51

0.012
0.416
0.211

<0.001
<0.001

−0.38

−0.76
0.77

4.5.3 Intelligibility of Emotional Robot Speech

A strict interpretation of correct transcription was used when compiling the following

results. Other than transcribing the exact word said by the robot, only homonyms (words

sharing a pronunciation) were accepted as a correct transcription. For example, transcrib-

ing see for sea was accepted as correct. There were 142 distinct words in the set of 40

semantically unpredictable sentences. For the 53 participants, a total of 6890 words were

heard. Table 4.9 gives the percentage of words said by the robot in each intended emotion

that were transcribed correctly.

Table 4.9

Transcribed Words by Emotion

Intended Number Transcribed
Emotion of Words Correctly (%)
Anger 1373 76.6
Fear 1379 68.2
Happiness 1372 80.4
Neutral 1381 83.5
Sadness 1385 85.1
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A one-way repeated measures ANOVA was conducted to see if the correct transcrip-

tion rates of words spoken in the different vocal prosody modifcations were signifcantly

different. Mauchly’s test indicated that the assumption of sphericity had not been violated,

χ2(9) = 7.579, p = 0.58. The effect size (ω2) for a one-way repeated measures ANOVA is

calculated as

h i 
k−1 
nk (MSM − MSR) 

ω2 = h i (4.3)
MSB−MSR k−1MSR + 

k + 
nk (MSM − MSR) 

Table 4.10 lists defnitions for the terms used in the ω2 defnition. For effect sizes expressed

as ω2, 0.01 is a small effect size, 0.06 is a medium effect size, and 0.14 is a large effect size

[29]. The ANOVA results [F(4,208) = 25.633, p < 0.001, ω2 = 0.23] show that there was

a signifcant difference in the correct transcription rates for words said using the different

vocal prosody modifcations for each of the fve emotions.

Table 4.10

Terms in ω2 for One-Way Repeated Measures ANOVA

Symbol Defnition
k number of conditions
n number of participants

MSM mean square of the model sum of squares
MSR mean square of the residual sum of squares
MSB mean square of the between-participants sum of squares

Just fourteen words (shown in Table 4.11) accounted for 24.5% of the total number of

transcription errors. Each of the words in Table 4.11 were transcribed incorrectly at least

72.7% of the total times that the words appeared in the sentences heard by the participants.
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Thirteen words were correctly transcribed by all of the participants: box, fsh, fresh, girl,

grab, great, held, plan, road, teach, tree, trip, wife.

Table 4.11

Words Transcribed Incorrectly Most Often

Word
Incorrectly
Transcribed

Most Common
Incorrect

Transcription
end 100% pen
looped 100% moved
law 100% lost
snored 100% more
owned 88.7% on
year 85.0% mirror
posed 84.8% post
cook 80.0% put
fact 78.8% fat
week 75.8% wheat
helped 75.0% held
sport 75.0% port
staff 75.0% stuff
bag 72.7% back

4.5.4 Correlations

The results of the demographic, mood, and personality surveys were used to investi-

gate the possibility of correlations between participant attributes and their ability to suc-

cessfully distinguish between the emotional vocal prosodies. Table 4.12 lists the counts of

participants in groups defned by binary-valued demographic attributes. The binary-valued

attribute “Owns Robot” was not evaluated for correlations because only one participant an-

swered that they owned a robot. The remaining binary-valued attributes (“Gender”, “Uses
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GPS with Voice”, and “Uses Digital Assistant with Voice”) were evaluated with indepen-

dent samples t-tests.

Table 4.12

Binary Participant Attributes (Experiment 1)

Attribute Value n Value n 
Gender
Owns Robot
Uses GPS with Voice
Uses Digital Assistant

with Voice

Female
Yes
Yes
Yes

34
1
48
38

Male
No
No
No

19
51
5
15

Table 4.13 lists descriptive statistics (mean, SD, and n) for the emotion recognition

rates grouped by gender. Note that the emotion recognition rates are reported for both the

free choice and forced choice portions of the experiment. Table 4.14 reports the results of

an independent-samples t-test (α = 0.05) which compared the emotion recognition rates of

males and females. The effect size was calculated using the equation for Cohen’s d when

the groups being compared are not equal sizes.

t(n1 + n2)
d = √ √ (4.4)

df n1n2 

Females recognized the “anger” vocal prosody (mean = 0.625, SD = 0.402, n = 33) during

the free choice of emotion portion of the experiment better [t(45) = 2.917, p = 0.005,

Cohen’s d = 0.93] than males (mean = 0.267, SD = 0.372, n = 18) .
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Table 4.13

Emotion Recognition Rate by Gender

Emotion
Female

Mean SD n 
Male

Mean SD n 
Anger
Fear

0.625 0.402
0.515 0.417

32
34

0.267 0.372
0.722 0.392

15
18

Free Choice Happiness
Neutral

0.455 0.402
0.333 0.389

33
33

0.306 0.389
0.553 0.438

18
19

Sadness 0.758 0.356 33 0.778 0.352 18
Anger 0.706 0.351 34 0.711 0.346 19

Forced Choice
Fear
Happiness
Neutral

0.588 0.379
0.324 0.346
0.824 0.299

34
34
34

0.684 0.415
0.290 0.346
0.737 0.348

19
19
19

Sadness 0.353 0.418 34 0.526 0.456 19

Table 4.14

Signifcance of Emotion Recognition Rate by Gender

Emotion
Mean

Difference t df p Cohen’s d 

Free Choice

Anger
Fear
Happiness

0.358
-0.208
0.149

2.917
-1.742
1.278

45
50
49

0.005 0.93
0.088
0.207

Neutral
Sadness

-0.219
-0.020

-1.871
-0.194

50
49

0.067
0.847

Anger
Fear

-0.005
-0.096

-0.046
-0.855

51
51

0.963
0.397

Forced Choice Happiness
Neutral
Sadness

0.034
0.087

-0.173

0.344
0.955

-1.402

51
51
51

0.732
0.344
0.167
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Forty-eight of the participants answered that they have used a GPS device that gives

directions via voice. Table 4.15 lists descriptive statistics for the emotion recognition rates

when grouped by GPS use. Table 4.16 the results of an independent-samples t-test (α =

0.05) which compared the emotion recognition rates of the two groups. There were no

signifcant differences in the emotion recognition rates between participant groups based

on who had or had not used a GPS device that used speech to give directions.

Table 4.15

Emotion Recognition Rate by GPS Use

Emotion Mean
No

SD n Mean
Yes

SD n 
Anger 0.625 0.479 4 0.500 0.423 43

Free Choice
Fear
Happiness
Neutral

0.375
0.500
0.500

0.479
0.500
0.500

4
5
5

0.604
0.391
0.404

0.412
0.393
0.412

48
46
47

Sadness 0.900 0.224 5 0.750 0.361 46

Forced Choice

Anger
Fear
Happiness

0.800
0.500
0.400

0.274
0.500
0.418

5
5
5

0.698
0.635
0.302

0.353
0.382
0.338

48
48
48

Neutral
Sadness

0.900
0.500

0.224
0.500

5
5

0.781
0.406

0.325
0.433

48
48
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Table 4.16

Signifcance of Emotion Recognition Rate by GPS Use

Emotion
Mean

Difference t df p (2-tailed) Cohen’s d 
Anger 0.125 0.561 45 0.578

Free Choice
Fear
Happiness

−0.229
0.109

−1.058
0.573

50
49

0.295
0.569

Neutral
Sadness

0.096
0.150

0.485
0.905

50
49

0.630
0.370

Forced Choice

Anger
Fear
Happiness

0.102
−0.135

0.098

0.625
−0.734

0.604

51
51
51

0.535
0.467
0.549

Neutral
Sadness

0.119
0.094

0.795
0.454

51
51

0.430
0.651
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Thirty-eight of the participants answered they had used a digital personal assistant such

as Apple Siri or Google Now that communicates via voice. Table 4.17 lists descriptive

statistics for the emotion recognition rates when grouped by digital personal assistant use.

Table 4.18 presents the results of an independent-samples t-test (α = 0.05) which compared

the emotion recognition rates of the two groups. Effect sizes for signifcant results are

reported in Cohen’s d (for unequal size groups). The group of participants who had used

a digital personal assistant (mean = 0.737, SD = 0.344, n = 38) successfully identifed the

“neutral” vocal prosody at a lower rate [t(47.3) = 2.733, p = 0.009, d = 1.22] than the group

of participants who had not used a digital personal assistant (mean = 0.933, SD = 0.176, n

= 15) during the forced choice of emotion section of the experiment.

Table 4.17

Emotion Recognition Rate by Digital Assistant Use

Emotion Mean
No

SD n Mean
Yes

SD n 
Anger 0.462 0.431 13 0.529 0.425 34

Free Choice
Fear
Happiness

0.679
0.433

0.421
0.417

14
15

0.553
0.389

0.416
0.398

38
36

Neutral
Sadness

0.429
0.767

0.475
0.320

14
15

0.408
0.764

0.400
0.368

38
36

Forced Choice

Anger
Fear
Happiness

0.700
0.633
0.367

0.316
0.442
0.352

15
15
15

0.711
0.618
0.290

0.361
0.376
0.342

38
38
38

Neutral
Sadness

0.933
0.333

0.176
0.450

15
15

0.737
0.447

0.344
0.433

38
38
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Table 4.18

Signifcance of Emotion Recognition Rate by Digital Assistant Use

Emotion
Mean

Difference t df p (2-tailed) Cohen’s d 
Anger −0.068 −0.488 45 0.628

Free Choice
Fear
Happiness

0.126
0.044

0.966
0.358

50
49

0.339
0.722

Neutral
Sadness

0.021
0.003

0.157
0.025

50
49

0.876
0.980

Forced Choice

Anger
Fear
Happiness

−0.011
0.015
0.077

−0.099
0.124
0.735

51
51
51

0.922
0.902
0.466

Neutral
Sadness

0.196
−0.114

2.733
−0.856

47.3
51

0.009 1.22
0.396
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Table 4.19 lists descriptive statistics (minimum, maximum, mean, SD, and n) for the

multi-valued participant attributes (demographics, mood, and personality).

Table 4.19

Multivalue Participant Attributes (Experiment 1)

Attribute Min Max Mean SD n 
Computer Experience
Robot Experience
Video Gaming Experience

0 5 2.36 1.06 53
0 4 0.58 0.95 53
0 5 2.04 1.36 53

Positive Affect
Negative Affect

5 23 16.23 3.87 53
5 8 5.68 0.83 53

Extraversion
Agreeableness
Conscientiousness
Neuroticism
Openness

2 10 6.57 1.64 53
5 10 8.02 1.43 53
4 10 7.91 1.56 53
2 10 5.25 1.78 53
4 10 6.89 1.60 53

The following tables give the results of Kendall’s tau-b (τb) correlation tests (α = 0.5)

for the multi-valued participant attributes and the emotion recognition rates. Kendall’s

tau-b is a non-parametric correlation that performs well in the presence of tied ranks [29].

Values for the correlation coeffcient (τb) range from -1.0 for a perfect negative correlation

to 1.0 for a perfect positive correlation. When (τb) is interpreted as an effect size, values

of ±0.1 represent a small effect, ±0.3 is a medium effect, and ±0.5 is a large effect.

Table 4.20 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) between

the participants’ self-reported level of experience with computers and emotion recognition

rates. There were no statistically signifcant correlations between computer experience and

emotion recognition rates.
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Table 4.20

Correlation of Computer Experience and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

−0.082 0.524 47
0.113 0.355 52

−0.038 0.756 51
0.029 0.811 52
0.238 0.057 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

0.014 0.907 53
−0.122 0.310 53
−0.013 0.915 53
−0.037 0.764 53

0.069 0.566 53

Table 4.21 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) be-

tween the participants’ self-reported level of experience with robots and emotion recog-

nition rates. There was a signifcant positive correlation [τb = 0.255, p = 0.049, n = 51]

between level of experience with robots (mean = 0.58, SD = 0.95, n = 53) and the recog-

nition of the “sad” vocal prosody during the free choice of emotion word portion of the

experiment.

Table 4.22 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) be-

tween the participants’ self-reported level of experience with video gaming and emotion

recognition rates. There were no statistically signifcant correlations between video gam-

ing experience and emotion recognition rates.
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Table 4.21

Correlation of Robot Experience and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

0.056 0.675 47
0.174 0.167 52

−0.134 0.291 51
0.125 0.322 52
0.255 0.049 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.052 0.680 53
−0.002 0.984 53

0.084 0.510 53
−0.031 0.811 53

0.219 0.080 53

Table 4.22

Correlation of Video Game Experience and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

−0.240 0.057 47
0.149 0.213 52

−0.043 0.724 51
0.107 0.373 52

−0.084 0.496 51
Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.010 0.936 53
0.231 0.052 53

−0.051 0.671 53
−0.052 0.673 53

0.004 0.972 53
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Each participant’s positive and negative affect (mood) was measured before their in-

teraction with the robot. The correlations between affect (both positive and negative) and

emotion recognition rates were investigated using Kendall’s tau-b test (α = 0.5). Positive

affect (mean = 16.23, SD = 3.87, n = 53) was negatively correlated [τb = -0.237, p = 0.042,

n = 51] with the sad emotion recognition rate in the free choice of emotional word portion

of the study (see Table 4.23). Positive affect was positively correlated [τb = 0.261, p =

0.023, n = 53] with the neutral emotion recognition rate in the forced choice portion of the

study.

Table 4.23

Correlation of Positive Affect and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

0.105 0.377 47
0.184 0.103 52
0.211 0.064 51
0.106 0.348 52

−0.237 0.042 51
Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.036 0.750 53
0.087 0.438 53

−0.083 0.467 53
0.261 0.023 53
0.057 0.610 53

Table 4.24 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) between

the participants’ negative affect and emotion recognition rates. There were no statistically

signifcant correlations between video gaming experience and emotion recognition rates.
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Table 4.24

Correlation of Negative Affect and Emotion Recognition Rate

Emotion τb p (2-tailed) n 

Free Choice

Anger
Fear
Happiness
Neutral
Sadness

−0.080
0.022
0.052
0.001

−0.039

0.546
0.859
0.684
0.993
0.765

47
52
51
52
51

Forced Choice

Anger
Fear
Happiness
Neutral
Sadness

0.172
0.061
0.110
0.074
0.095

0.174
0.628
0.384
0.562
0.448

53
53
53
53
53
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Each participant’s personality was also measured before their interaction with the robot.

Kendall’s tau-b test (α = 0.5) was used to discover correlations between scores on the fve

personality dimensions (extraversion, agreeableness, conscientiousness, neuroticism, and

openness) and emotion recognition rates. Table 4.25 reports the results of a Kendall’s tau-b

(τb) correlation test (α = 0.5) between extraversion and emotion recognition rates. There

were no statistically signifcant correlations between extraversion and emotion recognition

rates.

Table 4.25

Correlation of Extraversion and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

0.075 0.548 47
−0.129 0.277 52
−0.216 0.071 51

0.146 0.215 52
0.029 0.813 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.061 0.611 53
−0.019 0.872 53

0.042 0.721 53
−0.094 0.432 53

0.118 0.315 53

Table 4.26 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) be-

tween agreeableness and emotion recognition rates. There were no statistically signifcant

correlations between agreeableness and emotion recognition rates. Agreeableness (mean =

8.02, SD = 1.43, n = 53) was negatively correlated [τb = -0.256, p = 0.030, n = 52] with the
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recognition rate of the “fear” vocal prososdy in the free choice of emotional word portion

of the study.

Table 4.26

Correlation of Agreeableness and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

−0.073 0.561 47
−0.256 0.030 52
−0.063 0.598 51

0.064 0.591 52
−0.104 0.391 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

0.027 0.820 53
0.078 0.508 53
0.027 0.821 53
0.014 0.910 53
0.095 0.420 53

Table 4.27 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) between

conscientiousness and emotion recognition rates. There were no statistically signifcant

correlations between conscientiousness and emotion recognition rates.

Table 4.28 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) between

neuroticism and emotion recognition rates. Neuroticism (mean = 5.25, SD = 1.78, n = 53)

was negatively correlated with the sad emotion recognition rates in both the free choice of

emotional word [τb = -0.288, p = 0.016, n = 51] and the forced choice [τb = -0.399, p =

0.001, n = 53] portions of the study.

74



Table 4.27

Correlation of Conscientiousness and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

0.081 0.514 47
−0.130 0.272 52

0.093 0.435 51
0.065 0.583 52

−0.046 0.705 51
Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.058 0.627 53
−0.014 0.905 53

0.078 0.512 53
0.222 0.065 53
0.206 0.079 53

Table 4.28

Correlation of Neuroticism and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

−0.073 0.552 47
0.087 0.454 52
0.034 0.770 51

−0.087 0.458 52
−0.288 0.016 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

−0.016 0.889 53
−0.119 0.304 53
−0.152 0.195 53

0.132 0.264 53
−0.399 0.001 53
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Table 4.29 reports the results of a Kendall’s tau-b (τb) correlation test (α = 0.5) between

openness and emotion recognition rates. There were no statistically signifcant correlations

between openness and emotion recognition rates.

Table 4.29

Correlation of Openness and Emotion Recognition Rate

Emotion τb p (2-tailed) n 
Anger
Fear

Free Choice Happiness
Neutral
Sadness

0.025 0.840 47
0.003 0.979 52
0.000 1.000 51

−0.048 0.682 52
−0.028 0.820 51

Anger
Fear

Forced Choice Happiness
Neutral
Sadness

0.129 0.279 53
0.125 0.287 53
0.168 0.157 53

−0.047 0.697 53
0.156 0.183 53

4.6 Discussion

This section is a discussion of the results from Experiment 1: the emotion recognition

rates during the free and forced choice of emotion words portions of the experiment, the

intelligibility of robot speech when using vocal prosody to communicate emotions, and

correlations between participant attributes and the recognition of emotion in robot speech.

4.6.1 Recognition of Emotion

Table 4.4 shows the recognition rates of the intended emotion conveyed by vocal

prosody when the participant choose their own word to describe the emotion. The recog-
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nition rates of anger (51.9%), fear (55.0%), and sadness (79.6%) were comparable to the

successful emotion recognition rate (60%) of people listening to human speakers [82].

The recognition rates of happiness and neutral were lower than the recognition rates of the

three previously mentioned emotions. The recognition rate expected from random guess-

ing would have been 20% (1/5). The happiness and neutral recognition rates were still

signifcantly higher than 20% as shown in Table 4.5. The fact that happiness had a lower

recognition rate than the other emotions was anticipated since previous research on vocal

prosody and the recognition of emotions has shown that happiness is diffcult to recognize

from vocal prosody alone [60]. The null hypothesis for H1 was that the participants would

make emotion choices randomly regardless of vocal prosody. The null hypothesis was re-

jected because all of the emotion recognition rates during the free choice of emotions were

signifcantly higher than chance.

The criticism by Greasley et al. that the emotion options presented to participants

would infuence the participants’ choices is supported. The results of paired sample t-

tests comparing the participants’ emotion recognition rates for the free choice of emotion

sentences and the forced choice of emotion sentences are shown in Table 4.8. Only two

(fear and happiness) of the forced choice emotion recognition rates are not signifcantly

different than the free choice emotion recognition rates even though the vocal prosody

modifcations were exactly the same between the two conditions. Of the three remaining

emotions, two emotion recognition rates were signifcantly higher (anger: free choice =

0.51, forced choice = 0.69, t(46) = -2.63, p = 0.012; neutral: free choice = 0.41, forced

choice = 0.79, t(51) = -5.48, p < 0.001) for forced choice of emotions. One emotion
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recognition rate was signifcantly lower (sadness: free choice = 0.76, forced choice = 0.40,

t(50) = 5.51, p < 0.001) for forced choice of emotions.

4.6.2 Intelligibility of Emotional Robot Speech

The highest correct transcription rate of words spoken using the different vocal prosody

modifcations was 85.1% for the “sadness” vocal prosody (see Table 4.9). It was expected

that the “sadness” vocal prosody correct transcription rate would be higher than the correct

transcription rates for anger, fear, and happiness because the vocal prosody modifcations

made to convey “sadness” were relatively small. For the “sadness” vocal prosody, the

average pitch was lowered by 30Hz (the smallest change for any emotion) and the pitch

range reduced by 30% (the smallest change for any emotion). A pairwise comparison of

correct transcription rates for the fve vocal prosody modifcations showed that words said

in the “fear” vocal prosody were transcribed correctly at a signifcantly lower rate than

words said in the other vocal prosodies. The low correct transcription rate for “fear” can

be explained by the fact that the vocal prosody modifcations performed to express fear

were among the largest modifcations made for any of the emotions. The average pitch

was raised by 70Hz (the largest change for any emotion), the pitch range was only 20%

(the smallest range for any emotion), and the speech rate was 100% (the fastest speech

rate for any emotion). The second lowest correct transcription rate (76.7%) was for words

said in the “anger” vocal prosody. The vocal prosody modifcations made to express anger

were also quite large. The average pitch was lowered by 50Hz (the second largest absolute

change for any emotion), the pitch range was 120%, and the speech rate was 95% (the
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second fastest speech rate for any emotion). The null hypothesis for H2 would be that

the correct transcription rate would be uniform for all of the vocal prosody modifcations.

The null hypothesis was rejected based on the results of the one-way repeated measures

ANOVA and the pairwise comparisons of the correct transcription rates as there was a

statistically signifcant difference.

The only unexpected result in the correct transcription rates was the fact that the words

said in the “sadness” vocal prosody were transcribed correctly more often than the words

said in the “neutral” vocal prosody. The “neutral” vocal prosody was the baseline for

the vocal prosody modifcations to convey the four emotions. It was expected that words

said with the “neutral” vocal prosody would have the highest correct transcription rate.

The difference might be due to the speech rate used to express the different emotions.

The “sadness” vocal prosody used the slowest speech rate, 50% of the normal speech

rate for the slt voice model which was constructed from voice data from the Language

Technologies Institute at Carnegie Mellon University (see Section 3.2.2). The “neutral”

vocal prosody used a speech rate of 85% of the normal speech rate for the slt voice

model. This implies that speech rate might be a more important factor infuencing the

correct transcription rate than pitch, pitch range, and volume.

Some of the transcription errors were obviously due to words sounding similar to each

other. For example, posed was often transcribed incorrectly as post. On the other hand,

some of the transcription errors appear to be the result of the participants using the context

of a sentence to provide a word. The word looped was transcribed in all cases as moved

even though the words do not sound similar to each other. The sentence heard by the
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participants was The site placed the arm that looped. The word moved does seem to make

more sense in that sentence than the word looped.

Relaxing the standard of only counting exact matches and homonyms as correct tran-

scriptions would have slightly increased the correct transcription rate by the participants.

Using the strict defnition of correct transcription resulted in a 78.8% correct transcription

rate over the 6890 words heard by participants. Allowing different word endings to count

as correct (allowing places or place to count as placed) would raise the overall correct

transcription rate to 80.4%.

4.6.3 Correlations

A post hoc analysis of the pilot tests for this experiment suggested that females identi-

fed the vocal prosodies more accurately than males. That fnding was not supported by this

experiment except for one case: free choice of emotion word for the anger vocal prosody.

The difference in emotion recognition rates of males (mean = 0.267, SD = 0.372, n = 15)

and females (mean = 0.625, SD = 0.402, n = 32) while hearing the “anger” vocal prosody

during the free choice of emotion portion of the experiment was the only statistically sig-

nifcant result [t(45) = 2.917, p = 0.005, Cohen’s d = 0.93]. The difference might be due

to females recognizing the “anger” vocal prosody at a higher rate or it might be due to the

females having a better vocabulary to describe the “anger” vocal prosody.

Neuroticism (mean = 5.25, SD = 1.775, n = 53) was negatively correlated with the

sad emotion recognition rates in both the free choice of emotional word (τb = -0.288, p

= 0.016, n = 51) and the forced choice (τb = -0.399, p = 0.001, n = 53) portions of the
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study. Neuroticism is a measure of a participant’s emotional stability with high scores

representing “negative emotionality, such as feeling anxious, nervous, sad, and tense” [39].

The negative correlation means that participants who were more emotionally stable (low

neuroticism scores) recognized the robot’s portrayal of sadness at a higher rate. The fact

that the correlation was present in both the free choice of emotion word and the forced

choice of emotion portions of the study lends credence to the acceptance of this correlation

not being due to chance.

Most of the other correlations (see Section 4.5.4) found after Experiment 1 are most

likely due to chance. The large number of tests run on the demographic categories, affect

measures, and personality measures make fnding a few signifcant correlations likely.

4.7 Conclusions and Future Work from Experiment 1

This experiment has shown that a person interacting with a robot can utilize a robot’s

varying vocal prosody to determine what emotion a robot is attempting to convey. The in-

telligibility of the robot speech was high even when using the vocal prosody modifcations

necessary to portray emotions. Robot speech can now be used alongside body language

and facial expressions (when possible) to present multimodal expressions of emotion that

should improve the naturalness of human-robot interactions.

Although there is some support for the universal interpretation of emotions via vocal

prosody [81, 60], the results from this experiment currently apply only to native English

speakers. An obvious follow-on study would test these vocal prosody modifcations for

emotion recognition by participants from other cultures or who speak other languages.
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A planned extension of this work is investigating the effects of robot body shape on the

interpretation of emotional intent by human listeners.

The results currently apply only to the MARY speech synthesizer with the HMM-based

slt female voice model. The validation of these vocal prosody modifcations when ap-

plied in other speech synthesizers is another extension of this work that could be done

once other speech synthesizers allow the modifcation of vocal prosody parameters such

as pitch, pitch range, and pitch contour. Also, applying the vocal prosody modifcations to

a male voice in order to convey emotions is another extension of this research. While the

absolute values of the parameter changes might be affected by the lower average pitch of

a male voice, it is expected that the direction and relative changes in the pitch and pitch

range would be suitable starting points for modifying a male voice model’s vocal prosody

to communicate emotion.

It is expected that this experiment’s results along with the above suggested research

extensions will eventually result in robots that naturally interact with their human users via

voice in various domains such entertainment, education, and personal assistants.
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CHAPTER 5

EXPERIMENT 2: EFFECTS OF USING EMOTIONAL ROBOTIC VOICES

This chapter describes an experiment that investigates the effects of an emotional robotic

voice on novice robot users. Experiment 2 uses the robot voice and vocal prosody modif-

cations validated in Experiment 1.

5.1 Experimental Design

Each participant will be assigned to one of fve groups. Members of each group will

experience one of the fve emotional vocal prosodies (anger, fear, happiness, neutral, and

sadness) during certain interactions with the robot. Therefore, this is a between-subjects

design. The hypotheses were:

H3: The robot will be rated higher on positive attributes (attractive, happy,

friendly, intelligent, cooperative, etc.) by participants who hear the non-negative

voices (neutral, happiness) than by participants who hear the negative voices

(fear, anger, sadness).

H4: Participants who hear the non-negative voices (neutral, happiness) will

perform better on the creativity test than participants who hear the negative

voices (fear, anger, sadness).
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5.2 Apparatus

This section describes the apparatus used in Experiment 2: the robot, the speech syn-

thesizer, and the text spoken by the robot during the experiment.

5.2.1 Robot

The same robot and speech synthesizer was used in this experiment as the emotional

voice validation experiments described in Chapters 3 and 4. Experiment 2 used a different

experiment task and required a new robot operator graphical user interface (see Figure 5.1).

The top half of the robot operator interface allowed control of the robot’s movement. The

bottom half of the interface allowed the robot operator to control the robot while the robot

led the participant through the experiment. The robot operator could use pre-programmed

functionality to perform routine actions such as raising the robot’s monitor from a resting

position and having the robot give instructions to the participant. Less routine tasks such

as asking the participant to speak more loudly were also possible to accomplish with the

manual controls available to the robot operator through the graphical user interface.

To address concerns that Survivor Buddy robot might not be seen as a robot by some

of the participants, the monitor representing Survivor Buddy’s face was probabilistically

moved while the robot listened to the participant during the creativity task. Once a second

the robot would select a small movement or choose to remain still. Ten percent of the time

the robot would make a concur motion that consisted of shaking its head up and down.

Twenty percent of the time the robot would make an avert motion that moved its face in

a random direction for a small amount. The remaining seventy percent of the time the
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robot remained still. Before speaking to the participant, the robot would return to its home

position which was facing the participant.

Figure 5.1

Robot Operator GUI (Experiment 2)

5.2.2 Speech Synthesizer

MARY, the open source speech synthesizer used in the Preliminary Experiments and

Experiment 1 (see Chapters 3 and 4) was used again in this experiment. The modifcations

to the standard voice model to express emotions were the same modifcations that were

previously validated in Experiment 1 (see Table 4.1).
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5.2.3 Text

The robot led the participant through a creativity task (see Section 5.3.2 for details).

The robot introduced itself and gave instructions for the task in its neutral vocal prosody.

During the creativity task, the robot made three statements in one of the fve vocal prosodies

(anger, fear, happiness, neutral, or sadness):

• Good. Keep going.

• You have x seconds left.

• Can you think of any more?

Each participant heard the three statements for all three items in the creativity task in the

same vocal prosody for their assigned group.

5.3 Surveys and Measures

The pre-experiment surveys, post-experiment surveys, and experiment measures for

Experiment 2 are described in this section.

5.3.1 Pre-Experiment and Post-Experiment Surveys

Experiment 2 used the same pre-experiment (demographics, mood, and personality)

and post-experiment (mood, robot evaluation, and study evaluation) surveys as Experiment

1. See Sections 4.3.1 and 4.3.3 for more details. Before the debriefng of the participant

by the researcher, the participant was asked if they could tell the difference in the robot’s

voice when it was giving instructions and giving feedback during the experiment task. The

question was asked to determine if they could perceive a difference in the vocal prosody

presented in the creativity tasks, if it was different. For the group that heard the neutral
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vocal prosody during the task, the instructions and feedback would have been said using

the same vocal prosody.

5.3.2 Experiment Measures

Guilford’s Alternative Uses Task [32, 67] was used to generate objective measures of

the quality of the human-robot interaction. The Alternative Uses Task is a commonly

used test of creativity (divergent thinking). The Alternative Uses Task consists of asking a

participant to name possible uses for common objects such as brick or paperclip. A timed

version of the Alternative Uses Task was used in this experiment. Participants were asked

to name as many possible uses of an object as they could think of in 45 seconds. Subscores

for fuency, fexibility, and elaboration were assigned based on the quantity and content

of the participant’s answers. The three subscores were summed to create a participant’s

creativity score for a single item. Each participant was asked to complete the creativity

task for three different objects: (chair, button, and wooden pencil). A participant’s fnal

creativity score was the sum of their creativity scores for the three items.

5.4 Study Protocol

Each participant completed an informed consent form (see Appendix A.3). Once in-

formed consent was given by the participant, the participant completed the pre-experiment

surveys (demographics, mood, and personality). The researcher then gave instructions

for the Alternative Uses Task. The researcher left the room in order to not infuence the

participant during the experiment.
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The robot operator remotely controlled the Survivor Buddy robot while the robot in-

troduced itself and repeated the instructions to the participant. While the robot introduced

itself and gave instructions to the participant, the robot used its neutral vocal prosody. The

robot operator used the robot to lead the participant through three iterations of the Alter-

native Uses Task for distinct objects. While the participant was completing the task the

robot would speak three times for each of the objects. After the participant stated one

or two alternative uses for an object, the robot would say “Good. Keep going.” When

the participant paused, the robot would announce the how many seconds were remaining.

With approximately 5 seconds remaining for an object, the robot would ask the participant

“Can you think of any more?” After the completion of the task for each object, the robot

would announce that time was up and ask the participant to wait while the robot thought of

another object. Once the participant completed the Alternative Uses Task for all three ob-

jects, the robot asked (in its neutral vocal prosody) the participant to retrieve the researcher

from the hallway.

The participant fnished the study by completing a second mood survey, an evaluation

of the robot, and a short survey on the participant’s experience during the study. The

researcher asked the participant if they could tell a difference between Survivor Buddy’s

voice when it was giving instructions and when it was giving feedback for the task. If

the participant stated that they could tell a difference, they were asked to describe the

difference. Finally, the participant was debriefed and given a chance to ask any questions

about the study and equipment.
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Note that each participant heard the robot’s neutral vocal prosody during the robot’s in-

troduction and general instructions. Each participant heard one of the fve emotional vocal

prosodies (anger, fear, happiness, neutral, or sadness) while the participant was completing

the Alternative Uses Task. The encouraging statement, time remaining announcement, and

prompt for more uses were exactly the same across conditions, only the vocal prosody used

while speaking the statements was different.

5.5 Results

The following results are reported for 110 participants, all of which were college stu-

dents. The participants (58 females and 52 males) had an average age of 20.15 years (SD

= 2.42). The students were recruited from lower-level computer science and psychology

classes. The only inclusion criterion was the requirement that English be the student’s frst

language.

5.5.1 Robot Evaluation

Eighteen of the twenty-fve robot evaluation questions asked the participant to rate the

robot on positive qualities. Table 5.1 presents descriptive statistics for the robot ratings

when grouped by participants who heard negative (fear, anger, sadness) or non-negative

(neutral, happiness) vocal prosodies during the creativity task. Table 5.2 gives the results of

independent-samples t-test (α = 0.05) that compared the mean ratings by participants who

heard negative (fear, anger, sadness) or non-negative (neutral, happiness) vocal prosodies

during the creativity task. The effect size, Cohen’s d for groups with unequal sizes (see

Equation 4.4), is shown for statistically signifcant results. Cohen’s d categorizes an effect
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size as small (d = 0.2), medium (d = 0.4), or large (d = 0.8) [19]. Participants in the

non-negative voice group rated the robot [t(108) = -2.234, p = 0.028, d = -0.44] as more

“Warm” than the participants in the negative voice group.

Table 5.1

Robot Evaluation by Vocal Prosody Group

Negative
Mean SD n 

Non-Negative
Mean SD n 

Looks Human-Like 1.61 1.19 66 1.66 0.96 44
Behaves Human-Like 3.68 1.43 66 3.75 1.54 44
Attractive 3.20 1.44 66 3.18 1.78 44
Happy 4.17 1.21 66 4.14 1.25 44
Friendly 5.18 1.11 66 5.34 1.29 44
Optimistic 4.74 1.32 66 5.00 1.48 44
Warm 3.73 1.13 66 4.23 1.18 44
Believable 4.52 1.48 66 4.39 1.42 44
Knowledgeable 5.39 1.05 66 5.25 1.24 44
Responsible 4.92 1.27 66 5.30 1.30 43
Intelligent 5.32 1.18 66 5.75 1.16 44
You Like Robot 5.52 1.26 66 5.61 1.40 44
Robot Likes You 4.26 1.21 66 4.18 1.32 44
Honest 5.91 1.20 66 5.84 1.45 44
Cooperative 5.48 1.24 66 5.84 1.10 44
Attentive To You 5.82 1.23 66 6.16 1.14 44
You Trust Robot 5.18 1.19 66 5.41 1.28 44
You Engaged 5.45 1.15 66 5.43 1.23 44
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Table 5.2

Signifcance of Robot Evaluation by Vocal Prosody Group

Mean
Difference t df p (2-tailed) Cohen’s d 

Looks Human-Like −0.053 −0.247 108 0.806
Behaves Human-Like −0.068 −0.238 108 0.813
Attractive 0.015 0.049 108 0.961
Happy 0.030 0.127 108 0.899
Friendly −0.159 −0.690 108 0.492
Optimistic −0.258 −0.957 108 0.341
Warm −0.500 −2.234 108 0.028 −0.44
Believable 0.129 0.455 108 0.650
Knowledgeable 0.144 0.654 108 0.514
Responsible −0.378 −1.506 107 0.135
Intelligent −0.432 −1.892 108 0.061
You Like Robot −0.098 −0.385 108 0.701
Robot Likes You 0.076 0.311 108 0.756
Honest 0.068 0.269 108 0.789
Cooperative −0.356 −1.540 108 0.126
Attentive To You −0.341 −1.468 108 0.145
You Trust Robot −0.227 −0.952 108 0.343
You Engaged 0.023 0.099 108 0.922
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A one-way ANOVA test was conducted to investigate if the positive quality ratings

differed among the fve individual vocal prosodies. Table 5.4 gives the result of the one-

way ANOVA test (α = 0.05). The effect size of signifcant differences in the quality ratings

found during the one-way ANOVA test is expressed in ω2 . For a one-way ANOVA test, ω2 

is calculated as

SSM − (dfM)MSR
ω2 = (5.1)

SST + MSR

Table 5.3 defnes the terms used in the ω2 equation. For effect sizes reported in ω2, 0.01 is

a small effect size, 0.06 is a medium effect size, and 0.14 is a large effect size [29].

Table 5.3

Terms in ω2 for One-Way ANOVA

Symbol Defnition
dfM degrees of freedom for the effect
SSM model sum of squares
SST total sum of squares
MSR mean square of the residual sum of squares

Three of the robot qualities (Happy, Friendly, and Optimistic) showed a signifcant

difference in ratings among the fve groups based on the vocal prosodies (anger, fear, hap-

piness, neutral, and sadness). The effects of the different vocal prosodies were categorized

as medium size effects based on ω2 for the three robot qualities (Happy, Friendly, and

Optimistic) that displayed signifcant differences in robot ratings.
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Table 5.4

Results of ANOVA on Robot Qualities Grouped by Individual Vocal Prosodies

Attribute
Vocal
Prosody Mean SD F(4, 105) p ω2 

Anger 1.55 1.011 0.946 0.441
Fear 1.91 1.630

Looks Human-Like Happiness 1.82 1.181
Neutral 1.50 0.673
Sadness 1.36 0.727
Anger 3.82 1.332 0.610 0.657
Fear 3.86 1.612

Behaves Human-Like Happiness 3.95 1.588
Neutral 3.55 1.503
Sadness 3.36 1.329
Anger 3.14 1.521 1.366 0.251
Fear 3.45 1.438

Attractive Happiness 3.68 2.079
Neutral 2.68 1.287
Sadness 3.00 1.380
Anger 3.82 0.907 4.996 0.001 0.13
Fear 5.05 1.046

Happy Happiness 4.18 1.140
Neutral 4.09 1.377
Sadness 3.64 1.177
Anger 5.00 1.113 2.878 0.026 0.06
Fear 5.82 0.958

Friendly Happiness 5.41 1.260
Neutral 5.27 1.352
Sadness 4.73 0.985
Anger 4.68 0.894 2.698 0.035 0.06
Fear 5.32 1.427

Optimistic Happiness 5.32 1.041
Neutral 4.68 1.783
Sadness 4.23 1.378
Anger 3.68 0.995 1.514 0.204
Fear 3.91 1.151

Warm Happiness 4.32 1.129
Neutral 4.14 1.246
Sadness 3.59 1.260
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Table 5.4

(continued)

Attribute
Vocal
Prosody Mean SD F(4, 105) ω2p 
Anger 4.27 1.609 0.546 0.702
Fear 4.86 1.457

Believable Happiness 4.36 1.293
Neutral 4.41 1.563
Sadness 4.41 1.368
Anger 5.55 0.963 1.427 0.230
Fear 5.68 1.086

Knowledgeable Happiness 5.27 1.241
Neutral 5.23 1.270
Sadness 4.95 0.999
Anger 5.23 1.232 1.172 0.327
Fear 4.91 1.444

Responsible Happiness 5.36 1.217
Neutral 5.24 1.411
Sadness 4.64 1.093
Anger 5.32 1.129 0.924 0.453
Fear 5.36 1.399

Intelligent Happiness 5.68 1.211
Neutral 5.82 1.140
Sadness 5.27 1.032
Anger 5.55 1.143 0.069 0.991
Fear 5.50 1.144

You Like Robot Happiness 5.55 1.405
Neutral 5.68 1.427
Sadness 5.50 1.504
Anger 4.18 1.181 0.724 0.577
Fear 4.59 1.098

Robot Likes You Happiness 4.27 1.386
Neutral 4.09 1.269
Sadness 4.00 1.309
Anger 6.36 1.002 2.316 0.062
Fear 6.09 1.065

Honest Happiness 5.95 1.527
Neutral 5.73 1.386
Sadness 5.27 1.279
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Table 5.4

(continued)

Attribute
Vocal
Prosody Mean SD F(4, 105) p ω2 

Anger 5.45 1.224 1.497 0.208
Fear 5.82 1.220

Cooperative Happiness 5.73 1.032
Neutral 5.95 1.174
Sadness 5.18 1.259
Anger 5.77 1.232 2.051 0.092
Fear 6.27 0.935

Attentive To You Happiness 6.18 1.140
Neutral 6.14 1.167
Sadness 5.41 1.368
Anger 4.95 1.214 1.380 0.246
Fear 5.50 1.144

You Trust Robot Happiness 5.68 1.211
Neutral 5.14 1.320
Sadness 5.09 1.192
Anger 5.50 1.263 0.086 0.987
Fear 5.50 1.058

You Engaged Happiness 5.50 1.012
Neutral 5.36 1.432
Sadness 5.36 1.177
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Tables 5.5, 5.6, and 5.7 are the results of pairwise comparisons of the vocal prosody

groups for the three robot qualities (Happy, Friendly, and Optimistic) that showed signif-

icant differences. The pairwise comparisons for “Happy” and “Friendly” were conducted

using Tukey’s HSD test. The pairwise comparisons for “Optimistic” were conducted using

the Games-Howell procedure because the population variances were found to be unequal

[Levene Statistic = 2.836, p = 0.028]. The effect size for all signifcant differences in the

pairwise comparisons is given in Cohen’s d calculated as

X1 − X2
d = (5.2)

SDpooled 

Cohen’s d categorizes an effect size as small (d = 0.2), medium (d = 0.4), or large (d = 0.8)

[19].

The pairwise comparisons of vocal prosody groups for the “Happy” robot rating (see

Table 5.5) resulted in three signifcant differences all involving the “fear” vocal prosody.

The participants in the group who heard the “fear” vocal prosody rated the robot as more

“Happy” than the participants in the “anger” (p = 0.005, d = 1.28), “neutral” (p = 0.050,

d = 0.64), or “sadness” (p = 0.001, d = 1.14) vocal prosody groups. The effect size for

the differences in the “Happy” rating between the “fear”, “anger”, and “sadness” groups is

large while effect size between the “fear” and “neutral” groups was medium.

The pairwise comparisons of vocal prosody groups for the “Friendly” robot rating (see

Table 5.6) revealed one signifcant difference involving the “fear” and “sadness” vocal

prosodies. The participants in the group who heard the “fear” vocal prosody rated the robot

as more “Friendly” than the participants in the “sadness” (p = 0.017, d = 1.16) group.
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Table 5.5

Pairwise Comparisons of Individual Vocal Prosodies for the Robot Quality “Happy”

Vocal
Prosody 1
Anger

Vocal
Prosody 2
Fear
Happiness
Neutral
Sadness

Mean
Difference

−1.227
−0.364
−0.273

0.182

p Cohen’s d 
0.005 −1.28
0.827
0.932
0.984

Fear Happiness
Neutral
Sadness

0.864
0.955
1.409

0.095
0.050 0.64
0.001 1.14

Happiness Neutral
Sadness

0.091
0.545

0.999
0.509

Neutral Sadness 0.455 0.678

Table 5.6

Pairwise Comparisons of Individual Vocal Prosodies for the Robot Quality “Friendly”

Vocal
Prosody 1
Anger

Vocal
Prosody 2
Fear
Happiness
Neutral
Sadness

Mean
Difference

−0.818
−0.409
−0.273

0.273

p Cohen’s d 
0.131
0.759
0.933
0.933

Fear Happiness
Neutral
Sadness

0.409
0.545
1.091

0.759
0.512
0.017 1.16

Happiness Neutral
Sadness

0.136
0.682

0.995
0.284

Neutral Sadness 0.545 0.512
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The pairwise comparisons of vocal prosody groups for the “Optimistic” robot rating

(see Table 5.7) revealed one signifcant difference involving the “happiness” and “sadness”

vocal prosodies. The participants in the group who heard the “happiness” vocal prosody

rated the robot as more “Friendly” than the participants in the “sadness” (p = 0.039, d =

0.73) group.

Table 5.7

Pairwise Comparisons of Individual Vocal Prosodies for the Robot Quality “Optimistic”

Vocal
Prosody 1

Vocal
Prosody 2

Mean
Difference p Cohen’s d 

Anger Fear
Happiness
Neutral

−0.636
−0.636

0.000

0.405
0.209
1.000

Sadness 0.455 0.694
Fear Happiness 0.000 1.000

Neutral 0.636 0.689
Sadness 1.091 0.093

Happiness Neutral 0.636 0.604
Sadness 1.091 0.039 0.73

Neutral Sadness 0.455 0.877

5.5.2 Participant Creativity

Table 5.9 reports the results of an independent-samples t-test (α = 0.05) comparing

creativity scores grouped by the vocal prosody (negative or non-negative, see Table 5.8)

heard during the creativity task. The effect size of signifcant results are given in Cohen’s

d for groups with unequal sizes (see Equation 4.4). The only signifcant difference for

creativity scores was for the third item: wooden pencil. Participants in the negative vocal
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prosody group (mean = 6.79, SD = 3.64, n = 66) were more creative (t(108) = -1.341, p

= 0.037, d = 0.42) than the participants in the non-negative vocal prosody group (mean =

5.39, SD = 3.01, n = 44).

Table 5.8

Creativity by Vocal Prosody Group

Negative
Mean SD n 

Non-Negative
Mean SD n 

Chair
Button
Wooden Pencil
Total

7.32 3.43
6.65 3.29
6.79 3.64

20.76 8.13

66
66
66
66

8.20 3.35 44
6.77 3.48 44
5.39 3.01 44

20.36 7.34 44

Table 5.9

Signifcance of Creativity by Vocal Prosody Group

Mean
Difference t df p (2-tailed) Cohen’s d 

Chair −0.886 −1.341 108 0.183
Button −0.121 −0.185 108 0.854
Wooden Pencil 1.402 2.115 108 0.037 0.42
Total 0.394 0.259 108 0.796

99



Table 5.10 gives the result of the one-way ANOVA test (α = 0.05) of the creativity

scores among the fve vocal prosody groups. The effect size of signifcant differences is

expressed in ω2 (see Equation 5.3). The only signifcant difference [F(4, 105) = 4.60, p

= 0.002, ω2 = 0.12] in creativity scores between the individual vocal prosody groups was

found again for the third item, wooden pencil. The effect size was classifed as medium.

Table 5.10

Results of ANOVA on Creativity Grouped by Individual Vocal Prosodies

Item
Vocal
Prosody Mean SD F(4, 105) p ω2 

Anger 6.55 1.993 1.54 0.195
Fear 6.95 3.579

Chair Happiness 7.86 3.212
Neutral 8.55 3.515
Sadness 8.45 4.183
Anger 6.55 2.345 0.85 0.494
Fear 5.95 3.697

Button Happiness 7.32 4.052
Neutral 6.23 2.793
Sadness 7.45 3.622
Anger 7.45 3.158 4.60 0.002 0.12
Fear 4.82 3.607

Wooden Pencil Happiness 5.86 2.965
Neutral 4.91 3.054
Sadness 8.09 3.421
Anger 20.55 6.231 1.96 0.107
Fear 17.73 7.869

Total Happiness 21.05 7.644
Neutral 19.68 7.127
Sadness 24.00 9.129
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Table 5.11 is the result of a pairwise comparison of the vocal prosody groups for cre-

ativity scores for the third object (wooden pencil). The pairwise comparisons were con-

ducted using Tukey’s HSD test. The effect size for all signifcant differences in the pair-

wise comparisons is given in Cohen’s d (see Equation 5.2). The creativity of the group

who heard the “sadness” vocal prosody (mean = 8.09, SD = 3.421, n = 22) was signif-

cantly higher (p = 0.01, d > 0.26) than the groups who heard the “fear” (mean = 4.82, SD

= 3.607, n = 22) or “neutral” (mean = 4.91, SD = 3.054, n = 22) vocal prosodies.

Table 5.11

Pairwise Comparisons of Individual Vocal Prosodies for Creativity (Wooden Pencil)

Vocal
Prosody 1

Vocal
Prosody 2

Mean
Difference p Cohen’s d 

Anger Fear
Happiness

2.636
1.591

0.06
0.49

Neutral
Sadness

2.545
−0.636

0.08
0.97

Fear Happiness −1.045 0.82
Neutral −0.091 1.00
Sadness −3.273 0.01 −0.26

Happiness Neutral 0.955 0.87
Sadness −2.227 0.16

Neutral Sadness −3.182 0.01 −0.30

5.5.3 Perceived Difference in Voice

Before a participant was debriefed and learned the purpose of the study, they were

asked “Could you tell a difference between Survivor Buddy’s voice when it was giving
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instructions and when it was giving you feedback during the task?” Table 5.12 reports a

summary of the participants’ responses.

Table 5.12

Perceived Difference in Voice

Difference
Vocal in Voice
Prosody No Yes
Anger 9 13
Fear 7 15
Happiness 15 7
Neutral 17 5
Sadness 11 11

A chi-square analysis was conducted to determine if participant groups perceived the

voice differences at the same rate. The result [χ2(4) = 12.576, p = 0.014, V = 0.11] in-

dicates that there is a signifcant difference in the number of participants that correctly

perceived the voice difference among the groups. The effect size for the chi-square analy-

sis is expressed in Cramér’s V:

V = 
χ2 

n · df ∗ (5.3)

where df ∗ is the minimum of (rows - 1) and (columns - 1). Effect sizes expressed in

Cram´ = 1 can be interpreted as large (V = 0.5), medium (V = 0.3), or smaller’s V for df ∗ 

(V = 0.1).
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5.6 Discussion

This section provides a discussion of the robot evaluations and participant creativity

when compared based on vocal prosody groups (negative and non-negative) or individual

vocal prosody groups (anger, fear, happiness, neutral, and sadness).

5.6.1 Robot Evaluation

Table 5.1 shows the average participant rating of the robot’s positive qualities grouped

by vocal prosody type (negative or non-negative). Of the 18 positive qualities, participants

who heard non-negative vocal prosodies rated 11 qualities higher than the participants who

heard negative vocal prosodies. However, only one attribute’s mean rating was signifcantly

different (“Warm”: p = 0.028, d = 0.44).

Seven of the robot’s positive qualities (“Attractive”, “Happy”, “Believable”, “Knowl-

edgeable”, “Robot Likes You”, “Honest”, and “You Engaged”) of the 18 qualities were

rated more highly when the robot used a negative vocal prosody than used a non-negative

vocal prosody. None of the these differences were signifcant.

The pairwise comparisons of the individual vocal prosody groups (see Table 5.4) shows

that the group who heard the “fear” vocal prosody rated the robot highest on the “Happy”.

“Friendly”, and “Optimistic” qualities. The hypotheses for Experiment 2 partition the in-

dividual vocal prosodies into two groups: negative (anger, fear, sadness) and non-negative

(happiness and neutral). For those three robot qualities, it appears that the two vocal

prosody groups would be fear, happiness, and neutral versus anger and sadness. The “fear”

and “happiness” vocal prosodies were often confused by participants in the initial prelim-
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inary experiment (see Section 3.5.1). These two vocal prosodies may still be confused by

some participants in spite of the changes made to differentiate the two vocal prosodies (see

Section 3.4.2).

The null hypothesis for H3 was the robot would be rated the same on positive attributes

by participants who heard the non-negative vocal prosodies (neutral, happiness) compared

to participants who hear the negative vocal prosodies (fear, anger, sadness). The null hy-

pothesis cannot be rejected because only one of the 18 positive attributes received signif-

cantly different ratings from the participants who heard non-negative vocal prosodies and

the participants who heard negative vocal prosodies.

5.6.2 Participant Creativity

Table 5.8 reports the average creativity score for the participants grouped by vocal

prosody type (negative or non-negative). Of the three items (chair, button and wooden

pencil) used in the creativity task, the average creativity score was only signifcantly dif-

ferent for wooden pencil (p = 0.037, d = 0.42). The difference was in the unexpected

direction and the participants who heard the negative vocal prosodies during the creativ-

ity task scored higher on the third item than the participants who heard the non-negative

vocal prosodies. For the frst two items (chair and button), the participants who heard the

non-negative vocal prosodies scored higher than the participants who heard the negative

vocal prosodies but the difference was not signifcant. The total creativity score means

were higher for the participants who heard the negative vocal prosodies but the difference

was again not signifcant.
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The pairwise comparisons of the individual vocal prosody groups (see Table 5.11) on

the third item in the creativity task shows that the group who heard the “sadness” vo-

cal prosody were more creative (p = 0.01, d <= 0.30) than the “fear” or “neutral” vocal

prosody groups. The difference in creativity was in the unexpected direction, the “neutral”

vocal prosody group was expected to be more creative than the “sadness” vocal prosody

group.

The null hypothesis for H4 was the participants who heard the non-negative vocal

prosodies (neutral, happiness) would perform the same on the creativity task as the partic-

ipants who heard the negative vocal prosodies (fear, anger, sadness). The null hypothesis

cannot be rejected because the creativity scores for the two groups of participants were not

signifcantly different.

5.7 Conclusion

The null hypotheses for both H3 and H4 could not be rejected. One interpretation of

these results is that the use of vocal prosody by the robot to communicate emotional intent

had no effect on the creativity of the participants. If that interpretation is true, time and

effort spent on improving the communication of emotional intent of robots through varying

vocal prosody might be better spent on improving the communication of emotional intent

through other modalities such as the linguistic content of speech, body language, and facial

expressions (when possible). Another explanation of the results might be that the task was

not diffcult enough or involved adequate time to manifest the differences expected from

the robot’s use of different emotional voices. This experiment did not meet its goal of
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providing proof that human-robot interaction would be demonstrably improved when the

robot used vocal prosody to communicate emotional intent.
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CHAPTER 6

CONCLUSION

6.1 Contributions

The design of Experiment 1 included several features to address the shortcomings of

previous human-robot interaction (HRI) research concerning the use of emotional voices

by robots. Many previous research studies did not use robots in their experiments while

claiming that their results were applicable to the interaction between robots and humans.

Until the effects of robot embodiment are shown to not exist, the use of actual robots in ex-

periments concerning HRI is a necessity. The use of semantically unpredictable sentences

(SUS) allowed the robot to speak syntactically correct sentences comprised of real words

while avoiding the confounding factor of linguistic content. Much of the earlier research

had used child-like babble or other nonlinguistic utterances for the robot’s speech while

the robot was portraying emotions. The use of nonlinguistic utterances obviously limits

the amount of information that a robot can successfully communicate through speech. Fi-

nally, the transcription task performed by the participants showed that the robot’s speech

was still understandable even when the robot’s vocal prosody was manipulated to portray

emotions. The goal of Experiment 1 was to show that the emotional intent of a robot could

be communicated solely through the robot’s use of varying vocal prosody even when the

robot was speaking actual sentences. The results reported in Chapter 4 show that this goal
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was achieved. These voice validation steps (both the participants’ perceptions of the robot’s

emotional intent and the intelligibility of the robot speech) are often skipped by researchers

when investigating how a robot’s portrayal of emotion might improve human-robot inter-

actions. The vocal prosody modifcations used to convey emotions in Experiment 1 have

been validated and can now be used by other researchers when using the MARY speech

synthesizer with the slt voice model. The vocal prosody modifcations reported in Chap-

ter 4 are also appropriate starting points for creating vocal prosody modifcations to convey

emotions with other speech synthesizers or voice models.

The goals of Experiment 2 were to show that a robot’s use of emotional speech would

improve the robot user’s appraisal of the robot and improve tangible measures of the

human-robot interaction. Specifcally, it was expected that a person performing a task

while being guided by the robot using a non-negative emotional voice would perform the

task better than if the robot had spoken with a negative emotional voice. The results re-

ported in Chapter 5 did not meet these goals. The robot’s use of vocal prosody to commu-

nicate emotional intent did not signifcantly affect the robot user’s appraisal of the robot

or infuence the user working with the robot to perform better on this specifc creativity

task. Further research is required to assess whether the participant’s lack of improvement

on the task is due to the vocal prosody being used without other modalities (facial expres-

sions, body language, and linguistic content) typically used to convey emotions or if the

task itself was not suitable to show the effects of the robot’s use of vocal prosody to convey

emotions.
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6.2 Future Work

Three suggestions for future work were already described in Chapter 4:

• investigate the communication of emotion through vocal prosody in languages other
than English

• validate the vocal prosody modifcations to communicate emotion with speech syn-
thesizers other than MARY

• validate the vocal prosody modifcations to communicate emotion for a male voice

In addition to the extensions of Experiment 1 listed above, there are several more avenues

for future research on the communication of emotional intent by robots. Looking at emo-

tion recognition rates when these vocal prosody modifcations are made to meaningful

sentences would be quite interesting. Would applying the modifcations intended to con-

vey sadness increase the level of emotion conveyed by a sad sentence such as “I miss the

time we spent together” [79]? What would happen if the emotion conveyed by the vocal

prosody attributes were mismatched with a sentence’s linguistic content? Would using a

“happy” vocal prosody coupled with a sad sentence result in the listener recognizing sar-

casm? The design of Experiment 2 purposely constrained the communication of emotions

to the robot’s varying vocal prosody. The use of multi-modal expressions (vocal prosody

along with facial expressions, body language, or linguistic content) of emotion might have

infuenced the robot users more and resulted in larger differences between the groups who

experienced non-negative and negative emotion portrayals by the robot.

The current experiments address communication from the robot to a novice robot user.

Obviously the novice robot user does not have much experience with a specifc robot and

might fail to recognize subtle changes in the robot’s voice. A different use case would be
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robots serving as long term companions to their users. Presumably the robot user’s ability

to recognize the robot’s emotional intent from the robot’s vocal prosody would improve as

the user and robot spent more time together. Another possibility is for the robot to learn

how its specifc user expresses emotions and utilize similar vocal prosody modifcations

when the robot is attempting to communicate an emotion. This would allow the robot

to adapt to a specifc user over time and match the user’s expectations of how specifc

emotions are portrayed.

Speech is one of the most natural ways for mobile robots and their users to commu-

nicate. It is expected that these experiments and results along with the above suggested

research extensions will provide information and techniques that will assist robot design-

ers and programmers to improve the acceptability and quality of human-robot interactions.

6.3 Publication Plan

The following conference papers related to this research have been published:

• J. Crumpton, “Use of Vocal Prosody to Communicate Emotion in Robot Speech”,
Proceedings: 2014 Human Robot Interaction Pioneers Workshop, Bielefeld, Ger-
many, 2014.

• J. Crumpton and C. L. Bethel, “Conveying Emotion in Robotic Speech: Lessons
Learned,” Proceedings: 23rd IEEE International Symposium on Robot and Human
Interactive Communication (RO-MAN), Edinburgh, Scotland, 2014, IEEE.

• J. Crumpton and C. L. Bethel, “Validation of Vocal Prosody Modifcations to Com-
municate Emotion in Robot Speech,” Proceedings: 2015 International Conference
on Collaboration Technologies and Systems (CTS 2015), Atlanta, GA, 2015, IEEE.
(Nominated for Best Paper Award, decision pending)

The following publication related to this research is currently in review:

• J. Crumpton and C. L. Bethel, “A Survey of Using Vocal Prosody to Convey Emotion
in Robot Speech,” International Journal of Social Robotics
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The following publication related to this research is planned:

• “Effects of Using an Emotional Robot Voice on Human Robot Interaction”
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[85] M. Schröder, P. Baggia, F. Burkhardt, C. Pelachaud, C. Peter, and E. Zovato, “Emo-
tionML - An Upcoming Standard for Representing Emotions and Related States,”
Affective Computing and Intelligent Interaction, vol. 6974, Springer Berlin Heidel-
berg, 2011, chapter 35, pp. 316–325.
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