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Accurately simulating material systems in a virtual environment requires the 

synthesis and utilization of all relevant information regarding performance mechanisms 

for the material occurring over a range of length and time scales. Multiscale modeling is 

the basis for the Integrated Computational Materials Engineering (ICME) Paradigm and 

is a powerful tool for accurate material simulations. However, while ICME has 

experienced adoption among those in the metals community, it has not gained traction in 

polymer research. This thesis seeks establish a hierarchical multiscale modeling 

methodology for simulating polymers containing secondary phases. 

The investigation laid out in the chapters below uses mesoscopic Finite Element 

Analysis (FEA) as a foundation to build a multiscale modeling methodology for polymer 

material systems. At the mesoscale a Design of Experiments (DOE) parametric study 

utilizing FEA of polymers containing defects compared the relative impacts of a selection 

of parameters on damage growth and coalescence in polymers. Of the parameters 

considered, the applied stress state proved to be the most crucial parameter affecting 

damage growth and coalescence. 



 

 

At the macroscale, the significant influence of the applied stress state on damage 

growth and coalescence in polymers (upscaled from the mesoscale) motivated an 

expansion of the Bouvard Internal State Variable (ISV) (Bouvard et al. 2013) polymer 

model stress state sensitivity. Deviatoric stress invariants were utilized to modify the 

Bouvard ISV model to account for asymmetry in polymer mechanical performance 

across different stress states (tension, compression, torsion).  

Lastly, this work implements a hierarchical multiscale modeling methodology to 

examine parametric effects of heterogeneities on Polymer/Clay Nanocomposite’s (PCNs) 

mechanical performance under uncertainty. A Virtual Composite Structure Generator 

(VCSG) built three-dimensional periodic Representative Volume Elements (RVEs) 

coupled to the Bouvard ISV model and a Cohesive Zone Model (CZM) which featured a 

Traction-Separation (T-S) rule calibrated to results upscaled from Molecular Dynamics 

(MD) simulations. A DOE parametric examination utilized the RVEs to determine the 

relative effects of a selection of parameters on the mechanical performance of PCNs. 

DOE results determined that nanoclay particle orientation was the most influential 

parameter affecting PCN elastic modulus while intercalated interlamellar gallery strength 

had the greatest influence on PCN yield stress.  
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CHAPTER I 

INTRODUCTION 

Energy scarcity is among the most prevalent dilemmas on Earth today. An 

extensive amount of research has been conducted on methods to increase energy 

efficiency in numerous applications. One such method and application is the use of 

lighter materials (magnesium alloys, aluminum alloys, and polymers) in commercial, 

industrial, and consumer automotive transportation. In particular, amorphous polymers 

represent an inexpensive and effective way to approach the energy scarcity problem and 

are widely employed today in many non-structural engineering applications. However, 

the use of polymeric materials demands a sufficient level of understanding of their 

behavior and therefore a sufficient ability to predict their future behavior. 

Full comprehension of polymeric material behavior requires careful consideration 

of deformation phenomena at every relevant length scale. In the last decade there has 

been a significant movement in material modeling toward an integrated, multiscale 

approach. Integrated Computational Materials Engineering (ICME) (Horstemeyer 2012) 

seeks to better understand the nature of material behavior through the incorporation of 

mechanisms at all length scales but has mainly focused on metals.  The intent of this 

endeavor is to examine polymeric materials from a multiscale perspective. 

Currently, very few structural components subjected to mechanical, thermal, and 

chemical loads use polymer-based materials. Since the future likely calls for an increase 
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in polymer use for structural applications, a sound understanding of mechanical 

performance and failure mechanisms is important. In general, polymers have low thermal 

conductivities and high damping factors leading to temperature increases during loads. 

The induced temperature rise typically leads to an undesired softening of the material 

(Constable et al.1970; Riddell et al. 1966). Additionally, polymer systems can vary in 

structural complexity as some polymers are amorphous and some are crystalline and 

others are originally amorphous but transition to crystalline under strain (strain induced 

crystallization). However polymers also possess a lofty theoretical upside. Frank (1970) 

reported that chain aligned polymers (crystallization) can have elastic moduli on the order 

of steel for a fraction of the processing cost. Also it has been shown that a small amount 

of secondary filler added to polymeric hosts can dramatically increase their mechanical 

performance (Markarian 2007). This study seeks to unravel some of the mystery 

surrounding the structure-properties-performance relationships within polymers through 

the implementation of a multiscale modeling paradigm. 

Computational methods provide a cost efficient mechanism for examining the 

behavior of material in a menagerie of scenarios that would be far more costly to analyze 

with physical testing. Furthermore, many test conditions simply cannot be reproduced 

adequately in a laboratory environment. In the polymer case, there are a handful of 

empirical models that have been developed (Bardenhagen et al. 1997; Christensen 1982; 

Govaert et al. 2000; Khan et al. 2006; Khan and Zhang 2001; Krempl 1995; Lubarda et 

al. 2003; Tervoort et al. 1997; van der Sluis et al. 2001). There have also been several 

reviews composed on these and other empirical models (Chaboche 1997; Zaïri et al. 

2007). Phenomenological models capture inelastic and nonlinear behavior of polymers 
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(within constraints) well. However, they are based explicitly on observable phenomena 

and therefore fail to include the microstructural rearrangements that govern the inelastic 

material behavior in polymers (Rice 1971). 

There are also a group of models for polymers based on physics (Boyce, Parks, 

and Argon 1988; Haward and Thackray 1968). These descriptions include 

microstructural rearrangements (Coleman and Gurtin 1967; Lemaitre and Chaboche 

1990; Rice 1971) and thus do well to capture polymeric inelastic behavior under simple 

loading cases but they all lack Internal State Variable’s (ISV) (Coleman and Gurtin 1967) 

which are required to capture complex or cyclic loading. Radon (1980) published a study 

on the complexities of fatigue in polymers and an apparent lack of literature and that 

deficiency continues to this day.  

Computational techniques although exceedingly useful, are only beneficial when 

accurate modeling methods are employed. An accurate model must be based on laws of 

physics, must consider phenomena on all relevant length and time scales, and must 

correlate with physical experiments. Bouvard et al. (2009) reviewed the state of polymer 

modeling literature in depth focusing on the difficulties in modeling at different length 

scales. Bouvard later developed a physically-based, time and temperature dependent 

elastoviscoelastic-viscoplastic ISV model for polymers featuring ISV’s for dissipative 

effects during inelastic deformation (J. L. Bouvard et al. 2013). A year later Francis et al. 

(2014) modified Bouvard’s model by incorporating a rate and temperature dependent 

damage formulation into the ISV model. The Bouvard-Francis ISV model was used as a 

platform to launch a multiscale modeling methodology for polymers. 
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Chapters 2-4 in this manuscript were all submitted for publication as individual 

entities prior to the creation of this document. Each chapter contains versions of those 

submissions with only minor alterations. This dissertation is organized in the following 

way: Chapter 2 lays the ground work for simulations at the mesoscale. That ground work 

motivates a modification of the Bouvard ISV model using key information upscaled from 

the mesoscale (Chapter 3). The work in Chapter 2 also highlights key requirements which 

are then downscaled to motivate work at the micro/nanoscale in Chapter 4. 

Chapter 2 contains a split-level factorial Design of Experiments (DOE) parametric 

study using a two-dimensional mesoscale Finite Element Analysis (FEA) to elicit the 

most essential aspects pertaining to void/crack growth and void/crack coalescence in 

polymers above the glass transition temperature. The FEA uses a physically-based, strain 

rate and temperature dependent, elastoviscoelastic-viscoplastic ISV polymer model that 

was calibrated to physical experiments for Polycarbonate (PC) and Acrylonitrile 

Butadiene Styrene (ABS). The DOE method examined the relative influences of seven 

independent parameters related to mechanics (stress state, strain rate, and temperature) 

and materials science (polymer blend, number of initial defects, defect type, and initial 

microporosity—also called the subscale free volume) with respect to both void/crack 

growth and void/crack coalescence in polymers. The results of the DOE algorithm clearly 

illustrated that the stress state and applied strain rate were the most critical factors 

affecting void/crack growth. For void/crack coalescence, the stress state and number of 

defects were the crucial parameters. The conclusions of this study help to give insight for 

the development of a macroscale damage model for polymers. 
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The key information discovered at the mesoscale in Chapter 2 was subsequently 

upscaled into the macroscale in Chapter 3. Thus, Chapter 3 describes a modification of 

the ISV model proposed by Bouvard et al. (2013) (and modified by Francis et al. (2014)) 

for polymers by including additional terms that distinguish tensile, compressive, and 

torsional (shear) stress states. A “stress function” is defined using the deviatoric 

invariants of stress and said function is appended onto each of the internal state variables 

in the Bouvard-Francis ISV polymer model. The modified model is then calibrated to 

tensile, compressive, and torsional experimental data for two materials (polycarbonate 

and polypropylene) to illustrate its general applicability. Finally, the model was validated 

against experimental data from a notched specimen in a three-point-bend test for 

polypropylene. 

In Chapter 4 a factorial DOE parametric study using FEA of Polymer/Clay 

Nanocomposites (PCN) was conducted to expose the most crucial parameters affecting 

the performance of PCNs under quasi-static tension. In order to optimize the material 

design of a polymer-based composite with nanofillers, we presented a systematic 

methodology that comprises several different computational methods. Three-dimensional 

FEA comprising three-dimensional periodic Representative Volume Elements (RVEs) 

served as the platform from which the DOE investigation was performed. RVEs featured 

a Polyvinyl Alcohol (PVA) matrix governed by a physically-based, strain rate,and 

temperature dependent, elastoviscoelastic-viscoplastic ISV polymer model calibrated to 

physical experiments, elastic Montmorillonite (MMT) nanoclay inclusions, and 

PVA/MMT interfaces simulated with a Cohesive Zone Model (CZM). The CZM was 

based on a Traction-Separation (T-S) rule calibrated with the results of lower length scale 
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Molecular Dynamics (MD) simulations of a PVA/MMT interface. RVEs were 

constructed with a Virtual Composite Structure Generator (VCSG) based on Random 

Sequential Absorption (RSA) and barycentric interference detection (Passerello 1982). 

The DOE process utilized an Analysis of Variance (ANOVA) technique to analyze the 

relative influence of four parameters related to nanoclay particles within a polymer 

matrix (aspect ratio, orientation, intercalation, and gallery strength) with respect to the 

overall PCN mechanical performance while including uncertainty principles. 

Additionally a Monte Carlo (MC) routine featuring a Radial Basis Function (RBF) 

provided quantification for the uncertainty related to the multiscale modeling 

methodology used in this endeavor. Results of the DOE examination clearly highlighted 

nanoclay particle orientation as the most crucial parameter that determines the PCN 

elastic modulus while the interlayer gallery strength was determined to have the most 

influence on PCN yield strength. Although the material focus here was PCNs, the 

multiscale methodology of bridging information from MD to FEA and DOE coupled to 

RVEs generated with VCSG can be used for any sort of nanocomposite material system 

and is not limited to nanocomposites with only two materials. 

Chapter 5 features a summary of the work that is presented herein as well as 

proposals for future research in the area of multiscale modeling of polymers. 
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CHAPTER II 

A MESOMECHANICS PARAMETRIC FINITE ELEMENT STUDY OF DAMAGE 

GROWTH AND COALESCENCE IN POLYMERS USING AN 

ELASTOVISCOELASTIC-VISCOPLASTIC  

INTERNAL STATE VARIABLE 

 MODEL1 

2.1 Introduction 

The rate at which humanity consumes energy is a global-scale dilemma that 

attracts a broad amount of attention in both the academic and commercial realms. Of the 

many forms of human energy expenditure, transportation (commercial and private) is one 

of the most universal and expensive. Trimming the weight of a vehicle can substantially 

reduce its energy cost. Optimizing a structural material with an objective to decrease 

weight for transportation vehicles holds promise in reducing energy usage along with 

decreasing emissions.   

Polymers possess the potential to dramatically reduce vehicular weight by 

replacing heavier metallic components with lighter, optimized polymeric ones. Prior to 

polymers becoming eligible for use in vehicular architectural contexts, a considerable 
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amount of work remains to truly comprehend and exploit the unique behavior of 

polymers. Before replacing metallic alloys with polymers, the strength and particularly 

the fracture behavior of polymers needs to first be understood. Our study provides insight 

into the various parameters that influence fracture in polymers. In the context of 

Integrated Computational Materials Engineering (ICME) (cf., Horstemeyer 2012), this 

work employs mesoscale finite element analysis to determine the relative influence of the 

engineering parameters which are most crucial for damage growth and coalescence in 

polymers. Once an understanding of void/crack growth and coalescence is obtained, 

fracture can in turn be better understood. 

Thermoplastics, a polymer subclass, look to be the most viable approach for 

applying polymers to vehicular components. Thermoplastics typically feature polymer 

chain entanglements as opposed to the bonded cross-links observed in thermosets. Thus 

thermoplastics can be melted and resolidified without degrading their mechanical 

properties. This reversible process allows the addition of secondary phases (which are 

typically included to modify the performance of polymers) without deleterious effects. 

Stiff secondary phases are added to increase a polymer’s strength while softer, 

elastomeric secondary phases are used to improve a polymer’s impact properties. 

The polymer strengthening mechanism can occur with only a small percentage of 

second phase material (Markarian 2007) thus increasing the specific strength. By 

comprehending the complete set of boundary and environmental conditions, polymer 

structures can be used within automobiles to reduce their weight. In the present study, a 

DOE method was employed to uncover the most influential parameters that affect 

damage growth and coalescence in polymers. 
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The earliest works that relate statistical procedures to physical experiments are 

attributed to Sir Ronald Fisher (1935a, b). As a result of his work, statisticians used 

several analysis of variance techniques to interpret physical experimental data (Box et al. 

1978). DOE is one such technique. Taguchi (1974, 1986, 1987) popularized the DOE 

method for use in the quality-engineering area. In the present DOE study, the 

‘experiments’ are not physical but numerical in nature. Briefly, the DOE method uses a 

split-level geometric array of unique condition combinations to extract the influence of 

parameters that are most critical to a particular result. For example, Horstemeyer et al. 

(1999) implemented a DOE method into a mesoscale crystal plasticity framework to 

understand the relative macroscale effects of a variety of mesoscale constitutive models 

on the behavior of FCC metals. The study concluded that intergranular constraints and 

kinematic hardening were much more influential than the type of constitutive model 

used. Gall et al. (2000) used a two-dimensional mesoscale finite element analysis within 

a DOE framework to investigate the effects matrix-particle morphology on the fracture 

and debonding of silicon particles enclosed within an aluminum matrix. The study 

identified temperature as the critical parameter for the fracture and debonding of silicon 

particles. For analyzing void growth and coalescence in different metal alloys, 

Horstemeyer and Ramaswamy (2000c) examined different variables and showed that 

temperature and microporosity played the most dominant roles. Later, Horstemeyer et al. 

(2003) conducted finite element simulations guided by a DOE matrix to quantify the 

relative influence of different parameters on void nucleation. Wang et al. (2009) used the 

DOE technique coupled with crystal plasticity in mesoscale finite element simulations to 

determine that the remote applied displacement is the most important parameter affecting 
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fatigue crack incubation in a 7075 aluminum alloy when compared to some 

microstructural features. These different DOE studies have shown in some cases that the 

mechanics issues are more important but in others the microstructural morphology is 

more important, each depending on the variables and metrics of interest. Furthermore, all 

of these studies included a metal of some type, so the current study is the first of its kind 

for a polymer-based material system. 

This investigation parallels the Horstemeyer and Ramaswamy (2000c) study but 

instead of evaluating metals focuses on polymers by using two-dimensional mesoscale 

finite element simulations using a physically-based, rate and temperature sensitive ISV 

model to describe the behavior of polymers (Bouvard et al. 2013). The simulations were 

cast in a DOE framework featuring seven parameters each accommodating an upper 

bound and a lower bound to identify which parameter(s) is(are) most crucial to damage 

incubation and damage growth in polymers. The authors chose the DOE parameters and 

limiting bounds based on literature and available experimental data which include the 

following: polymer blend, number of initial defects, defect type, temperature, stress state, 

strain rate, and initial microporosity (molar volume). 

2.2 Metrics 

The metrics for polymer fracture quantification used here have a historical 

precedence from metals. Horstemeyer et al. (2000a) stated that in the case of metals, 

damage is characterized by three individual components: nucleation, growth, and 

coalescence. Francis et al. (2014) extended the damage/fracture methodology to 

polymers. Typically, the damage parameters (void/crack nucleation, void/crack growth, 

and void/crack coalescence) are functions of the stress triaxiality and maximum local 
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inelastic strain. In this investigation The stress triaxiality is defined as the tensile 

hydrostatic stress (negative pressure) divided by the equivalent von Mises stress while the 

local inelastic strain is defined by the von Mises equivalent inelastic strain. Looking at 

the stress triaxiality and local inelastic strain as two metrics for polymer damage, the total 

void volume fraction would be a resulting metric as well in our study. Furthermore, a 

well-accepted continuum description for void growth in metals was developed by Cocks 

and Ashby (1980). 

 �̇�𝑝𝑜𝑟𝑒𝑠 = 𝜒 [
1

(1−𝜙𝑝𝑜𝑟𝑒𝑠)
𝑚 − (1 − 𝜙𝑝𝑜𝑟𝑒𝑠)] ‖𝑫𝑝‖ (2.1) 

 𝜒 = sinh [
2(𝑚−0.5)

(𝑚+0.5)

𝑝

𝜎𝑒
] (2.2) 

where 𝜙𝑝𝑜𝑟𝑒𝑠 is the volume fraction of voids in the material, 𝑫𝑝 is the inelastic rate of 

deformation, 𝑝 is the tensile hydrostatic pressure, 𝜎𝑒 is the von Mises equivalent stress, 

and 𝑚 is the strain rate sensitivity parameter. Void growth exhibits a dependence on both 

stress triaxiality (Eq. 2.2) and inelastic strain (Eq. 2.1). Francis et al. (2014) implemented 

Eqs. 2.1 and 2.2 into a macroscale damage framework including damage from pores, 

particles, and crazing built on a modified inelastic amorphous glassy thermoplastic ISV 

model (Bouvard et al. 2013). In that work, Francis et al. (2014) showed that the Cocks-

Ashby void growth equations (Eqs. 2.1 and 2.2) that were intended for metals work very 

well for polymers. 

In terms of coalescence of voids/cracks, Brown and Embury (1973) defined 

coalescence as the first impingement of two different voids. Tvergaard (1990) proposed 

that coalescence did not occur until the onset of final fracture. However, Lu et al. (1998) 

showed that voids can interact much earlier than the commencement of fracture through 
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notch tensile tests of 304L stainless steel. Moreover, Horstemeyer et al. (2000b) 

conducted micromechanical finite element simulations of discrete voids showing that 

when multiple voids are in close proximity, their void growth rate will increase 

dramatically due to the neighboring effects of adjacent voids. For polymers, Francis et al. 

(2014) developed a coalescence ISV rate equation that was essentially an interactive term 

between voids and crazes and is a function of the nearest neighbor distance of 

voids/crazes and size of voids/crazes, temperature, and strain rate. To demonstrate 

“enhanced void growth,” for this study two finite element simulations identical except for 

the number of voids present were executed using the ISV model for polymers. The 

dramatic increase in void growth rate between the single void case and the two void case 

simulations are shown in Fig. 2.1. Given these arguments about coalescence, the current 

study incorporates coalescence since the total void volume fraction will include single 

and two void cases. 

 

Figure 2.1 Testing phase simulation results showing normalized void volume fraction 
versus von Mises strain highlighting the "enhanced void growth" that 
occurs when two voids are in close proximity.  
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2.3 Parameters 

The ISV model requires calibration to experimental data in order to provide a 

reasonable engineering approximation of polymer behavior. As such, the collection of 

available experimental data provided a primary constraint to the selection and 

quantification of DOE parameters. Appendix C contains a detailed overview of the ISV 

model forms while Appendix A contains the calibrated material parameters for both ABS 

and PC. 

2.3.1 Polymer Blend 

This study focused on two distinct polymer blends: Acrylonitrile Butadiene Styrene 

(ABS) and Polycarbonate (PC). ABS is an engineering grade, high impact polymer 

produced by polymerizing styrene and acrylonitrile with polybutadiene. The investigated 

grade of ABS contains carbon-based inclusions that have an average diameter of 3.5 

microns and an average particle nearest neighbor distance of 1.4 microns (cf., Lugo et al. 

2014). PC is a polymer chain of carbonate groups that is created through a reaction between 

phosgene and bisphenol A (BPA). Both polymers are sensitive to temperature fluctuations 

and changes in strain rate showing a large deviation in stress–strain behavior when either 

condition is altered (Abts, Eckel, and Wehrmann 2014). 

The stress–strain comparison of the ISV model with the experimental data is 

shown in Figs. 2.2 and 2.3 for PC and ABS, respectively. The experimental data for both 

PC and ABS for all strain rates and temperatures was obtained from Bouvard et al. 

(2011). This model calibration was completed before the DOE analysis was conducted 

using a material point simulator in Matlab followed by single element finite element 

simulations. Note that the ISV captures the temperature and strain rate dependence with 
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one set of material constants. Note also that yield stress was approximately 60 MPa for 

PC and 40 MPa for ABS. PC softens after yielding, while ABS experiences a short-range 

transient of softening following by hardening. These two different polymers have been 

used as mechanical load bearing structures. 

 

Figure 2.2 True stress - true strain curves under tension comparing the thermoplastic 
internal state variable model over a range of strain rates (left) and 
temperatures (right) with experiments for polycarbonate. 

 

 

Figure 2.3 True stress - true strain curves under tension comparing the thermoplastic 
internal state variable model over a range of strain rates (left) and 
temperatures (right) with experiments for acrylonitrile butadiene styrene 
(ABS). 
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2.3.2 Particle/Void 

Most structural polymers are not monolithic materials but include multiscale 

microstructures in the form of hard phases, voids/cracks, or carbon based strengtheners. 

The added constituents typically serve to make the material stronger while adding very 

little mass; however, the inclusions (voids/cracks) will provoke deleterious effects on the 

material’s mechanical properties. Most engineering polymers contain some level of 

porosity due to the manufacturing processes. Tjia and Moghe  (1998) used a confocal 

microscope to quantify the microstructure of solvent casted – salt leached porous poly 

(lactic-acid, glycol-acid) (PLAGA). The study found that when the salt concentration was 

low, the effective void size was directly related to the size of the salt particles. Day et al. 

(2002) used multiphoton absorption under an infrared beam that illuminated the voids in 

a doped polymethylmethacrylate (PMMA). Lugo et al. (2014) used optical microscopy 

and image analysis to quantify particle and porosity properties in ABS. The investigation 

reported an average particle diameter of 3.55 μm and an average pore size of 0.059 μm. 

In this study, we employ the idea that the structural polymer could have inherent 

porosity or included additives via the polymer manufacturing process. In this way, it is 

not clear if the inclusion or microstructures induce strengthening or weakening. As such, 

we will examine the effect of the inclusions to assess if they influence the damage state 

and thus weaken the material.  

2.3.3 Number of Inclusions 

Inclusions within polymers typically arise from the processing associated with the 

initial chemistry of the material. After processing, a polymer’s inclusions are 

inhomogeneously present in various shapes, sizes, and clusters throughout the material. 
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The pattern of the defect distribution becomes important while considering damage 

nucleation. Some regions of the material could have regions with heavy concentrations of 

particles or pores, while other regions may be relatively free of the inclusions. The local 

inclusion interaction effects were examined by constraining the nearest neighbor distance 

to remain equal in all cases and varying the number of inclusions (either 1 or 2). The 

performance contrast between one and two inclusions is an indicator of the effect that 

inclusion coalescence has on the material. All of the initial conditions have the same area 

fraction of defects; thus, when two defects are present, they are initially smaller than the 

case when only one is initially present. In Horstemeyer et al. (2000b) a larger single 

defect incurred damage growth at a lesser rate than two smaller defects, when the defect 

diameter was the distance between the defects. In another study, Fu et al. (2008) 

reviewed the effects of particle size and density on the mechanical response of particles 

embedded in polymer systems finding that the aggregate normalized elastic modulus 

increased as particle volume fraction increased. 

2.3.4 Temperature 

The stress–strain behavior of polymers is highly temperature dependent (cf., 

Arruda et al. 1995; Francis et al. 2014). The temperature dependence of the stress–strain 

behavior for ABS and PC is shown in Figs. 2.2 and 2.3, respectively. As the temperature 

increases, the flow stress and strain hardening effects decrease in general. In terms of 

damage, Tijssens et al. (2000) showed the importance that temperature plays in crazing. 

Elongations to failure typically increase when the temperature increases. Finally, the 

elastic moduli decreases as the temperature increases. In Horstemeyer et al. (2003), 

mesoscale finite element simulations showed that the temperature effects had the greatest 
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influence in damage nucleation when compared to other parameters like microporosity, 

defect size, defect shape, and the number of defects for metals. Whether or not the 

observations of Horstemeyer et al. (2003) will occur for polymers is yet to be realized, 

hence, one reason for the current study. 

Another temperature dependent issue for polymers is the glass transition 

temperature, which indicates the temperature at which a polymer will transition from a 

hard, glassy material to a soft material. Our study focused on temperatures below the 

glass transition temperature (𝑇𝑔𝑃𝐶 = 428 𝐾, 𝑇𝑔𝐴𝐵𝑆 = 373 𝐾). As such, all experiments and 

simulations were conducted at temperatures well below the glass transition thresholds for 

both thermoplastics. The two temperatures chosen as limits for this parametric study were 

253 K and 323 K, which are reasonable bounds for standard vehicular chassis 

temperature requirements. 

2.3.5 Stress State 

Bridgman (1923) conducted experiments on a variety of metal alloys discovering 

that a rise in stress triaxiality elicited a corresponding increase in damage nucleation and 

growth. Since then, a vast array of damage models for metals have emerged starting with 

McClintock (1968). One damage study for analysis of polymers is that of Asp et al. 

(1996), who studied the failure behavior of epoxy systems under uniaxial, biaxial, and 

triaxial stress states. The study concluded that the epoxies considered exhibited much 

lower strains-to-failure and brittle-like behavior in equibiaxial and equitriaxial tension as 

opposed to yielding and “ductility” observed in uniaxial tension. This work examines 

both uniaxial and biaxial tensile deformation inducing two different levels of the stress 

triaxiality. 
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2.3.6 Strain Rate 

As Figures 2.2 and 2.3 illustrate, the material behavior of both ABS and PC are 

modestly strain rate dependent. Both materials exhibit an escalation in the yield stress as 

their applied strain rate rises with ABS showing a much larger dependence. Hagerman 

(1973) examined the effect that applied strain rate had on craze growth in ABS. The 

study examined micrographs of ABS loaded at different rates and concluded that lower 

strain rates allowed crazes to grow longer (dissipating energy) before fracture occurred. 

Chen and Sauer (1990) investigated the yield behavior of ABS across a range of loading 

rates. The study revealed that the yield stress of ABS varied linearly with the log of the 

applied strain rate. Siviour et al. (2005) performed high strain rate mechanical 

compression tests on PC and saw a drastic increase in both elasticity and yield stress. 

Inberg  et al. (2002) performed single edge notch tensile tests over a range of strain rates 

on PC/ABS blends. They concluded that under greater applied strain rates, the PC/ABS 

blends displayed greater maximum stresses and fracture energies. Here, the investigation 

explores deformation under different strain rates spanning multiple orders of magnitude. 

2.3.7 Microporosity 

Budd et al. (2005) reviewed intrinsic microporosity and free volume in polymers 

finding that polymers with intrinsic microporosity (PIMs) are fabricated with molecular 

backbones that simultaneously have no conformation freedom but are highly contorted to 

impede effective packing. Furthermore, Budd et al. (2005) discussed the vagueness of the 

term “free volume” and connected it to the term microporosity: “[a polymer with] a large 

amount of interconnected free volume in the glassy state behaves in many respects like 

microporous materials.”  Cooper (2009) reviewed a variety of methods for fabricating 
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conjugated microporous polymers (CMP’s) and found that in many cases, the CMP 

networks showed very little or no phase segregation meaning the CMP’s consisted of low 

density, high surface area, near-homogeneous material. Consistent with Horstemeyer and 

Ramaswamy (2000) microporosity is a continuum quantity that is distributed evenly 

within each element in a finite element mesh. The microporosity was defined by an 

“initial void volume fraction” within the Cocks-Ashby relationship (Equation  1). The 

initial microporosity or free volume levels were 0.0 (no microporosity) and 0.001 for the 

finite element simulations. 

2.4 Internal State Variable Model 

A physically-based, rate and temperature dependent ISV model for polymers 

developed by Bouvard et al. (2013) was used to accurately represent both ABS and PC. 

The ISV model was calibrated to physical experiments at a variety of temperatures and 

strain rates for both PC and ABS (Figures 2.2 and 2.3). The constitutive model features 

three ISVs to account for inelastic dissipation mechanisms in polymers:𝜉1̅ is a strain-like 

scalar that accounts for dissipation induced from polymer chain entanglement points; 𝜉2̅ is 

a strain-like scalar that represents material hardening resulting from polymer chain 

alignment and coiling at large strains; �̅� is a strain-like tensor that accounts for hardening 

induced by polymer chain orientation and stretching at large strains. For an overview of 

the ISV model, refer to Appendix C. 

2.5 Design of Experiments Methodology 

This study compares the relative parametric influences between the parameters 

described in Section 2.2 on damage growth and coalescence in polymers. Having seven 



 

20 

parameters quantified at two levels yields 128 (27) unique simulations (one for each 

possible parameter grouping). The DOE technique is essentially a tool that selects a 

minimum spanning set for the simulation space based on some criteria. The DOE method 

creates a linear mapping from a set of influences, {A}, to a set of responses, {R}, through 

a parameter matrix, [P] corresponding to the orthogonal array with 

 {𝑅} = [𝑷]{𝐴} (2.3) 

where 

{𝑅} =

{
 
 
 

 
 
 
𝑅0
𝑅1
𝑅2
𝑅3
𝑅4
𝑅5
𝑅6
𝑅7}
 
 
 

 
 
 

, {𝐴} =

{
 
 
 

 
 
 
𝐴0
𝐴1
𝐴2
𝐴3
𝐴4
𝐴5
𝐴6
𝐴7}
 
 
 

 
 
 

,  [𝑷] =

[
 
 
 
 
 
 
 
+1 −1 −1 −1 −1 −1 −1 −1
+1 −1 −1 −1 +1 +1 +1 +1
+1 −1 +1 +1 −1 −1 +1 +1
+1 −1 +1 +1 +1 +1 −1 −1
+1 +1 −1 +1 −1 +1 −1 +1
+1 +1 −1 +1 +1 −1 +1 −1
+1 +1 +1 −1 −1 +1 −1 +1
+1 +1 +1 −1 +1 −1 +1 −1]

 
 
 
 
 
 
 

 (2.4) 

 

The set of influences, {A} is found by inverting Equation (2.3), 

 {𝐴} = [𝑷]−𝟏{𝑅} (2.5) 

Since this investigation is only concerned with the first order main parametric effects, 

only eight simulations are needed to span the simulation space (DeVor et al. 1992). An 

orthogonal array with parameter definitions for each simulation is shown in Table 2.1. 

  



 

21 

Table 2.1 L8 orthogonal array displaying design of experiment (DOE) simulation 
conditions. 

Calc Material 
Particle/

Void 

One/Two 
Inclusion

(s) 
Temperature 

(K) 
Stress 
State 

Strain 
Rate 
(1/s) 

Microporosity 
(Vol Frac) 

1 ABS (-) Void (-) One (-) 253 (-) 
Uniaxial 

(-) 
0.001 

(-) 0 (-) 

2 ABS (-) Void (-) One (-) 323 (+) 
Biaxial 

(+) 0.1 (+) 1e-3 (+) 

3 ABS (-) 
Particle 

(+) Two (+) 253 (-) 
Uniaxial 

(-) 0.1 (+) 1e-3 (+) 

4 ABS (-) 
Particle 

(+) Two (+) 323 (+) 
Biaxial 

(+) 
0.001 

(-) 0 (-) 

5 PC (+) Void (-) Two (+) 253 (-) 
Biaxial 

(+) 
0.001 

(-) 1e-3 (+) 

6 PC (+) Void (-) Two (+) 323 (+) 
Uniaxial 

(-) 0.1 (+) 0 (-) 

7 PC (+) 
Particle 

(+) One (-) 253 (-) 
Biaxial 

(+) 0.1 (+) 0 (-) 

8 PC (+) 
Particle 

(+) One (-) 323 (+) 
Uniaxial 

(-) 
0.001 

(-) 1e-3 (+) 
 

2.5.1 Finite Element Analysis 

The explicit, dynamic finite element code ABAQUS (v 6.11) was used for each 

DOE computation (Hibbitt 1984). The polymeric ISV constitutive model referred to in 

Section 2.4 was inserted via an explicit user subroutine (VUMAT). 2.4 contains a 

schematic of the geometries and boundary conditions used in the parametric finite 

element analysis. Each simulation was built on one of four idealized two-dimensional, 

plane strain meshes. Each mesh consisted of either one or two circular defects that were 

either particles or voids. In the case where the defects were particles, non-bonded, rigid 

particles were used. A minimum distance of four defect diameters separated all defects 

from all mesh edges (this distance was defined in Horstemeyer et al. (2000b) as the 

minimum distance where no interaction between voids would occur). When two defects 
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were present, their centers were separated by two defect diameters. Each mesh had an 

equivalent initial defect volume fraction except for those meshes containing 

microporosity. All computations featured a 4.7 % remote applied strain to capture (as 

much as possible) post-yield behavior before failure.  

 

Figure 2.4 Finite element schematic of the geometries, design aspects, and boundary 
conditions for eight design of experiments simulations for two different 
materials. 

 

2.6 Mesomechanical Parametric Finite Element Results 

2.6.1 Stress Triaxiality 

Since stress triaxiality is a continuum quantity, the stress triaxiality volume 

average over all of the elements was calculated for the duration of each simulation. 

Equation 2.6 was used to obtain the mesh average stress triaxiality. 
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 𝜒𝑚𝑒𝑠ℎ =
1

𝑁
∑ 𝜒𝑖;  
𝑁
𝑖=1 𝜒𝑖 =

𝑝𝑖

𝜎𝑖
𝑒 (2.6) 

where 𝜒𝑚𝑒𝑠ℎ is the average triaxiality for the whole mesh, 𝑁 is the number of elements, 

𝜒𝑖 is the triaxiality for the 𝑖𝑡ℎ element, 𝑝𝑖 is the pressure for the 𝑖𝑡ℎ element, and 𝜎𝑖𝑒 is the 

equivalent stress for the 𝑖𝑡ℎ element. Fig. 2.5 shows a complete amalgam of contour plots 

exhibiting the stress triaxiality distributions for each of the eight DOE finite element 

simulations determined at the peak load. The normalized quantification of the main 

parametric effects of each DOE parameter (Fig. 2.6) correspond to the stress triaxiality 

data in Fig. 2.5. The first order influence parameter was the stress state dependence, i.e., 

the increase from the uniaxial to the biaxial loading conditions. Inherently, the 

importance of stress state on the triaxiality parameter is consistent with Equation (2.2), as 

the biaxial loading cases have an extra stress dimension and therefore higher triaxiality. 

 

Figure 2.5 Stress triaxiality contour plots from each design of experiments finite 
element computations at the peak load. 
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Figure 2.6 Normalized influence of each design of experiments parameter on the 
aggregate stress triaxiality.  

Note that all influences were normalized to the maximum influence value. 

2.6.2 Local Maximum Equivalent Inelastic Strain 

In each simulation the maximum value of inelastic strain was extracted at the 

peak loading. The equivalent inelastic strain contours at the peak loading for each 

simulation (Fig. 2.7) and the normalized first order influences of each DOE parameter on 

the maximum local inelastic strain (Fig. 2.8) illustrate that the stress state is the primary 

influence on local inelastic strain. A change in temperature exhibits the second highest 

influence on inelastic strain, which is reasonable for polymers, a class of materials very 

sensitive to heat transfer. The number of defects provides a tertiary influence implying 

that the stress fields from neighboring defects interact and exacerbate the local strains. 
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Figure 2.7 Schematic showing equivalent inelastic strain contour plots for each design 
of experiments simulation at the peak load. 

 

 

Figure 2.8 Normalized influence of each design of experiments parameter on the local 
maximum equivalent inelastic strain. 

Note that all influences were normalized to the maximum influence value. 
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2.6.3 Void Volume Fraction 

The void volume (area) fraction was observed for the duration of each simulation. 

The area (since the calculations are two-dimensional) of the voids was calculated using 

the following: 

 𝐴 = ∑ 𝜋 (𝑟1𝑟2)𝑖𝑖  (2.7) 

where 𝑖 represents an elliptical void within a mesh and 𝑟1 and 𝑟2 are the major and minor 

axes of an ellipse. The void area fraction versus far field applied von Mises strain for 

both uniaxial and biaxial DOE cases is plotted in Fig. 2.9. As in the previous section, the 

stress state is the largest influence on void growth rate. While the uniaxial case does 

display a clear dependence on strain rate and number of defects, the level of influence is 

negligible when compared to that of stress state. Note that for Calculation 8, the 

simulation exhibited strain localization because of the particular boundary conditions. 

This localization resulted in shear bands forming. Normalizing the first order parametric 

effects on final (peak loading) void volume fraction (Fig. 2.10) shows that increasing 

from uniaxial to biaxial loading culminates in the greatest increase of the final void 

volume fraction. Meanwhile an increase in temperature or a reduction in material strength 

results in a secondary increase in final void volume fraction. 
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Figure 2.9 Void area fraction versus applied von Mises strain plots for uniaxial 
loading and biaxial loading. 

 

 

Figure 2.10 Normalized influence of each design of experiments parameter on the void 
volume fraction. 

Note that all influences were normalized to the maximum influence value. 
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2.7 Summary 

A DOE parametric study was conducted to discover the crucial influence 

parameters affecting damage growth and coalescence in polymers. The parametric study 

employed a finite element analysis coupled with an experimentally calibrated time and 

temperature sensitive ISV model for polymers. The analysis revealed that the stress state 

that induced a particular stress triaxiality was the most important parameter for damage 

growth. Researchers have argued that viscoelastic materials, such as the structural 

polymers represented in this study, have a strong strain rate and time sensitivity. 

Although these polymers do exhibit a strain rate and time sensitivity, the mechanism that 

induces void growth and coalescence the strongest is a large stress triaxiality arising from 

an elevated applied stress state with secondary contributions from the material having a 

larger yield stress and a higher temperature. 
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CHAPTER III 

MODELING POLYMERIC STRESS STATE DEPENDENCIES USING INTERNAL 

STATE VARIABLE THEORY 

3.1 Introduction 

As discussed in the previous chapter, a polymer’s stress state is the primary 

influencer in damage growth and coalescence. However, most polymer models 

(physically-based or otherwise) neglect stress state effects.  

 

Figure 3.1 Calibration of Bouvard et al. Internal State Variable (ISV) model for 
Polycarbonate (left) and Polypropylene (PP) for tension, compression and 
torsion. 

Note that the ISV model cannot capture polymer performance across different stress 
states. 

Fig. 3.1 shows an attempt at calibrating the Bouvard et al. (2013) ISV model for 

Polycarbonate (PC) and Polypropylene (PP) over tension compression and torsion. From 

Fig. 3.1 it is apparent that the Bouvard et al. ISV model cannot adequately capture 

polymer mechanical performance asymmetry across stress states. 
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 Employing polymeric material models with time and temperature dependence has 

been the subject of a large amount of attention. See Bouvard et al. (2010) for a detailed 

review of the history of polymeric modeling. Additionally there has been a significant 

amount of advancement in the last six years. Srivastava et al. (2010) developed a 

constitutive model based on the notion that as temperature rises (especially above the 

glass transition, 𝑇𝑔) the number of mechanisms for inelastic dissipation rises. Using this 

‘multi-mechanism’ theory they were able to capture the polymer performance over a 

large range of strain rates and a range of temperatures that spanned the glass transition. 

Ayoub et al. (2011) proposed a physically-based hyperelastic-viscoplastic constitutive 

model to examine the effect of the level of crystallinity on the mechanical performance of 

Polyethylene (PE). Zaïri et al. (2011) developed a hyperelastic-viscoplastic constitutive 

model for rubber-toughened polymers under large strains. They determined that damage 

due to deformation in such materials is controlled by rubber cavitation. Launay et al. 

(2011) explored the cyclic behavior of short glass fiber reinforced (SGFR) Polyamide 66 

through developing a viscoelastic-viscoplastic constitutive model that uses dissipated 

pseudo-viscoplastic energy to calculate cyclic softening. Khan and Yeakle (2011) 

examined non-monotonic creep behavior in polymers determining that pre-loading a 

polymer to maximum stress before unloading to a test stress drastically changes its 

mechanical behavior. They were able to predict this behavior with a state variable model 

featuring a modified viscoplasticity based on overstress. Fleischhauer et al. (2012) 

produced a strain rate and pressure sensitive constitutive model for polymers that 

captures post yield softening behavior over a large range of strain rates in tension. 

Voyiadjis, Shojaei, and Li (2012) proposed a viscoplastic-viscodamage-viscohealing 
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constitutive model using a novel viscoplastic theory featuring a modified backstress 

tensor to capture the irregular inelastic response of glassy polymers. Alisafaei, Han, and 

Garg (2016) developed a length scale sensitive elasto-plastic coupled stress model to 

capture length scale dependent deformation in polymers. 

There has also been a considerable amount of constitutive model research in the 

realm of semi-crystalline polymer systems, as well as shape memory polymers (SMPs). 

Baghani et al. (2012) developed a constitutive model for SMPs featuring second phase 

‘hard segments’. This model was able to predict SMP behavior under multiaxial loading. 

Zhang and Yang (2012) conducted a review of recent studies performed on constitutive 

modeling of SMPs. Cayzac, Saï, and Laiarinandrasana (2013) constructed a constitutive 

model for semi-crystalline polymers using a multi-mechanism approach that accounted 

for both the semi-crystalline nature of Polyamide 6, as well as damage for tensile cases. 

Ponçot, Addiego, and Dahoun (2013) proposed a semi-crystalline polymer model that 

captures volume strain caused by cavitation during deformation. Popa et al. (2014) 

proposed a constitutive model for semi-crystalline polymers featuring a homogenization 

approach that used representative mesostructure and separate descriptions for crystalline 

and amorphous phases. 

The multiscale aspects of polymer modeling have also seen a significant amount 

of attention. Bouvard et al. (2009) gave an overview of the history of hierarchical 

multiscale modeling of polymers. A large amount of work has been contributed to 

multiscale modeling of polymers in recent years as well. Uchida and Tada (2013) 

developed a multiscale model for semi-crystalline polymers that spanned the micro-

meso-macro length scales. This model was able to predict the changes in hardening rate 
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between stress states (tension, compression, and shear) and account for the changes in 

modulus and flow stress with increasing crystallinity. Shojaei and Li (2013) developed a 

multiscale constitutive model for semi-crystalline polymers based on a modified 

Transformation Field Analysis (TFA) method featuring crystal plasticity for crystalline 

phases and a viscoelastic model for amorphous phases. Yang et al. (2013) used molecular 

dynamics and continuum micromechanics in a multiscale modeling scheme to examine 

the performance of carbon nanotube reinforced polymer composites.  

Torsional strain hardening has been witnessed in polymers (Tervoort and Govaert 

2000; O’Connell and McKenna 2002), yet the differences in mechanical behavior 

polymers exhibit in different stress states has received far less attention in the modeling 

community. Bouvard et al. (2013) composed an ISV model for glassy polymers that 

included a “pressure” term from Boyce et al. (1988) but was unable to capture the 

disparity between tension, compression, and torsion at large strains. Arruda et al. (1993) 

investigated separate stress states while studying the effects of initial anisotropy on large 

strain forming of polymers, but they were constrained to uniaxial compression and plane 

strain compression. More recently, Anand et al. (2009) constructed a polymer material 

model to capture the micro-indentation behavior of polymers and used compression-

tension physical data to calibrate their model. However, they did not calibrate to high 

tensile strains. Clausen et al. (2010) created a material model for thermoplastics that 

included a term representing the ratio of the tensile and compressive yield stresses for a 

given polymer. Pouriayevali et al. (2013) developed an elastoviscoelastic-viscoplastic 

constitutive model that predicted polymeric behavior over a range of strain rates for 

tension and compression. However this constitutive model required a separate set of 
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calibrate constants for tension and compression. Balieu et al. (2013) proposed an 

elastoviscoplastic constitutive model with fully coupled damage for semi-crystalline 

polymers. They were able to capture both tensile and compressive behavior of 

Polypropylene (PP). Poulain, Benzerga, and Goldberg (2014) developed an 

elastoviscoplastic constitutive model for glassy amorphous polymers. They were able to 

capture performance variations between different temperatures and strain rates as well as 

tension and compression for epoxy Epon 862. Hachour et al. (2014) performed multiaxial 

experiments on High Density Polyethylene (HDPE) and was able to model HDPE yield 

behavior using modified Tresca and von Mises yield surfaces. 

While stress state sensitive modeling is in its infancy within the polymeric realm, 

it has reached a much higher maturity within the metallic community. Prager (1944) and 

Drucker (1949) first included stress state dependence by including the third invariant of 

deviatoric stress, J3, on the yield surface for metals. Horstemeyer et al. (1996) and Miller 

and McDowell (1996) were the first to include the stress state dependence of J3 into ISV 

hardening laws for metals. Horstemeyer et al. (2000) later modified the Bammann-

Chiesa-Johnson (1996) model for metals to capture the metallic hardening rate 

differences between tension, compression and torsion, as well as damage, by using J3. 

They were able to differentiate between stress states using a complex stress function 

𝑓(𝐽2, 𝐽3) where 𝐽2 and 𝐽3 (𝐽2 =
1

2
𝜎𝑖𝑗
′ 𝜎𝑖𝑗

′  ;   𝐽3 = det(𝜎
′) ;   𝜎′ = 𝜎 −

1

3
𝛿𝑖𝑗𝜎𝑘𝑘) are the 

second and third invariants of deviatoric stress, respectively. The stress function is given 

by 

 𝑓∎( 𝐽2, 𝐽3) = 𝑎∎ [
4

27
−
𝐽3
2

𝐽2
3] + 𝑏∎

𝐽3

𝐽2
3 2⁄  ;  ∎ ∈ {𝛼, 𝜅1, 𝜅2, 𝑔0, 𝑌} (3.1) 
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where 𝑎∎, and 𝑏∎ are material parameters related to a given material’s sensitivity to 

torsion and tension/compression, respectively. The ‘∎’ (∎ ∈ {𝛼, 𝜅1, 𝜅2, 𝑔0, 𝑌}) symbol is 

a placeholder representing the relation upon which the stress function is applied where 

𝛼, 𝜅1, and 𝜅2 are the ISVs, 𝑔0 is an expression within 𝜅1, and 𝑌 is the yield function. The 

philosophy behind using the stress function in Equation (3.1) is covered in Horstemeyer 

and Gokhale (1999) and Horstemeyer et al. (2000). Further explained in Table 3.1, the 

stress function (Equation (3.1)) is able to uniquely distinguish the differences between 

tension, compression, and torsion.  

Table 3.1 Stress invariant expressions under different stress states. 

 Tension Compression Torsion 

4

27
−
𝐽3
2

𝐽2
3 0 0 

4

27
 

𝐽3

𝐽2
3 2⁄

 2

3√3
 −

2

3√3
 0 

 

This investigation seeks to bolster the ISV model for glassy polymers originally 

proposed by Bouvard et al. (2013) via the incorporation of an expanded stress state  

dependence. The ISV model’s stress state dependence will be enhanced by appending 

instances of the stress function (Equation (3.1)) on to the ISV constructs.  

3.2 Internal State Variable Modeling 

The ISV constitutive model (Bouvard et al. 2013; Francis et al. 2014) was 

developed based upon the original thermodynamic foundation proposed by Coleman and 

Gurtin (1967). Three ISVs accounted for polymeric internal energy dissipation 
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mechanisms based on the molecular dynamics studies in Hossain et al. (2010). For a 

comprehensive discussion on the kinematics, kinetics, and thermodynamics of the ISV 

model presented here, see Francis et al. (2014). In sections 3.2.1-3.2.5 the modified 

polymer ISV model is outlined. Unless otherwise stated, all material parameters are 

labeled 𝐶# where ‘#’ varies from 1-14. For the ISV model to function all material 

parameters must be calibrated to the material under consideration. 

3.2.1 Stress State Dependence 

The stress function (𝑓(𝐽2, 𝐽3)) was included in each ISV (Equations (3.3) and 

(3.6)), the hardening modulus (𝑔0) in the first scalar ISV (Equation (3.7)), as well as the 

yield function (Equation (3.14)). The stress function’s (𝑓(𝐽2, 𝐽3)) segments (Table3.1) are 

what permit stress state sensitivity. The first segment (4 27⁄ − 𝐽3
2 𝐽2

3⁄ ) acts as a switch for 

torsion, only having a non-zero value in torsion. Meanwhile the second portion (𝐽3 𝐽2
3 2⁄⁄ ) 

serves as an activation term for tension and compression. The tension/compression switch 

takes on positive value in tension, a negative one in compression, and is equal to zero in 

torsion. 

3.2.2 Assumptions 

 Plastic flow is incompressible: |𝑭𝒑| = 1, 𝑇𝑟(�̅�𝒑) = 𝟎 . 

 Plastic flow is irrotational: �̅̅̅�𝒑 = 0. 

 Thermal portion of deformation gradient is isotropic: 𝑭𝜽 = 𝐹𝜃𝑰, �̅̅̅�𝜽 = 0. 
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3.2.3 Cauchy Stress 

The constitutive model consists of two intermediate configurations corresponding 

to the decomposition of the deformation gradient (Fig. 3.1). All calculations are executed 

in the first intermediate configuration (�̅�) and the results are “pushed forward” with the 

elastic component of the deformation gradient. 

 

Figure 3.2 Illustration of the glassy polymer Internal State Variable Model 
deformation gradient decomposition. 

 

The Cauchy stress (𝝈) is written in terms of the Mandel stress (�̅�) where 𝐽𝑒 is 

the Jacobian determinant of the elastic deformation gradient, 𝝉 is the Kirchhoff stress, 𝑹𝑒 

is the elastic rotation tensor, 𝜇(𝜃) is the shear modulus, 𝐾(𝜃) is the bulk modulus, �̅�𝑒 is 

the elastic portion of the Green’s strain tensor, and 𝜃 is the temperature. 

 𝝈 = 𝐽𝑒−1𝝉,   𝝉 = 𝐽𝑒−1𝑹𝒆�̅�𝑹𝒆𝑻,   �̅� = 2𝜇(𝜃)�̅�𝑒 + [𝑲(𝜃) −
2

3
𝜇(𝜃)] 𝑇𝑟(�̅�𝑒)𝑰 (3.2) 

3.2.4 Internal State Variables (ISVs) 

The ISV rate schemes were constructed by modifying the works of Boyce et al. 

(1988) and Ames et al. (2009). As previously mentioned ISVs quantify unobservable, 

internal energy dissipation effects. This constitutive model features three such ISVs. 
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 The second rank tensorial quantity �̅�, seen in Equation (3.3) serves to 

represent large-strain hardening behavior caused by the stretching of 

polymer chains. 

 �̅� = �̂�𝐵(𝜃)�̅�;  �̂�𝐵(𝜃) = 𝜇𝑅(𝜃) [1 −
𝜆1
�̅�
+𝜆2

�̅�
+𝜆3

�̅�

𝜆𝐿
]

−1

[1 + 𝑓(𝐽2, 𝐽3)] (3.3) 

 �̇̅� = 𝑅𝑠1(𝜃)(�̅�
𝑝 �̅� + �̅��̅�𝑝) (3.4) 

where 𝜇𝑅(𝜃) is a temperature dependent rubbery modulus, 𝜆𝐿 is a network 

locking stretch, 𝜆𝑖
�̅� are the eigenvalues of �̅�, 𝑅𝑠1(𝜃) is a temperature 

dependent material parameter, and 𝑫𝑝 is the inelastic rate of deformation. 

The evolution form of �̅� is derived from the metallic kinematic hardening 

relation introduced by Prantil et al. (1993) and later modified for 

polymeric application by Ames et al. (2009). 

 𝑅𝑠1(𝜃) = 𝐶13(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶14,   𝜇𝑅(𝜃) = 𝐶1(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶2 (3.5) 

 A pair of scalar-valued ISVs accounting for polymer chain entanglement 

density as well as polymer chain coiling /alignment: 

 �̅�1 = 𝐶�̅�1𝜇(𝜃)𝜉1̅ [1 + 𝑓(𝐽2, 𝐽3)],   �̅�2 = 𝐶�̅�2𝜇(𝜃)𝜉2̅ [1 + 𝑓(𝐽2, 𝐽3)] (3.6) 

where the first scalar ISV is defined: 

 𝜉̅̇𝟏 = ℎ0 (1 −
�̅�1

𝜉∗
) �̅��̇�,   𝜉∗ = (𝜉�̅�𝑎𝑡

∗ − 𝑔0(𝜃)𝜉̅
∗)�̅��̇�, 𝜉̅∗ = 𝜉0̅

∗ 𝑎𝑡 𝑡 = 0 (3.7) 

where ℎ0 and 𝑔0(𝜃) are hardening moduli (𝑔0 being temperature and 

stress state dependent), 𝜉̅∗ is a temperature dependent strain-like quantity 

accounting for chain slippage, and 𝜉�̅�𝑎𝑡∗  is the temperature dependent 

saturation value for 𝜉̅∗. 
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 𝜉0̅
∗(𝜃) = 𝐶5(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶6, 𝜉�̅�𝑎𝑡

∗ (𝜃) = 𝐶7(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶8 (3.8) 

 𝑔0(𝜃) = [𝐶9(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶10] [1 + 𝑓(𝐽2, 𝐽3)] (3.9) 

The second scalar ISV is defined by: 

 𝜉̅̇2 = ℎ1( �̅�
𝑝 − 1) (1 −

�̅�2

�̅�2𝑠𝑎𝑡(𝜃)
) �̅��̇�, �̅�𝑝 = √

1

3
𝑡𝑟 (�̅�𝑝) (3.10) 

where ℎ1 is the temperature independent hardening modulus, �̅�𝑝 is the 

effective plastic stretch related to the Cauchy-Green deformation tensor 

(Ames et al. 2009), and  𝜉2̅𝑠𝑎𝑡 is the saturation value for 𝜉2̅. 

 �̅�𝑝 = 𝑭
𝒑𝑭𝒑𝑻, 𝜉2̅𝑠𝑎𝑡(𝜃) = 𝐶11(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶12 (3.11) 

3.2.5 Inelastic Rate of Deformation (Flow Rule) 

A flow rule is employed to represent viscous flow phenomena rooted in relative 

polymer chain displacement (Boyce, Parks, and Argon 1988; L Anand and Ames 2006). 

The “dev” tag refers to the deviatoric portion of a tensor. 

 �̇�𝒑 = �̅�𝒑𝑭𝒑, �̅�𝒑 =
1

√2
�̇̅�𝑝�̅�𝒑, �̅�𝒑 =

dev(�̅�−�̅�)

‖dev(�̅�−�̅�)‖
 (3.12) 

where �̇̅�𝑝 represents the inelastic shear strain rate derived from a modified cooperative 

model (Richeton et al. 2005; Richeton et al. 2007), (D. Fotheringham, Cherry, and 

Bauwens-Crowet 1976; D. G. Fotheringham and Cherry 1978) and �̅�𝒑 is the direction of 

viscous flow. 

 �̇̅�𝑝 = �̇̅�0
𝑝
𝑒𝑥𝑝 (−

Δ𝐻𝛽

𝑘𝐵𝜃
) sinh𝑛 (

[�̅�−(𝑌(𝜃)+�̅�1+�̅�2)]𝑉

2𝑘𝐵𝜃
) , 𝜏̅ =

dev‖�̅�−�̅�‖

√2
,   (3.13) 

where �̇̅�0
𝑝 is a material constant that dictates when the inelastic shear strain rate 

dependence activates, Δ𝐻𝛽 is an activation energy, 𝑘𝐵 is the Boltzmann constant, 𝑛 is a 

parameter describing cooperative behavior of polymer chain segments, 𝑉 is a shear 
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activation volume, and 𝑌(𝜃) is a temperature dependent yield surface also including the 

stress state dependence, 

 𝑌(𝜃) = {𝐶3(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶4}[1 + 𝑓(𝐽2, 𝐽3)] (3.14) 

The effective shear stress 𝜏̅ (Equation (3.13)) consists of the deviatoric portions of 

the Mandel stress and the backstress. 

3.3 Finite Element Results 

3.3.1 Calibration 

The ISV model’s material parameters were calibrated from physical experimental 

data from tension, compression, and torsion tests for two materials: Polycarbonate (PC) 

and Polypropylene (PP). The constitutive relations from the ISV model were ported into a 

three-dimensional subroutine and incorporated into a Matlab graphical user interface 

(GUI) to expedite the calibration process. The routine uses a single element finite element 

simulation for the calibration process. First, the physical experimental data was imported 

into the Matlab GUI. Then each of the ISV model’s parameters were modified until a 

good “visual fit” was obtained (i.e. the stress-strain curve output from the model becomes 

very close or collinear with that of the physical experiment(s)). The “fitting” algorithm 

employs a nonlinear optimization algorithm to minimize the error between the model and 

experimental data. 

Using a single set of parameters for each material, the calibration of the ISV 

constitutive model was able to capture the behavior of both PC (Fig. 3.2) and PP (Fig. 

3.3) for all three stress states. The calibrated parameter values are shown for both 

materials in Appendix A. 
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Figure 3.3 True stress-strain internal state variable constitutive model calibration of 
polycarbonate in three different stress states: tension, compression, and 
torsion. 

 

 

Figure 3.4 True stress-strain internal state variable constitutive model calibration of 
polypropylene in three different stress states: tension, compression, and 
torsion. 
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3.3.2 Validation 

3.3.2.1 Experiment 

A notched three-point bending problem was chosen to validate the ISV model. 

We note that calibration includes homogeneous stress/strain states, and validation 

includes stress and strain gradients, such as those induced by bending. The physical 

experiment was performed using PP on an Instron 5882 electro-mechanical load frame 

using a cross head displacement rate of 0.167 mm/s. The test specimen and testing 

apparatus geometry is shown in Fig. 3.4. 

 

Figure 3.5 Experimental three-point bending schematic showing specimen dimensions 
and apparatus setup. 

 

3.3.2.2 Finite Element Simulation 

To recreate the three-point bending experiment, the specimen and testing 

apparatus geometries were imported into ABAQUS finite element code. (Hibbitt 1984) 

The ISV model was ported into a Fortran subroutine (VUMAT) for explicit FEA. Each 
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pin was modeled using rigid elements while the bending specimen was modeled with 

hexagonal brick elements with reduced integration (C3D8R). Contact conditions were 

established between all pins and the specimen where no penetration was permitted and no 

friction was applied. A constant displacement rate of 0.167 mm/s was applied to the 

bottom pin (see Fig. 3.5). The entire setup was split into quarter symmetry to decrease the 

necessary simulation time. The finite element setup is shown in Fig. 3.6. 

 

Figure 3.6 Free body diagram for three-point bending finite element simulation. Top 
pins are held fixed while a displacement is applied to the bottom pin 

3.3.2.3 Results 

A contour plot of axial stress in the three-point bending specimen is depicted in 

3.6. Both tensile and compressive stress states are clearly shown under the bending 

deformation. Furthermore, Fig. 3.7 displays a force-displacement curve comparing the 

results from the physical experiment on Polypropylene and that of the simulation. A high 

level of agreement is achieved by the modified Bouvard et al. (2013) model. 
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Figure 3.7 Polypropylene three-point bending finite element results showing a contour 
plot of axial stress. 

 

 

Figure 3.8 Three-point bending force-displacement plot showing the validation 
showing the finite element results for Polypropylene and the experimental 
results. 

3.4 Conclusions 

A method for calculating the elastic-viscoelastic-viscoplastic behavior of glassy 

polymers has been modified to account for performance variations between tensile, 

compressive, and torsional stress states. The stress function featuring the second and third 

deviatoric stress invariants was added to each internal state variable to distinguish 

hardening with different applied stress states. The modified ISV model was calibrated to 
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two different thermoplastics and validated against a notched three-point bend test of 

polypropylene with excellent agreement. 
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CHAPTER IV 

HIERARCHICAL MULTISCALE MODELING AND PARAMETRIC ANALYSIS OF 

POLYVINYL ALCOHOL/MONTMORILLONITE NANOCOMPOSITES 

4.1 Introduction 

With the Bouvard ISV model modified in the previous chapter, Chapter 4 focuses 

on satisfying the downscaled requirements for the dependence of heterogeneities on 

polymer composite mechanical performance. Polymer nanocomposites represent a 

composite material subclass that demonstrates significant promise in producing 

composite materials with remarkable strength to weight ratios, high impact resistances, 

and rapid fabrication (c.f., Tehrani and Abu Al-Rub 2011). 

A polymer nanocomposite is a compound material consisting of a polymeric 

matrix infused with filler that have at least one dimension on the nanometer scale 

(Spencer and Sweeney 2008). Nanocomposites featuring nanoclay particles as filler are 

often referred to as “Polymer/Clay Nanocomposites” (PCN) or “Polymer Layered 

Silicates (PLS).” Our investigation is concerned with PCN nanocomposites containing 

reinforcing filler material featuring a plate-like geometry where two of the spatial 

dimensions are far greater than the third. The large aspect ratio, plate-like, secondary 

particles are generally referred to as “nanoclay” and exhibit surface areas that are a vast 

majority of their volume. As such, nanoclay particles typically offer a potent combination 

of strong elasticity, ample surface area for particle matrix bonding, and very little space 
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for defects. The thinness of nanoclay particles also results in a constituent filler with very 

low mass.  

Montmorillonite (MMT) from the smectite class of aluminum silicate clays is the 

most pervasively used nanoclay filler for PCNs today. MMT is a hydrophilic 2:1 

phyllosilicate that is easily distributed in water soluble polymers like Polyvinyl Alcohol 

(PVA) (Carrado, Thiyagarajan, and Elder 1996). The MMT unit crystal comprises a 

single sheet of aluminum octahedron coated on each side by a layer of silica tetrahedron 

(Sinha Ray, Bousmina, and Maazouz 2006). MMT are typically around 1 nm thick and 

have a length and width that can vary from a few nanometers to over a micron (Pavlidou 

and Papaspyrides 2008; McNally et al. 2003). The silicate layers often form lamellar 

structures with a very regular van der Waals gap that can be infiltrated by polymers 

during the fabrication process (Sapalidis, Katsaros, and Kanellopoulos 2011).  

The matrix of the nanocomposite described herein is PVA, which is a 

biocompatible, biodegradable, and water soluble polymer produced through the 

hydrolysis of Polyvinyl Acetate (Hay and Lyon 1967). These characteristics make PVA 

useful in biomedical devices (Kobayashi, Toguchida, and Oka 2003) or drug delivery 

systems (Brazel and Peppas 1999). However, PVA also suffers from low strength and 

poor heat resistance thus fillers (i.e. MMT) are often added to PVA to improve its 

properties (Sapalidis, Katsaros, and Kanellopoulos 2011). 

4.1.1 Polymer/Clay Nanocomposite Morphology 

Introducing MMT nanoclay particles or other “planar” reinforcements into a 

polymer host can result in different substructures and morphological states. The resulting 

morphological states include: 
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 Agglomerated: large quantities of the nanoclay filler pile up that form 

larger effective particles (Alexandre and Dubois 2000). 

 Exfoliated: individual nanoclay sheets are substantially separated from 

each other, and are misaligned with respect to neighboring nanoclay 

sheets. In the exfoliated state, the matrix-inclusion interaction benefits are 

at a maximum (Chin et al. 2001; Varlot et al. 2001). 

 Intercalated: polymer chains are able to enter the gallery spacing causing a 

lamellar lattice expansion. Nanoclay layers will typically remain “stacked” 

and parallel relative to each other. 

Images from Transmission Electron Microscopy (TEM) (Sheng et al. 2004; Wang et al. 

2005; Song et al. 2013; Song et al. 2014) and Atomic Force Microscopy (AFM) (Ploehn 

and Liu 2006) have revealed that PVA/MMT nanocomposites contain heterogeneous 

distributions of agglomerated clumps,  exfoliated sheets, and intercalated lamellar 

nanoclay structures in different regions (Strawhecker and Manias 2000). Fig. 4.1 shows a 

TEM image identifying each of the three PCN states along with a highlighted intercalated 

structure which was used as a template for the idealized finite element lamellar structures 

discussed in Section 4.4. 
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Figure 4.1 Transmission Electron Microscopy (TEM) images of Polyvinyl Alcohol 
(PVA) with 5 vol% Montmorillonite (MMT) showing a variety of 
nanocomposite formation states. 

Note the agglomerated region, intercalated region, and exfoliated region. The red box 
indicates an intercalated lamellar structure that is the basis for this investigation 

In this research our focus is on the delamination of the intercalated lamellar 

nanoclay structures, since delamination of nanoclay sheets from the polymer matrix is the 

primary source of inelasticity in PCNs (Wang et al. 2005). 

Introducing small quantities of MMT (1%-5%) within a PVA host can result in a 

significant improvement in the elastic modulus, yield stress, and tearing energy of PVA 

(Strawhecker and Manias 2000; Lee et al. 2009; Soundararajah, Karunaratne, and 

Rajapakse 2009; Song et al. 2013; Song et al. 2014; Allison et al. 2015). Fig. 4.2 (Allison 

et al. 2015) contains data from physical tensile experiments on pure PVA and 1% 
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PVA/MMT thin films. The inclusion of MMT boosts the elastic modulus of PVA by 53% 

and the yield strength by 45%. 

 

Figure 4.2 True stress-strain tensile behavior of pure Polyvinyl Alcohol (PVA) and a 
1% volume fraction PVA/Montmorillonite nanocomposite strained at 
0.0007 s-1 (Allison et al. 2015). 

 

4.1.2 Polymer/Clay Nanocomposite Fracture 

Fabrication of PCNs is complex, often resulting in poor bonding between the 

nanoclay particles and polymer matrix. Furthermore, silicate interlayer gallery spacing is 

generally too small for a sufficient amount of polymer chains to penetrate and form 

bonds. Kim et al. (2001) investigated the influence of nanoclay particles on the 

deformation mechanisms in polyamide-12/nanoclay composites, and determined that 

microvoids from between silicate layers arise from debonding between the silicate layers 

and the polymer matrix. Gam et al. (2003) examined the fracture behavior of core-shell-

rubber-modified clay/epoxy nanocomposites and found that debonding of intercalated 
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nanoclay layers followed by extensive matrix shear banding were the main failure 

mechanisms. Wang et al. (2005) used TEM on subcritically loaded epoxy/nanoclay 

composite test specimens and concluded that microcracks nucleated within the gallery 

zones in between intercalated nanoclay layers. These microcracks coalesce and result in 

delamination of nanoclay particles from the epoxy. 

4.1.3 Polymer/Clay Nanocomposite Modeling 

A considerable level of research effort has been dedicated to developing 

computational strategies to deal with the complexities of modeling PCNs over the last 

half century. Adams (1970) conducted a two-dimensional, plane strain FEA of 

anisotropic fiber composites under transverse normal loading, and discovered that 

composites undergo a significant amount of local yielding and stress redistribution 

without significant fluctuation in the overall stress-strain behavior. Lin et al. (1972) 

performed plane strain finite element calculations on anisotropic boron/aluminum and 

boron/epoxy fiber composites under longitudinal loading, and learned that the ultimate 

strength of a composite depends not only on the tensile strength of the constituents, but 

also on their associated elastic moduli and ductility. Newaz (1986) determined that 

analytical models could only provide a Young’s modulus for polyester/clay composites 

due to the heterogeneous structure. Sheng et al. (2004) introduced an “effective particle” 

for lamellar structures into a two-dimensional micromechanical framework to simulate 

the elastic behavior of PCNs. Spencer and Sweeney (2008) performed two dimensional 

FEA on PCNs featuring both straight and curved nanoclay particles within the polymer 

matrix, and discovered that while the PCN stiffness rose with filling fraction, the level of 

stiffness enhancement decreased and eventually saturated as the amount of intercalation 
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increased. The saturation suggests that the internal nanoclay layers were “shielded” from 

load transfer from the matrix at a certain strain level. Tehrani and Abu Al-Rub (2011) 

used a viscoelastic-viscoplastic-viscodamage constitutive model to simulate 

PMMA/nanoclay composites under two-dimensional uniaxial compressive loading. The 

study showed that the addition of small amount of nanoclay particles greatly enhanced 

the mechanical performance of the pure polymer. 

While the bulk of the PCN modeling effort has been focused on two-dimensional 

frameworks, colossal growth in computational power coupled with novel methods for 

characterizing and recreating PCN nanostructures have allowed researchers to explore 

PCN performance using three-dimensional frameworks. Chawla et al. (2006) used a 

serial sectioning procedure to recreate realistic three-dimensional silicon carbide 

reinforced aluminum microstructures and performed FEA on those microstructures 

determining that structures regenerated from serial sectioning produced more accurate 

results than both analytical models and idealized geometries. Wang et al. (2011) 

performed three-dimensional FEA on nanocomposites using an effective interface model 

to investigate the nanocomposite’s elastic response. The effective interface model 

featured a stiff outer layer and a soft inner layer. The study found that if the composite 

interface stiffness was less than that of the matrix, then the composite’s mechanical 

performance would rise with particle size. However in the opposite scenario the 

relationship was reversed. Song et al. (2013) performed FEA on three-dimensional 

representative volume elements (RVEs) of epoxy/nanoclay composites showing that the 

interlayer gallery strength played a significant role in the mechanical performance of 

PCNs. Song et al. (2014) performed FEA on three-dimensional RVEs of nylon 
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6/nanoclay composites showing that a multiscale modeling method where interface 

properties are determined by MD can be effective tools for simulating PCNs. Further 

reading can be found in PCN review articles by Valavala and Odegard (2005)  and Hu et 

al. (2010). 

The complex geometry of PCNs (Section 4.1.2) dictates the need for an algorithm 

to construct virtual representations of PCN nanostructures in order to build FEA models. 

In this present work, we designed a Virtual Composite Structure Generator (VCSG) 

algorithm based on a modified Random Sequential Absorption (RSA) technique as 

described by Spencer and Sweeny (2008) to generate random PCN morphology 

realizations. Each realization consisted of four material definitions: matrix (PVA), 

inclusions (MMT), interphases (PVA), and interlamellar galleries (PVA). A Cohesive 

Zone Model (CZM) (Dugdale 1960; Barenblatt 1962) based on a Traction-Separation (T-

S) rule (Section 4.3.1) controlled the behavior of both the interphases and interlamellar 

galleries. Details on the PCN simulation structure can be found in Section 4.4.2. 

Since delamination is the primary mode of deformation in PCNs, a CZM 

simulated the PVA/MMT interface behavior. The aforementioned CZM employed a T-S 

rule (Section 4.3.1) calibrated with the results of Molecular Dynamics (MD) simulations 

of a PVA/MMT interface (Lawrimore II et al. 2016b; Paliwal et al. 2016) for both the 

interphase and the gallery regions. Simulating damage progression/decohesion at 

interfaces with a T-S rule has been widely used in the literature (Needleman 1987; 

Needleman 1990a; Needleman 1990b; Viggo Tvergaard and Hutchinson 1992; Xu and 

Needleman 1993; Viggo Tvergaard and Hutchinson 1996; Camacho and Ortiz 1996; 

Bigoni, Ortiz, and Needleman 1997; Tay et al. 1999; Alfano and Crisfield 2001; Espinosa 
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and Zavattieri 2003; J. L. Bouvard, Chaboche, et al. 2009; Song et al. 2014). 

Additionally see Park and Paulino (2013) for a detailed review on the use of T-S rules 

within CZMs. 

Most of the existing research in the PCN computational realm employs analytical, 

empirical, or simple viscoelastic-viscoplastic material models to simulate the polymeric 

response under loads. Based on the work first proposed by Coleman and Gurtin (1967) 

and Rice (1971), the investigation presented here used a physically-based, temperature 

sensitive elastoviscoelsatic-viscoplastic ISV model  (J. L. Bouvard et al. 2013) calibrated 

to physical experimental data to simulate the mechanical response of PVA. Section 5.1.3 

contains further details on the ISV model used in this work.  

The earliest works that relate statistical procedures to physical experiments are 

attributed to Fisher (1935a, b). As a result of his work, statisticians used several analysis 

of variance techniques to interpret physical experimental data (Box et al. 1978). Taguchi 

(1974, 1986, 1987) popularized the DOE method for use in quality-engineering. In the 

present DOE study, the ‘experiments’ are not physical but numerical in nature. Briefly, 

the DOE method uses a tri-level geometric array of unique condition combinations to 

extract the influence of parameters that are most critical to a particular result. For 

example, Horstemeyer et al. (1999) implemented a DOE method into a mesoscale crystal 

plasticity framework to understand the relative macroscale effects of a variety of 

mesoscale constitutive models on the behavior of FCC metals. The study concluded that 

intergranular constraints and kinematic hardening were much more influential than the 

type of constitutive model used.  Gall et al. (2000) used two-dimensional mesoscale finite 

element analysis within a DOE framework to investigate the effects matrix-particle 
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morphology on the fracture and debonding of silicon particles enclosed within a 

aluminum matrix. The study identified the temperature as the critical parameter for the 

fracture and debonding of silicon particles. For analyzing void growth and coalescence in 

different metal alloys, Horstemeyer and Ramaswamy (2000c) examined different 

variables and showed that temperature and microporosity played the most dominant roles.  

Later, Horstemeyer et al. (2003) conducted finite element simulations guided by a DOE 

matrix to quantify the relative influence of different parameters on void nucleation. Wang 

et al. (2009) used the DOE technique coupled with crystal plasticity in mesoscale finite 

element simulations to determine that the remote applied displacement is the most 

important influence parameter affecting fatigue crack incubation in a 7075 aluminum 

alloy when compared to some microstructural features.  Lawrimore et al. (2016a) 

employed a DOE method to discern that a polymer’s stress state was the most influential 

parameter affecting damage growth and coalescence. These different DOE studies have 

shown in some cases that the mechanics issues are more important, but in others the 

microstructural morphology is more important, each depending on the variables and 

metrics of interest. 

Another issue that we must consider is the uncertainty that can arise from physical 

experiments (extrinsic) and computational methods (intrinsic) as illustrated in Fig. 4.3. 

The subject of uncertainty is mostly absent from the computational realm; however, 

recently Acar and Solanki (2008) quantified uncertainty in designing vehicles for 

crashworthiness and Hughes et al. (2014) was able to quantify the uncertainty of data 

bridged from the electronics scale to calibrate an interatomic potential within the 

Modified Embedded Atom Method (MEAM) (Baskes 1987). 
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Figure 4.3 Schematic demonstrating hierarchy of uncertainty across engineering 
systems (Coleman and Steele 1999). 

 

This endeavor seeks to use three-dimensional FEA of periodic PVA/MMT RVEs 

cast in a DOE framework to expose the parameter(s) most crucial to enhancing the elastic 

modulus and yield strength in PCNs. The DOE method used in this study consists of four 

parameters related to PCN inclusions: MMT aspect ratio, MMT orientation, PVA 

intercalation, and intralamellar PVA gallery strength. RVE’s were produced via the 

VCSG (Lawrimore et al. 2016b) and featured a physically-based, rate and temperature 

dependent ISV model to simulate the behavior of PVA as well as a Cohesive Zone Model 

(CZM) to govern the behavior of PVA/MMT interfaces. A metamodel trained with the 

FEA stress-strain response data and cast in a Monte Carlo framework produced a 

quantified uncertainty for the multiscale modeling methodology discussed in this work. 
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4.2 Molecular Dynamics of Polymer/Clay Nanocomposites 

In this section, we briefly establish the MD methodology employed to extract the 

bridging information between cohesive traction and crack-opening displacement for 

PVA/MMT nanocomposites. The endeavor is covered in full detail in Paliwal et al. (2016). 

The work consists of tensile MD calculations that simulated the PVA/MMT debonding 

process over several representative PVA/pyrophillite-clay (aluminum silicate hydroxide - 

Al2Si4O10(OH)2 , analogous to MMT) interfacial structures at ambient temperatures. A T-

S rule was mapped to the results from the range of atomistic simulations for subsequent 

use in characterizing the interfacial load transfer in higher length scale finite element 

simulations. 

The “Large-scale Atomic/Molecular Massively Parallel Simulator” (LAMMPS) 

distributed by Sandia National Laboratories (Plimpton 1995) was used to perform all MD 

simulations. An explicit, all-atom, Polymer Consistent Force-Field (PCFF) represented 

atomic interactions within PVA, while an interatomic potential, based on PCFF and 

developed by Heinz et al. (2005), modeled the atomic interactions of MMT. In each MD 

calculation, both the amorphous PVA and the pyrophylllite clay substrates were relaxed 

and equilibrated at room temperature. Several PVA configurations were constructed with 

each having a specific number of polymer chains and monomer units per chain. Periodic 

boundary conditions were applied along the interfacial plane to account for the large 

length of the clay particles. Tensile separation was described by the orthogonal relative 

motion of the phases along the interface. The simulation box contained a fixed 

pyrophyllite clay layer at the bottom and a constrained layer of PVA at the top for 

applying loads (Fig. 4.4). Mode I decohesion behavior was examined by subjecting the 
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constrained PVA layer to tension until the mobile PVA portion (sandwiched between the 

constrained PVA layer and fixed clay layer) experienced complete separation and the 

system’s normal traction disappeared.  

 

Figure 4.4 Initial structure and boundary conditions of Molecular Dynamics (MD) 
simulations of the Polyvinyl Alcohol (PVA)/Pyrophyllite interface.  

The fixed clay layer is the pyrophyllite region, and the many-colored middle region is the 
PVA. 

The cohesive (and subsequent decohesion) behavior only involved non-bonded 

van der Waals and electrostatic interactions both among the polymer chains as well as 

between the polymer and clay. None of the atomistic simulations contained covalent 
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bonding between the clay substrate and the polymer. To examine the strain rate 

sensitivity, MD calculations for the PVA/pyrophyillite clay interfaces were perfromed at 

four strain rates: 106𝑠−1, 107𝑠−1, 108𝑠−1, and 109𝑠−1. In the model, a single chain of 

PVA included 360 monomer units. Mode I tractions and separation distances were 

quantified for the duration of each simulation and are displayed in Fig. 4.8 also shows 

that the effect of the applied strain rate on the debonding of PVA/pyrophyllite clay is 

insignificant since the interaction between the constituents is governed by van der Waals 

and electrostatic forces, which are typically insensitive to strain rate. 

4.3 Upscaling Molecular Dynamics Results 

This investigation seeks to establish a Cohesive Zone model (CZM) calibrated to 

atomistic simulations of an interface between PVA and MMT in order to define the 

criteria mesoscale delamination between layers of MMT within PVA. During the last 

decade, a considerable amount of effort has been put toward development of multiscale 

bridging methods to calibrate mesoscale or higher CZMs though atomistic simulations. 

Gall et al. (2000) showed that mathematical forms of continuum scale cohesive laws 

were compatible with Modified Embedded Atom Method (MEAM) atomistic simulation 

results between biomaterials (aluminum and silicon). Yamakov et al. (2006) used MD 

simulations to isolate a T-S rule for grain boundary crack propagation in aluminum. 

Glaessgen et al. (2006) parameterized a CZM for finite element simulations of aluminum 

polycrystals using atomistic simulations of separation along grain boundaries. Zhou et al. 

(2008) used MD simulations of an interface between two brittle BCC materials to 

quantify a T-S relation employed in a cohesive surface constitutive model. Yamakov et 

al. (2008) formulated a T-S rule for finite element simulations though MD simulations of 
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grain-boundary debonding during intergranular fracture in fine grained aluminum. 

Stoilov (2008) used atomistic simulation of a NiTi system featuring a Helmholtz free 

energy interatomic potential to derive parameters for a continuum model for NiTi 

systems. Zhou et al. (2009) calibrated a T-S rule using MD simulations of interfaces 

between two brittle materials under mixed loading. Dandekar and Shin (2011) performed 

MD simulations on an aluminum-silicon carbide interface to calibrate a T-S relation 

within a finite element framework for high strain rate loading. 

4.4 Metrics 

A statistical confidence interval (Coleman and Steele 1999) provided a means to 

assess the uncertainty related to the PVA/MMT stress-strain data shown in Fig. 4.2. The 

data corresponding to the PVA + 1% MMT nanocomposite corresponds to three separate 

experiments. Since the data was sparse, the authors assumed the experimental data 

adhered to a normal distribution. The normal distribution confidence interval was 

obtained from 

 �̅� − 𝑡𝛼,𝜐
𝑆𝑥

√𝑁
≤ μ ≤ �̅� + 𝑡𝛼,𝜐

𝑆𝑥

√𝑁
 (4.1) 

where �̅� is the mean of the sampled data, 𝑆𝑥 is the standard deviation of the 

sampled data, 𝑁 is the number of samples, and 𝑡𝛼,𝑣 is an expansion factor for the sample 

standard normal distribution for 𝛼 (1%, 5%, or 10% most commonly) level of 

significance, and 𝜐 degrees of freedom. Statistically, Equation (4.1) captures (1 − 𝛼)% of 

experimental observations. Uncertainty ranges calculated with Equation (4.1) are 

displayed in Fig. 4.5 for PVA +1% MMT. 
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Figure 4.5 True stress-strain behavior exhibiting tensile experimental data for pure 
Polyvinyl Alcohol (PVA) and PVA + 1% Montmorillonite along with their 
associated uncertainty bands. 

 

This work was focused on quantifying the relative MMT parametric influence on 

the mechanical performance increase shown in Fig. 4.2 Thus elastic modulus and yield 

strength constituted the metrics by DOE parameters were examined. Elastic moduli were 

calculated using the linear portions of resultant stress-strain responses. Since yield 

strength is not well defined in the PCN community, we selected the stress at a 0.02 % 

strain offset as the yield stress according to standard ASTM D638. 

4.5 Parameters 

According to Sapalidis et al. (2011) there are four crucial parameters that 

determine the properties of PCN: inclusion aspect ratio, inclusion 

intercalation/dispersion, inclusion orientation/alignment, and polymer/nanoclay interface 

behavior. The internal mechanisms of PVA are captured with a physically-based ISV 
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polymer model so only polymer-inclusion interfaces are explicitly examined. Table 4.1 

contains the set of parameter levels used in the DOE parametric study. 

Table 4.1 Parameter levels featured in the Design of Experiments (DOE) parametric 
study. 

 Level 1 Level 2 Level 3 
Aspect Ratio 100 400 800 
Orientation 0𝑜 90𝑜 180𝑜 
Intercalation 3 6 10 
Gallery Strength 20 𝑀𝑃𝑎 60 𝑀𝑃𝑎 100 𝑀𝑃𝑎 

Note that ‘intercalation’ refers to the number of nanoclay layers used in intercalated 
lamellar clusters and ‘gallery strength corresponds to percentages of the maximum 
traction used in the Traction-Separation (T-S) rule. 

4.5.1 Aspect Ratio 

All MMT inclusions had a predefined thickness of 1 nm obtained through 

observation of TEM (Sheng et al. 2004; Song et al. 2013; Song et al. 2014). Furthermore. 

Ploehn and Liu (2006) used Atomic Force Microscopy (AFM) to show that MMT was 

typically very round. Thus, all MMT inclusions were defined to be round disks with 1 nm 

thickness. In an idealized case, high geometric aspect ratio (L/t) inclusions are optimal as  

reinforcing agents since their volume is almost all surface area (Shepherd, Golemba, and 

Maine 1973). Song et al. (2013) used FEA to show that increasing the aspect ratio of 

nanoclay inclusions within epoxy resulted in a corresponding increase to the PCN elastic 

modulus and tensile strength. Song et al. (2014) demonstrated that as the aspect ratio of 

nanoclay inclusions rose, both the elastic modulus as well as the yield stress of nylon 

6/clay composites increased. In addition planar reinforcements have been reported to 

have diameters anywhere between a few nanometers and multiple microns (Pavlidou and 

Papaspyrides 2008; Sapalidis, Katsaros, and Kanellopoulos 2011); hence, this work 
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(Table 4.1) features a large range of aspect ratios (100 − 800) to quantify the influence 

of very high aspect ratio nanoclay particles on PCN performance. 

4.5.2 Orientation 

Analogous to fiber composites, the orientation of planar inclusions has a 

significant effect on the resulting mechanical performance of PCNs. When platelets are 

near orthogonal to the loading axis, far less stress is transferred into the clay layers than 

when they are aligned in a parallel manner (Spencer and Sweeney 2008). When clay 

layers are misaligned from the loading axis, much more of the system’s stress is 

contained within the much weaker polymer host, resulting in weaker performance. In this 

investigation, the ‘orientation’ parameter refers to a bound on the uniform distribution of 

random orientations assigned during VCSG. Three Euler angles selected at random 

within the bound set by the orientation parameter served to describe the three 

dimensional orientation of intercalated lamellar structures within RVEs. For example, an 

orientation of 90𝑜 meant that during VCSG, intercalated lamellar structures were 

assigned three random Euler angles between 0𝑜 and 90𝑜 corresponding to rotations 

around each Cartesian axis. An orientation of 0𝑜 referred to intercalated structures 

aligned to the loading axis and an orientation of 90𝑜 referred to those that were 

orthogonal to the loading axis. The authors chose a [00 − 180𝑜] range (Table 4.1) for the 

orientation parameter in order to capture all orientation effects on PCN behavior. 

4.5.3 Intercalation 

The ‘intercalation’ parameter controls the number of MMT nanoclay layers used 

in the intercalated lamellar clusters within a given DOE simulation. The amount of 
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‘stacking’ is directly related to overall performance of PCNs. Sheng et al. (Sheng et al. 

2004) demonstrated using an ‘effective particle’ to model intercalated lamellar clusters 

within a polymer matrix that as intercalation increased, the overall strength of the 

effective particle decreased. Spencer and Sweeney (2008) used two-dimensional finite 

element simulations to show that independent of inclusion filling fraction, as intercalation 

increased the overall stiffness of the composite material decreased due to internal 

nanoclay layers being shielded from stress. Tehrani and Abu Al-Rub (2011) showed that 

the resulting toughness enhancement when nanoclay was added to Polymethyl 

Methacrylate Polymer (PMMA) was much higher in the case where the nanoclay was 

exfoliated as opposed to the case where it was intercalated. Since nanoclay are around 1 

nm in thickness (Pavlidou and Papaspyrides 2008; McNally et al. 2003) and PCN 

intercalated lamellar structures have a very regular gallery spacing around 3 nm 

(Alexandre and Dubois 2000; Beyer 2002; McNally et al. 2003), the present study 

employs intercalated lamellar structures with 1 nm thick nanoclay layers and 3 nm 

interlayer gallery spacing. Table 4.1 shows the range of intercalation examined in this 

study. 

4.5.4 Gallery Strength 

As exposed by Wang et al. (2005), PCN intercalated lamellar galleries contain a 

significant amount of initial microporosity due to the host polymer’s inability to 

adequately penetrate the lamellar lattice. The endeavor goes on to demonstrate that as the 

PCN is loaded, the initial voids grow and coalesce within the gallery layers comprising 

the polymer before propagating to neighboring intercalated structures. The initial 

microporosity combined with the complex stress state experienced by the gallery polymer 
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due to the presence of nanoclay particles likely exacerbates damage progression 

(Lawrimore et al. 2016a). Since initial microporosity cannot yet be quantified, our work 

explored a wide range of gallery strengths (Table 4.1) represented in a T-S rule (Section 

4.3.2). Different amounts of microporosity would change the gallery strength levels; 

hence, we chose percentages of the maximum traction for the T-S rule used to model 

interfaces within the RVEs. 

4.6 Finite Element Analysis 

4.6.1 Internal State Variable Model 

All FEA computations utilized a physically-based, rate and temperature 

dependent ISV model for polymers developed by Bouvard et al. (2013) to simulate the 

behavior of PVA. A three-dimensional material point simulator provided an efficient 

means to calibrate the ISV model to physical quasi-static tensile experiments of pure 

PVA. The constitutive model features three ISVs to account for inelastic dissipation 

mechanisms in polymers. 

 𝜉1̅ is a strain-like scalar that accounts for dissipation induced from 

polymer chain entanglement points. 

 𝜉2̅ is a strain-like scalar that represents material hardening resulting from 

polymer chain alignment and uncoiling at large strains. 

 �̅� is a strain-like tensor that accounts for hardening induced by polymer 

chain orientation and stretching at large strains. 

Fig. 4.6 shows the physical tensile stress-strain data for pure PVA along with the 

corresponding ISV model calibration. Additionally, Appendix A contains an outline of 

the calibrated ISV parameters. 
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Figure 4.6 True stress-strain behavior displaying the polymer Internal State Variable 
(ISV) model calibration with pure Polyvinyl Alcohol (PVA) tensile data at 
a strain rate of 0.0007 /s. 

 

4.6.2 Virtual Composite Structure Generation 

The complex nature of the nanostructure associated with PCNs necessitates a 

systematic method for producing RVEs with which to investigate PCN mechanical 

behavior. Thus, we developed an algorithm capable of producing unique, three-

dimensional RVEs featuring random assortments of nanoscale inclusions within a matrix 

host subject to user input. The VCSG algorithm (Lawrimore II et al. 2016b) applied RSA 

and interference detection to assemble a collection or nonintersecting, randomly oriented, 

and randomly positioned inclusions within a specified cubic matrix. A supplementary 

Python code ported RVEs into Abaqus 6.14 for explicit FEA. For a detailed overview of 

the VCSG algorithm, see Appendix B. 
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4.6.3 Cohesive Zone Model 

A CZM was used to control delamination of MMT sheets from the PVA matrix 

via a T-S rule calibrated with results from lower length scale MD calculations 

(Lawrimore et al. 2016b; Paliwal et al., 2016). For this investigation, the VCSG created a 

range of RVEs featuring MMT in intercalated lamellar structures distributed within a 

PVA matricies. For simplicity, the present study treated both the gallery and interphases 

as cohesive interfaces with finite thickness (Song et al. 2013; Song et al. 2014). Table 4.7 

contains a sample intercalated structure showing MMT as well as a cohesive interphase 

and gallery zones stacked in a regular manner. Depending on which DOE simulation was 

under consideration, each lamellar structure consisted of 𝑁𝑀𝑀𝑇 nanoclay layers, 𝑁𝑀𝑀𝑇 −

1 cohesive gallery layers in between layers of nanoclay, and a pair of cohesive boundary 

interphase regions. All interphases, galleries, and nanoclay particles had equivalent 

predefined thicknesses (4.2) obtained from TEM  (McNally et al. 2003; Sheng et al. 

2004; K. Wang et al. 2005; Pavlidou and Papaspyrides 2008; Song et al. 2013; Song et 

al. 2014) and AFM (Ploehn and Liu 2006) observations. 
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Figure 4.7 Sample Polymer/Clay Nanocomposite (PCN) schematic showing (a) an 
entire Representative Volume Element (RVE) created by the Virtual 
Composite Structure Generator (VCSG), (b) a single intercalated lamellar 
structure, and (c) a detailed view of the lamellar dimensions and 
arrangement. 

 

Table 4.2 Parameter values for intercalated polymer/clay nanocomposite lamellar 
structures. 

Parameter Value 
ℎ𝑖 6 nm 
ℎ𝑔 3 nm 
ℎ𝑛 1 nm 

 

4.6.4 Traction-Separation 

This work employs a T-S formulation built into the FEA code Abaqus 6.14 

(Hibbitt 1984). The three-dimensional uncoupled elastic tractions for cohesive elements 

are given by: 
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 𝑡 = {

𝑡𝑛
𝑡𝑠
𝑡𝑡

} = [

𝐸𝑛𝑛
𝐸𝑠𝑠

𝐸𝑡𝑡

] {

𝜖𝑛
𝜖𝑠
𝜖𝑡
} = 𝑬 𝜖;  𝜖𝑥 =

𝛿𝑥

𝑇0
 ∀𝑥 ∈ {𝑛, 𝑠, 𝑡} (4.2) 

where 𝑡 and 𝜖 are the traction and strain vectors with components in the normal and two 

shear directions with respect to an interface; 𝑬 is the tractional stiffness tensor; 𝛿𝑥 is the 

displacement in the normal or one of the two shearing directions (depending on 𝑥); and 

𝑇0 is the initial thickness of the cohesive element for which the traction is calculated. The 

purpose of a T-S law is to model a progressive degradation of a cohesive element’s 

stiffness. To accomplish this, a scalar damage parameter 𝜙 is defined by the following, 

 𝜙 = {
𝛿𝑒𝑓𝑓
0

𝛿𝑒𝑓𝑓
𝑚𝑎𝑥}
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;  𝛿𝑒𝑓𝑓 = √𝛿𝑛
2 + 𝛿𝑠

2 + 𝛿𝑡
2  (4.3) 

where 𝛿𝑒𝑓𝑓𝑚𝑎𝑥 is the maximum effective separation achieved, 𝛿𝑒𝑓𝑓0  is the effective 

displacement at which microporosity damage begins to propagate, 𝛿𝑒𝑓𝑓
𝑓  is the effective 

displacement at which failure occurs, and 𝛼 is a material parameter. The authors selected 

an exponential damage progression for the damage parameter 𝜙, since it best described 

the decohesion behavior revealed from MD simulations. The modified traction with 

damage included was given by the following, 

 𝑡𝑥 = (1 − 𝜙) 𝑡�̅�;    ∀ 𝑥 ∈ {𝑛, 𝑠, 𝑡}  (4.4) 

where 𝑡𝑥 is the resultant traction component; 𝜙 is the damage parameter; and 𝑡�̅� is the 

predicted linear elastic corresponding component of traction given by Equation (4.2). The 

calibration (Fig. 4.8/Table 4.3) shows a good agreement between Equation (4.4), and the 

results from the MD simulations discussed in Section 4.2. 
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Figure 4.8 The Traction-Separation (T-S) relation was calibrated to Molecular 
Dynamics (MD) simulation results over a range of applied strain rates. 

Note that the strain rate effects are minimal. 

Table 4.3 The calibrated Traction Separation (T-S) parameter values. 

Parameter Value 
𝛿𝑒𝑓𝑓
0  0.909 Å 
𝛿𝑒𝑓𝑓
𝑓  8 Å 
𝛼 3.2 

 

4.6.4.1 Gallery Cohesive Strength 

This study introduces a cohesive strength moderation parameter, 𝐾 to modulate 

the cohesive strength of the PCN gallery layers (Section 4.4.3) to account for the 

presence of initial defects (Song et al. 2014). 𝐾 contains a value between 0 and 1 

modifies the maximum traction a cohesive zone can tolerate before damage progresses. 

Reordering Equation (4.2), 

 𝛿0 = 𝜎𝑐
𝑬

𝑇0
;   𝜎𝑐 = 𝐾 ∙ 𝑡𝑚𝑎𝑥 (4.5) 
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where 𝛿0 is the vector of displacements at which damage begins to propagate, 𝜎𝑐 is a 

vector containing the cohesive strengths in the normal and two shear directions, and 𝑡𝑚𝑎𝑥 

is the traction vector containing the maximum traction thresholds from the T-S rule. 

4.6.5 Periodicity Assumptions 

The purpose of an RVE in the context of FEA is to capture the performance of a 

bulk material simulating only a small repeatable unit cell. To that end, PCN RVEs were 

periodic across bounding surfaces. During the VCSG process, when a proposed inclusion 

had a position and orientation such that a portion of the inclusion was protruding from 

one of the RVE bounding surfaces, the protruding portion was severed and reinserted at 

the opposite surface. Fig. 4.9 contains a two-dimensional representation of the RVE 

boundary periodicity. 
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Figure 4.9 Two-dimensional schematic illustrating how a periodic Representative 
Volume Element (RVE) (a) translates into a continuous bulk material by 
repeating the RVE in all dimensions (b). 
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Figure 4.10 Two-dimensional schematic displaying how matching displacements of 
opposing nodes on a Representative Volume Element (RVE) creates a 
uniform deformation across opposing faces. 

 

Additionally, RVEs must maintain periodicity throughout deformation. Thus, 

opposing faces must deform in the same manner so that when RVEs are stacked in three 

dimensions, they form a continuous volume. Analogous to the two-dimensional work 

performed by Sheng et al. (2004) and Spencer and Sweeney (2008), Multipoint 

Constraint Equations (MCEs) were employed to equilibrate all displacement Degrees of 

Freedom (DOFs) of corresponding nodes on opposing faces as they represent the same 

spatial material point. Fig. 4.10 displays a two-dimensional diagram demonstrating 

periodic deformation using MCEs. When expanding the MCE periodic deformation 

technique into the third dimension, the authors reserved special consideration for nodes 

located along the edges of the RVE (where two adjacent surfaces intersect). Edge nodes 

have three spatially equivalent corresponding nodes (on the other three parallel edges of 

the RVE) as opposed to the one that interior surface nodes have. Completely matching all 
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displacement DOFs for all four corresponding edge nodes creates an over constrained 

system. Therefore, the displacements of corresponding pairs of edge nodes are 

constrained only across the DOF for which they correspond. Fig. 4.11 contains a diagram 

demonstrating the relationship of edgewise nodes. This investigation represents the first 

time MCE corresponding surface shape matching periodic boundary conditions have 

been implemented in three-dimensions for a PCN RVE. 

 

Figure 4.11 Illustration of special Multipoint Constrain Equation (MCE) periodic 
boundary conditions for edgewise nodes. 

Lines AB̅̅ ̅̅  and CD̅̅ ̅̅  represent constraints on the ′z′ Degree of Freedom (DOF) for nodes 
pairs A − B and C − D, respectively. Lines AC̅̅̅̅  and BD̅̅ ̅̅  represent constraints on the ′y′ 
DOF for nodes pairs A − C and B − D, respectively. Also lines AD̅̅ ̅̅  and CB̅̅̅̅  represent 
constraints on the ′x′ DOF for nodes pairs A − D and C − B, respectively. 
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4.6.6 Finite Element Setup 

A supplementary Python code was implemented to build RVEs in the finite 

element code Abaqus (Hibbitt 1984) using MMT configurations produced with VCSG. 

Each RVE employed four distinct material definitions: 

 A physically-based, ISV polymer model (Section 4.4) governed the PVA 

matrix through an explicit material user subroutine (VUMAT) inserted 

within Abaqus. 

 An elastic model featuring a Young’s modulus of 182 GPa and a Poisson’s 

ratio of 0.2 determined the behavior of the MMT nanoclay particles. 

 A CZM using a T-S rule was calibrated with MD simulation results.  The 

CZM controlled the PVA interphase performance with a peak traction of 

100 MPa. 

 In order to model the PVA interlayer gallery performance as opposed to 

the PVA interphase performance, the peak traction of the T-S rule varied 

from 100 MPa, 60 MPa, and 20 MPa according to the DOE procedure. 

The RVEs featured three dimensional, linear, hexagonal elements with reduced 

integration to discretize the inclusions (C3D8R) whereas interphases and galleries used 

three dimensional, linear, hexagonal cohesive elements (COH3D8).  Note that when the 

cohesive elements progressed entirely through the T-S rule, they were removed from the 

simulation (element deletion). Meanwhile, due to the complexity of the PCN structure, 

the PVA matrix consisted of linear tetrahedral elements (C3D4). All FEA computations 

applied uniaxial tension to the RVEs by securing the ‘negative-x’ RVE surface (RVE 

surface with outward normal parallel to and oriented equivalently with the negative x 
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axis) in the ‘x’ DOF and administering a constant velocity to the ‘positive x’ RVE 

surface to achieve a constant quasi-static strain rate of 0.0007 /s (RVE surface with 

outward normal parallel to and oriented equivalently with the positive x axis) (see Fig. 

4.12). To account for behavioral variation resulting from the random assortment of 

intercalated structures within RVEs, this work featured two RVE ‘realizations’ per DOE 

configuration. All computations were run to an applied strain of 0.1, and the volume-

averaged stress was obtained from the total sum of the normal forces acting on the 

positive-x RVE surface with 

 𝜎𝑥 =
1

𝛺
∑ 𝐹𝑥

𝑖
𝑖  (4.6) 

where 𝜎𝑥 is the axial stress, Ω is the area of the loaded face, and 𝐹𝑥𝑖 is the axial load on 

the 𝑖𝑡ℎ node. 

 

Figure 4.12 Illustration showing finite element boundary conditions applied to 
Representative Volume Elements (RVEs) in two dimensions (a) and three 
dimensions (b). 
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4.6.7 Finite Element Results 

4.13 illustrates for DOE Simulation #6 the effect of applying MCE periodic 

boundary conditions to the outer surfaces of the RVEs. Fig. 4.13 plainly shows that 

corresponding surfaces deformed with equivalent shapes so that when stacked in three 

dimensions, the resulting material would be continuous. All DOE simulations featured 

inelastic deformation driven by delamination between MMT nanoclay particles and the 

PVA matrix. 4.13 contains MAXSCRT contour plots illustrating the delamination 

process via cohesive damage over the course of DOE Simulation #6. MXSCRT is a 

measure of maximum sustainable traction for a cohesive element where a value of 1.0 

refers to the point where a cohesive element reaches its maximum traction threshold and 

damage from the innate microporosity beings to propagate. 
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Figure 4.13 Deformed Representative Volume Element (RVE) matrix showing shape 
matching for corresponding sides at maximum applied strain level (0.1) 
applied to the positive ‘x’ face. 
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Figure 4.14 Color contours of the cohesive damage progression at different applied 
strains for Design of Experiments (DOE) Simulation #6 in which this 
Representative Volume Element (RVE) was created by the Virtual 
Composite Structure Generator (VCSG). 

Note that MAXSCRT measures a cohesive element’s progress towards its maximum 
traction threshold where a value of 1.0 (red color) refers to when a cohesive element 
reaches its maximum sustainable traction and begins damage propagation. 

4.7 Finite Element Uncertainty Quantification 

This work employed a Monte Carlo (MC) based metamodel method (Doebling et 

al. 2002) featuring a Radial Basis Function (RBF) to quantify the uncertainty related to 

the volume averaged stress-strain behavior of the finite element simulations. For the 

present work, FEA processed configurations of DOE parameters and produced volume 

averaged stress-strain responses. We calibrated the RBF using the DOE parameter 
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configurations as inputs and the respective FEA stress-strain results as outputs. A Matlab 

script executed the calibrated RBF analysis on a uniformly distributed random parameter 

sampling from within an expanded DOE parameter space in a MC framework. Table 4.4 

shows the expanded parameter space generated based on physical admissibility. At each 

strain point corresponding to the FEA stress-strain behavior, the MC routine sampled one 

million parameter combinations from the expanded parameter space and passed them 

through the RBF. Fig. 4.15 contains the stress-strain results of the DOE FEA simulations 

as well as the MC-RBF calculated uncertainty bands. 

Table 4.4 Expanded parameter space used with a Monte Carlo (MC) metamodel 
method to quantify uncertainty related to the multiscale modeling method 
presented in this study for polymer/clay nanocomposites. 

 Minimum Maximum 
Aspect Ratio 10  2000 
Orientation 0𝑜 180𝑜 
Intercalation 1 50 
Gallery Strength 1 𝑀𝑃𝑎 100 𝑀𝑃𝑎 

Note that ‘intercalation’ refers to the number of nanoclay layers used in intercalated 
lamellar clusters and ‘gallery strength corresponds to percentages of the maximum 
traction used in the Traction-Separation (T-S) rule 
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Figure 4.15 True stress-strain behavior showing the range of the Design of Experiments 
(DOE) Finite Element Analysis (FEA) output along with the uncertainty 
associated with this work's multiscale modeling implementation.   

The uncertainty band was obtained using a Radial Basis Function (RBF) within a Monte 
Carlo sampling framework. 

4.8 Design of Experiments Parametric Examination 

The DOE parametric method compares the relative parametric influences between 

the parameters described in Section 4.3 on the elastic modulus and yield stress of PCNs. 

Having four parameters quantified at three levels yields 81 (34) unique simulations (one 

for each possible parameter grouping). Since this investigation is only concerned with the 

first order main parametric effects (no interaction effects), only nine simulations are 

needed to span the simulation space (DeVor et al. 1992). The DOE process organizes 

parameter settings into an orthogonal array containing the configurations for each DOE 

simulation (Table 4.5). Mirroring the work of Ramakrishnan and Karunamoorthy (2005), 

we considered the individual main parametric effects of each DOE parameter on the 

elastic modulus and yield stress of the FEA simulations using a one-way Analysis of 
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Variance (ANOVA) method. In general, the one-way ANOVA measures the variance of 

some ‘metric’ within each ‘parameter level’ and compares that “variance within” with the 

variance of the same metric between parameter levels. A high variance between levels 

and a low variance within levels indicates a high influence on the metric by the particular 

parameter being examined. For this work, ‘metric’ refers to the DOE metrics, elastic 

modulus and yield stress while ‘parameter level’ refers to a specific level (Table 4.1) 

within a DOE parameter (i.e. 400 is the second level within the ‘aspect ratio’ parameter). 

Table 4.5 L9 orthogonal array containing parameter settings for nine Design of 
Experiments (DOE) finite element simulations. 

 Aspect Ratio Orientation Intercalation Gallery Strength 
1 100 0 3 0.2 
2 100 90 6 0.6 
3 100 180 10 1 
4 400 0 6 1 
5 400 90 10 0.2 
6 400 180 3 0.6 
7 800 0 10 0.6 
8 800 90 3 1 
9 800 180 6 0.2 
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Figure 4.16 Representative Volume Element (RVE) realizations for each Design of 
Experiments (DOE) parameter configuration. 

 

As Table 4.5 shows, each prescribed level for each DOE parameter (Table 4.1) 

has three corresponding DOE finite element simulations associated with it. Fig. 4.16 

displays an example RVE realization for each DOE parameter configuration. Each DOE 

finite element simulation resulted in a particular elastic modulus and yield stress (Table 

4.6). Thus considering elastic modulus for example, ANOVA takes the variance of the 
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three elastic moduli within a particular DOE parameter level and compares it to the 

variance of the means of the elastic moduli of each level (Table 4.7). That comparison is 

called the ‘F-Factor’ and it is a measure of a parameter’s influence on some metric (i.e. 

elastic modulus). A high variance between levels and a low variance within levels 

indicates a high influence on the metric by the particular parameter being examined. 

Whereas the opposite case, high variance within levels and low variance between levels 

indicates a low parametric influence on the metric. 

Table 4.6 Design of Experiments (DOE) finite element results for elastic modulus 
and yield stress. 

Simulation Elastic Modulus (MPa) Yield Stress (MPa) 
1 2448.48 53.64 
2 2476.94 54.28 
3 2477.67 85.51 
4 2821.97 60.58 
5 2468.39 20.05 
6 2534.37 40.64 
7 2856.25 33.11 
8 2468.01 51.70 
9 2323.03 22.52 

 

4.9 Parametric Finite Element Results 

4.6 contains the elastic modulus and yield stress results for each DOE finite 

element calculation. Table 4.7 contains mean values of the elastic moduli associated with 

each DOE parameter level as well as each parameter’s relative of influence determined 

by ‘F-Factors’ calculated with ANOVA. Similarly, Table 4.8 contains the mean values of 

the yield stresses corresponding to each DOE parameter level and each parameter’s 

relative influence also determined by ‘F-Factors’. Figures 4.16 and 4.17 display the 

relative normalized influences of each DOE parameter (aspect ratio, orientation, 
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intercalation, gallery strength) on PCN elastic moduli and yield stresses, respectively. 

From the data in 4.7 and 4.16, nanoclay particle orientation was the most influential 

parameter affecting PCN elastic modulus which agrees well with Spencer and Sweeney 

(2008). Alternatively, 4.8 and 4.17 show that the strength of the interlayer galleries was 

the most crucial parameter corresponding to PCN yield stress. The importance of 

interlamellar galleries agrees well with the experimental work performed by Wang et al. 

(2005) which showed that PCN interlayer galleries contained initial microporosity that 

lead to damage nucleation and propagation from within interlayer galleries. 

Table 4.7 Mean values corresponding to each Design of Experiments (DOE) 
parameter level and each DOE parameter F-Factor influence for the finite 
element response of the elastic modulus 

 Level 1 Level 2 Level 3 F-Factor 
Aspect Ratio 2467.71 2608.25 2549.09 0.40 
Orientation 2708.90 2471.11 2445.03 3.01 
Intercalation 2483.62 2540.65 2600.77 0.06 
Gallery Strength 2413.30 2622.52 2589.22 1.28 

 

Table 4.8 Mean values corresponding to each Design of Experiments (DOE) 
parameter level and each DOE parameter F-Factor influence for the finite 
element response of the yield stress. 

 Level 1 Level 2 Level 3 F-Factor 
Aspect Ratio 64.47 40.42 35.60 2.22 
Orientation 49.11 42.01 49.38 0.09 
Intercalation 48.66 45.62 46.22 0.01 
Gallery Strength 31.89 42.67 65.93 3.50 
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Figure 4.17 Normalized Design of Experiments (DOE) parametric influences on 
Polymer/Clay Nanocomposite (PCN) elastic moduli. 

 

Figure 4.18 Normalized Design of Experiments (DOE) parametric influences on 
Polymer/Clay Nanocomposite (PCN) yield strengths. 

 

4.10 Discussion 

The context of this PVA/MMT study can be found in the multiscale modeling 

methodology that is the basis behind the Integrated Computational Materials Engineering 

(ICME) movement (M.F. Horstemeyer 2012). ICME is a paradigm in which a material 

system can be designed using key simulations at relevant length scales to achieve a 

certain performance. Horstemeyer (2012) highlights a pair of case study examples where 

ICME was used to effectively optimize metallic material systems. In this study we have 
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shown that multiscale modeling, and by extension ICME, can be used to effectively 

design and analyze any material system.  

In the case of PCNs, the TEM images in Fig. 4.1 show that the PVA/MMT 

nanocomposites examined in this study were not optimized as they contained many 

agglomerations which degrade overall mechanical performance. Fig. 4.18 contains a 

comparison between the quantified experimental uncertainty and the uncertainty of the 

DOE FEA simulations quantified with a MC-metamodel method. The comparison in Fig. 

4.18 coupled with the TEM evidence in 4.1 exposes the potential for optimization in PCN 

materials.  

 

Figure 4.19 True stress-strain comparison between the Design of Experiments (DOE) 
finite element results and the 1% volume fraction Polyvinyl Alcohol 
(PVA)/Montmorillonite (MMT) tensile experiments with their associated 
uncertainties. 

Note the overlapping portions of the uncertainties indicate the portions of the DOE 
parameter space that is physically admissible. 
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For example according to the MC-RBF routine, the optimum configuration within 

the expanded parameter space considered in the present work is: 

 Aspect ratio: 2000 

 Orientation: 0𝑜 

 Intercalation: 1 

 Gallery strength: 100 MPa 

where each of the above values constitutes the extreme case for each parameter. The very 

top-most boundary of the multiscale modeling uncertainty shown in Fig, 4.18 

corresponds to the aforementioned optimum configuration. Conversely, the MC-RBF 

routine found the following non-unique parameter configuration to produce a result 

closest to the 1% volume fraction PVA/MMT experimental data: 

 Aspect ratio: 670 

 Orientation: 140𝑜 

 Intercalation: 8 

 Gallery strength: 84 MPa 

While the configuration above is non-unique, it serves to demonstrate the large amount of 

optimization still possible if a sufficiently advanced fabrication technique can be 

established for PCNs. 
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4.11 Summary 

 

Figure 4.20 Simulation process schematic displaying information flow for Design of 
Experiments (DOE) finite parametric analysis. 

 

4.19 contains a process schematic outlining the information flow of the multiscale 

modeling technique featured in this investigation. In the present work we employed a 

hierarchical multiscale modeling methodology to bridge the nanoscale and 

micro/mesoscale for PCNs via implementing key information from MD simulation 

results into a T-S rule within a CZM to govern interfacial behavior within PCN 

micro/mesoscale finite element simulations. The FEA simulations consisted of three-

dimensional RVEs constructed with VCSG, a physically-based ISV polymer model for 

the PVA matrix, and a CZM obtained using subscale MD simulation results for the 

PVA/MMT interfaces. A DOE parametric study was conducted under uncertainty on four 

parameters (aspect ratio, orientation, intercalation, and gallery strength) related to 

nanoclay filler within a polymer matrix. The parametric study used an ANOVA method 
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to quantify the influence of each DOE parameter. The effort determined that nanoclay 

particle orientation had the greatest influence on PCN elastic modulus while the 

interlayer gallery strength had the greatest impact on PCN yield stress. Finally a RBF cast 

in a MC framework quantified the uncertainty of the multiscale modeling method used in 

this study. 
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CHAPTER V 

SUMMARY AND FUTURE WORK 

5.1 Summary 

 The presented effort consists of a hierarchical multiscale modeling methodology 

for polymer based material systems. Two dimensional plane-strain finite element 

simulations coupled to the Bouvard ISV polymer model calibrated to physical 

experiments, and cast in a DOE parametric framework at the mesoscale revealed that the 

applied stress state, which promotes a particular stress triaxiality, was the most influential 

parameter affecting damage growth and coalescence in polymers. The importance of the 

applied stress state then served as key information upscaled into the macroscale and 

motivated the modification of the Bouvard ISV polymer model. The ISV model was 

modified using deviatoric stress invariants to enhance the model’s sensitivity to changes 

in mechanical performance across different stress states (tension, compression, and 

torsion). The modification utilizes a stress invariant function obtained from similar work 

in modeling metals (Mark F. Horstemeyer and Gokhale 1999; M.F. Horstemeyer, 

Lathrop, et al. 2000). A hierarchical multiscale modeling method was then employed to 

examine the relative parametric influences of four parameters (aspect ratio, orientation, 

intercalation, and gallery strength) related to PCN morphological heterogeneities on the 

elastic modulus and yield stress of PCNs. Results obtained from MD simulations of a 

PVA/MMT interface were upscaled to calibrate a T-S rule within a CZM to govern 
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interfacial behavior within PCN micro/mesoscale finite element simulations. The FEA 

simulations consisted of three-dimensional RVEs constructed with VCSG, a physically-

based ISV polymer model for the PVA matrix, and a CZM obtained using subscale MD 

simulation results for the PVA/MMT interfaces. A DOE parametric study was conducted 

under uncertainty on four parameters (aspect ratio, orientation, intercalation, and gallery 

strength) related to nanoclay filler within a polymer matrix. The parametric study 

revealed that nanoclay particle orientation had the greatest influence on PCN elastic 

modulus while the interlayer gallery strength had the greatest impact on PCN yield stress. 

5.2 Future Work 

5.2.1 Expand VCSG Capability and Use it to Simulate Higher Complexity 
Composites 

Currently, VCSG can generate composite morphologies with disk or cylinder 

shaped heterogeneities only. Furthermore the algorithm uses uniform (as opposed to 

normal or bi-modal, etc.) distributions for the random positions and orientations it 

generates. Thus further work is needed to outfit the VCSG algorithm with the capability 

of producing RVEs with different heterogeneity geometries (i.e. spherical, ellipsoidal, 

and or amorphous). Additional geometries could be combined to form highly complex 

composites like concrete. 

Advancing the VCSG algorithm will require additional knowledge of the 

composite morphology in question. In the case of nanocomposites, obtaining the 

morphological data will require either better nanostructural imaging (TEM, AFM, etc) 

and/or better nanostructure quantification techniques. Fig. 5.1 shows a typical TEM 

image of a 5% volume fraction PVA/MMT nanocomposite material. With an image like 
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the one in Fig. 5.1, it is impossible using traditional image analysis techniques to capture 

morphological properties such as particle sizes, nearest neighbor distances, particle 

orientations, etc. Thus enhancing either the imagine techniques, the analysis techniques, 

or both would enable VCSG to use physically-based heterogeneity distributions in RVEs. 

  

Figure 5.1 Transmission Electron Micrograph (TEM) of a 5% volume fraction 
Polyvinyl Alcohol (PVA)/Montmorillonite (MMT) nanocomposite. 

Note that specific morphological details are impossible to isolate using image analysis 
techniques. 

5.2.2 Use VCSG and Metamodeling to Optimize PCNs and Other Composites 

In Chapter 4 a MC based RBF metamodel was used to quantify a set of 

parameters that would optimize the physical mechanical performance of a 1% volume 

fraction PVA/MMT nanocomposite. Those results however were for uniaxial quasi-static 

tension behavior. Further work is needed in order to use objective design optimization on 

composites under complex loading and/or at higher strains. 

More mechanical experimental data from a range of temperatures, strain rates, 

and stress states is required to achieve a true (unique) calibration of the Bouvard ISV 
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model. Then micro/nanostructural (particle size, orientation, nearest neighbor distance, 

etc.) data needs to be quantified and used to modify VCSG to include physically-based 

distributions and geometries of that structural data. With the aforementioned collection of 

experimental data, a similar procedure outlined in Chapter 4 could be implemented to 

find the optimum structural parameter configuration for some set of objectives (i.e. high 

ductility/strain-to-failure, high modulus/yield stress, increased damping, fatigue 

resistance, etc.). 

As an example, concrete traditionally contains an assortment of different 

secondary phases that all have different geometries, distributions, etc. Given the 

appropriate amount a statistical data and an adequately calibrated physically-based 

material model for the concrete matrix, a small number of high complexity FEA 

simulations could be used to train a much reduced order metamodel (such as RBF or a 

polynomial response function, or a Kriging model, etc.). That metamodel can then be run 

thousands or millions of times relatively quickly over any range of parameters looking 

for optimized configurations for any set of criteria. This would be analogous to the 

process laid out in Chapter 4. 

5.2.3 Development of Full CZM for Composite Material Interfaces 

In Chapter 4, a CZM is established featuring a T-S rule to control the PVA/MMT 

interface behavior. The T-S rule was calibrated to results of MD simulations upscaled in 

a hierarchical framework. While this multiscale method is effective in simulating 

composite interfaces, as Equation 4.2 shows there are three components of traction in 

cohesive elements (a normal, and two shear directions). Furthermore Fig. 5.2 shows the 

normal direction T-S rule used in Chapter 4 as well as the theoretical shear behavior for 
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the same system from Paliwal et al.(2016). Fig, 5.2 demonstrates a drastic difference in 

T-S behavior for separate components of traction. 

Thus further work is needed to construct a custom user subroutine (UMAT, 

VUMAT, or UEL) to capture the full range of cohesive behaviors. The subroutine could 

then be combined with RVEs from VCSG to create higher fidelity simulations for any 

material system. 

 

Figure 5.2 Traction vs separation (T-S) plot showing the Molecular Dynamics (MD) 
simulation results, the T-S rule for the normal direction used in Chapter 4, 
and a theoretical T-S rule for a shear direction. 

 

5.2.4 Development of a Physically-based Macroscale Constitutive Model for 
Polymers Featuring Any Length Scale Heterogeneities 

The novel materials of the future will likely be rely on synergy between a host 

material and one or more constituent fillers (i.e. high performance concrete). Such 

materials cannot be effectively simulated at the macro/structural scale without the proper 
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constitutive relationships implemented in a physically-based mathematical model. Such a 

model could make use of key information regarding specific heterogeneity effects 

upscaled from lower length scale simulations or experiments. The Bouvard-Francis (J. L. 

Bouvard et al. 2013; Francis et al. 2014) ISV model works well, but only covers the 

physically-based behavior of pure polymers. Likewise widely used physically-based 

models for metals (Bammann et al. 1993; Mark F. Horstemeyer and Gokhale 1999; M.F. 

Horstemeyer, Lathrop, et al. 2000) do well for pure metallics and even alloys, but do not 

contain the necessary constitutive relationships for polymeric secondary phases. More 

work is needed to develop constitutive relations that account for the effects of secondary 

phase geometry, orientations, etc. 
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INTERNAL STATE VARIABLE MODEL CALIBRATED MATERIAL 

PARAMETERS 



 

117 

Table A.1 Calibrated Internal State Variable (ISV) polymer model constants for 
Acrylonitrile Butadiene Styrene (ABS), Polypropylene (PP), Polycarbonate 
(PC), and Polyvinyl Alcohol (PVA). 

Regime Param. Constant Material Units 
    ABS PP PC PVA  

Elasticity 
𝐸 

𝐸𝑟𝑒𝑓 1891 1500 2600 900 MPa 
𝐸0 -5 0 0 0 MPa/K 

𝑉𝐸1 1 0 0.1 0.1  
𝑉𝐸2 0.01 0.1 0.1 0.1  

𝜈  0.36 0.45 0.37 0.42  
휀�̇�𝑒𝑓  1000 1000 1000 1000 1/s 

Viscoplasticity 

�̇̅�𝑝 

�̇̅�0
𝑝 4.21E+23 2000 2000 300 1/s 

Δ𝐻𝛽 81 31.5 19 25 kJ/mol 

𝑉 1.00E-28 1.00E-27 1.00-27 
1.00E-
27 m^3 

𝑚 9 1 1 1  

𝑌(𝜃) 

𝐶3 -0.15 0 0 0 MPa 
𝐶4 14 3.5 2 12 MPa 
𝑎𝑌 0 0 0 0  
𝑏𝑦 0 0 0 0  

Softening 
(𝜉1̅) 

𝜉0̅
∗ 𝐶5 0.004 0 0 0  

𝐶6 0.3 0.93 0.6 0.5 1/K 

𝜉1̅𝑠𝑎𝑡
∗  𝐶7 0.001 0 0 0  

𝐶8 0.31 0.2 0.75 1  

𝑔0 

𝐶9 -0.8 0 0 0  
𝐶10 60 6 4 0  
𝑎𝑔0 0 -5 -8 0  
𝑏𝑔0  0 2 1 0  

𝜅1 
𝐶�̅�1  0.03 0.027 0.08 0.026  
𝑎𝜅1  0 28 2.5 0  
𝑏𝜅1 0 -1 0.3 0  

ℎ0  50 10.7 35 60  
𝜉1̅0
∗   0 0 0 0  
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Table A.1 (Continued) 

Hardening 
(𝜉2̅) 

𝜉2̅𝑠𝑎𝑡
∗  𝐶11 0 0 -0.2 0  

𝐶12 0.7 0.5 0.8 0.01  

�̅�2 
𝐶�̅�2  0 0.037 0.08 0  
𝑎𝜅2  0 -350 -100 0  
𝑏𝜅2 0 2.25 -0.001 0  

ℎ1  0 2.5 10 0  
𝜉2̅0
∗   0 0 0 0  

Hardening 
(�̅�) 

𝑅𝑠1  𝐶13 -0.01 0 0 0  
𝐶14 0.8 0.8 1.11 0.5  

𝜇𝑅 𝐶1 -0.11 0 0 0 MPa 
𝐶2 9 0.32 3 20 MPa/K 

𝜇𝐵 
𝜆𝐿 3 5 3.5 2.5  
𝑎𝛼 0 1700 -101.5 0  
𝑏𝛼 0 17 7.2 0  

Thermal 
𝜃𝑟𝑒𝑓  298 298 298 298 K 
𝜃𝑖𝑛𝑖𝑡  298 298 298 298 K 
𝜃𝑔𝑙𝑎𝑠𝑠  400 273 433 358 K 
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VIRTUAL COMPOSITE STRUCTURE GENERATION (VCSG) ALGORITHM 
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As introduced in section 4.1., the VCSG algorithm uses Random Sequential 

Absorption (RSA) and interference detection to generate random assortments of 

inclusions within a matrix. RSA governed the creation of RVEs by: 

1. Define candidate inclusion’s properties such as dimensions, thickness, 

intercalation level, gallery strength (if a gallery is present), and maximum 

orientation freedom (𝜃𝑚𝑎𝑥). 

2. Generate a random trial position (𝑥𝑡𝑟𝑖𝑎𝑙 , 𝑦𝑡𝑟𝑖𝑎𝑙 , 𝑧𝑡𝑟𝑖𝑎𝑙) and random trial 

orientation (𝛼𝑡𝑟𝑖𝑎𝑙 , 𝛽𝑡𝑟𝑖𝑎𝑙 , 𝛾𝑡𝑟𝑖𝑎𝑙) for the candidate with the constraints: 

a. 0 <  (𝑥𝑡𝑟𝑖𝑎𝑙 , 𝑦𝑡𝑟𝑖𝑎𝑙 , 𝑧𝑡𝑟𝑖𝑎𝑙) < 𝐷𝑅𝑉𝐸   

b. 0 <  (𝛼𝑡𝑟𝑖𝑎𝑙 , 𝛽𝑡𝑟𝑖𝑎𝑙, 𝛾𝑡𝑟𝑖𝑎𝑙) < 𝜃𝑚𝑎𝑥 

3. Perform interference detection verification scheme for the candidate 

inclusion at the trial location and orientation 

a. Generate a list of all pre-existing inclusions within the 

neighborhood of the candidate’s trial position. 

b. Reject candidate inclusion if any part of its volume occupies the 

same space as another inclusion. 

4. If candidate inclusion has remained unrejected, determine if the candidate 

penetrates the outer boundaries of the RVE and if so, enforce periodicity. 

a. Make a copy of the candidate inclusion for each RVE boundary 

face from which it protrudes (a candidate at a corner may penetrate 

multiple faces). 

b. Move each copy to the corresponding opposite RVE boundary 

face. 
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c. Remove portions of candidate and copies that are outside RVE. 

d. Perform interference detection on newly formed copies. 

5. If both the original candidate as well as any periodic copies have been 

accepted under interference detection, then place candidate and copies at 

their respective trial locations. 

6. Repeat 2-5 until desired volume fraction is reached. 

A considerable number of algorithms that vary in robustness and efficiency exist 

for computing the interference between virtual objects (Hayward et al. 1995). Given the 

asymmetry that is characteristic of the inclusions in this study, barycentric interference 

detection (Passerello 1982) was employed to prevent neighboring inclusions from 

intersecting within an RVE as it allows for very little wasted volume as a reasonable 

computational cost. The algorithm for barycentric interference detection is: 

1. Identify a pair of neighboring objects to test for interference. We will refer 

to the first object as the “test object” (TO) and the second object as the 

“candidate object” (CO). 

2. Construct a rectangular prismatic bounding surface around both object in 

their respective local coordinate systems. 

3. Transform the CO bounding surface into a global coordinate system. 

a. Optionally, interpolate any number of points in between the nodes 

of the bounding surface. More points will produce better results 

but will also take more time. 

4. Subdivide the TO into tetrahedrons using any triangulation method. 
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5. Iteratively, for each node (and any interpolated points) on the bounding 

surface of the CO: 

a. Iteratively, for each tetrahedron within the bounding surface: 

i. Convert the current point into barcentric coordinates using 

the method described by Passerello (1982). 

ii. Interference is present if all barcentric coordinates of 

current point are between 0 and 1. 

iii. Reject CO if interference is detected. 

VCSG was implemented in Matlab 2014b and features a user-friendly Graphical 

User Interface (GUI) that allows the manipulation of input parameters to generate input 

files containing lists of inclusion data. A supplementary script was composed in Python 

to construct an RVE within the Abaqus finite element framework using the input files 

generated by VCSG. 
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BOUVARD INTERNAL STATE VARIABLE MODEL WALKTHROUGH 
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The ISV constitutive model (Bouvard et al. 2013; Francis et al. 2014) was 

developed based upon the thermodynamic foundation proposed by Coleman and Gurtin 

(1967). Three ISVs accounted for polymeric internal energy dissipation mechanisms 

based on the molecular dynamics studies on Hossain et al. (2010) 

C.1 Assumptions 

 Plastic flow is incompressible: |𝑭𝒑| = 1, 𝑇𝑟(�̅�𝒑) = 0. 

 Plastic flow is irrotational: �̅̅̅�𝒑 = 0. 

 Thermal portion of deformation gradient is isotropic: 𝑭𝜽 = 𝐹𝜃, �̅̅̅�𝜽 = 0. 

C.2 Cauchy Stress 

The constitutive model consists of two intermediate configurations corresponding 

to the decomposition of the deformation gradient (Fig C1). All calculations are executed 

in the first intermediate configuration (�̅�), and results are “pushed forward” with the 

elastic component of the deformation gradient. 

 

Figure C.1 Illustration of the glassy polymer Internal State Variable Model 
deformation gradient decomposition. 
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The Cauchy stress is written in terms of the Mandel stress where 𝐽𝑒 is the 

Jacobian determinant of the elastic deformation gradient, 𝜇(𝜃) is the shear modulus, 

𝐾(𝜃) is the bulk modulus, and �̅�𝑒 is the elastic portion of the Green’s strain tensor. 

 𝝈 = 𝐽𝑒−1𝝉,   𝝉 = 𝐽𝑒−1𝑹𝒆�̅�𝑹𝒆𝑻,   �̅� = 2𝜇(𝜃)�̅�𝑒 + [𝑲(𝜃) −
2

3
𝜇(𝜃)] 𝑇𝑟(�̅�𝑒)𝑰 (C.1) 

C.3 Internal State Variables (ISVs) 

The ISV rate schemes were constructed by modifying the works of Boyce et al. (1988) 

and Ames et al. (2009). As previously mentioned ISVs quantify unobservable, internal 

energy dissipation effects. This constitutive model features three such ISVs. 

 The second rank tensorial quantity �̅�, seen in Equation (C.2) serves to 

represent large-strain hardening behavior caused by the stretching of 

polymer chains. 

 �̅� = �̂�𝐵(𝜃)�̅�;  �̂�𝐵(𝜃) = 𝜇𝑅(𝜃) [1 −
𝜆1
�̅�
+𝜆2

�̅�
+𝜆3

�̅�

𝜆𝐿
]

−1

 (C.2) 

 �̇̅� = 𝑅𝑠1(𝜃)(�̅�
𝑝 �̅� + �̅��̅�𝑝) (C.3) 

where 𝜇𝑅(𝜃) is a temperature dependent rubbery modulus, 𝜆𝐿 is a network 

locking stretch, 𝜆𝑖
�̅� are the eigenvalues of �̅�, 𝑅𝑠1(𝜃) is a temperature dependent material 

parameter, and 𝑫𝑝 is the inelastic rate of deformation. The evolution form of �̅� is derived 

from the metallic kinematic hardening relation introduced by Prantil et al. (1993) and 

later modified for polymeric application by Ames et al. (2009). 

 𝑅𝑠1(𝜃) = 𝐶13(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶14,   𝜇𝑅(𝜃) = 𝐶1(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶2 (C.4) 

 A pair of scalar-valued ISVs accounting for polymer chain entanglement 

density as well as polymer chain coiling /alignment: 
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 �̅�1 = 𝐶�̅�1𝜇(𝜃)𝜉1̅ [1 + 𝑓(𝐽2, 𝐽3)],   �̅�2 = 𝐶�̅�2𝜇(𝜃)𝜉2̅  (C.5) 

where the first scalar ISV is defined: 

 𝜉̅̇𝟏 = ℎ0 (1 −
�̅�1

𝜉∗
) �̅��̇�,   𝜉∗ = (𝜉�̅�𝑎𝑡

∗ − 𝑔0(𝜃)𝜉̅
∗)�̅��̇�, 𝜉̅∗ = 𝜉0̅

∗ 𝑎𝑡 𝑡 = 0 (C.6) 

where ℎ0 and 𝑔0(𝜃) are hardening moduli (𝑔0 being temperature and stress state 

dependent), 𝜉̅∗ is a temperature dependent strain-like quantity accounting for chain 

slippage, and 𝜉�̅�𝑎𝑡∗  is the temperature dependent saturation value for 𝜉̅∗. 

 𝜉0̅
∗(𝜃) = 𝐶5(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶6, 𝜉�̅�𝑎𝑡

∗ (𝜃) = 𝐶7(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶8 (C.7) 

 𝑔0(𝜃) = [𝐶9(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶10]  (C.8) 

The second scalar ISV is defined by: 

 𝜉̅̇2 = ℎ1( �̅�
𝑝 − 1) (1 −

�̅�2

�̅�2𝑠𝑎𝑡(𝜃)
) �̅��̇�, �̅�𝑝 = √

1

3
𝑡𝑟 (�̅�𝑝) (C.9) 

where ℎ1 is the temperature independent hardening modulus, �̅�𝑝 is the effective 

plastic stretch related to the Cauchy-Green deformation tensor (Ames et al. 2009), 

and  𝜉2̅𝑠𝑎𝑡 is the saturation value for 𝜉2̅. 

 �̅�𝑝 = 𝑭
𝒑𝑭𝒑𝑻, 𝜉2̅𝑠𝑎𝑡(𝜃) = 𝐶11(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶12 (C.10) 

C.3.1 Inelastic Rate of Deformation (Flow Rule) 

A flow rule is employed to represent viscous flow phenomena rooted in relative polymer 

chain displacement (Boyce, Parks, and Argon 1988; L Anand and Ames 2006). The 

“dev” tag refers to the deviatoric portion of a tensor. 

 �̇�𝒑 = �̅�𝒑𝑭𝒑, �̅�𝒑 =
1

√2
�̇̅�𝑝�̅�𝒑, �̅�𝒑 =

dev(�̅�−�̅�)

‖dev(�̅�−�̅�)‖
 (C.11) 

where �̇̅�𝑝 represents the inelastic shear strain rate derived from a modified 

cooperative model (Richeton et al. 2005; Richeton et al. 2007), (D. Fotheringham, 
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Cherry, and Bauwens-Crowet 1976; D. G. Fotheringham and Cherry 1978) and �̅�𝒑 is the 

direction of viscous flow. 

 �̇̅�𝑝 = �̇̅�0
𝑝
𝑒𝑥𝑝 (−

Δ𝐻𝛽

𝑘𝐵𝜃
) sinh𝑛 (

[�̅�−(𝑌(𝜃)+�̅�1+�̅�2)]𝑉

2𝑘𝐵𝜃
) , 𝜏̅ =

dev‖�̅�−�̅�‖

√2
,   (C.12) 

where �̇̅�0
𝑝 is a material constant that dictates when the inelastic shear strain rate 

dependence activates, Δ𝐻𝛽 is an activation energy, 𝑘𝐵 is the Boltzmann constant, 𝑛 is a 

parameter describing cooperative behavior of polymer chain segments, 𝑉 is a shear 

activation volume, and 𝑌(𝜃) is a temperature dependent yield surface also including the 

stress state dependence, 

 𝑌(𝜃) = {𝐶3(𝜃 − 𝜃𝑟𝑒𝑓) + 𝐶4} (C.13) 

The effective shear stress 𝜏̅ (Equation C.12) consists of the deviatoric portions of the 

Mandel stress and the backstress. 
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