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The underestimation of depth in virtual environments at medium-field distances is a

well studied phenomenon. However, the degree by which underestimation occurs varies

widely from one study to the next, with some studies reporting as much as 68% under-

estimation in distance and others with as little as 6% (Thompson et al. [38] and Jones et

al. [14]). In particular, the study detailed in Jones et al. [14] found a surprisingly small un-

derestimation effect in a virtual environment (VE) and no effect in an augmented environ-

ment (AE). These are highly unusual results when compared tothe large body of existing

work in virtual and augmented distance judgments [16, 31, 36–38, 40–43]. The series of

experiments described in this document attempted to determine the cause of these unusual

results. Specifically, Experiment I aimed to determine if the experimental design was a

factor and also to determine if participants were improvingtheir performance throughout

the course of the experiment. Experiment II analyzed two possible sources of implicit

feedback in the experimental procedures and identified visual information available in the



lower periphery as a key source of feedback. Experiment III analyzed distance estimation

when all peripheral visual information was eliminated. Experiment IV then illustrated

that optical flow in a participant’s periphery is a key factorin facilitating improved depth

judgments in both virtual and augmented environments. Experiment V attempted to fur-

ther reduce cues in the periphery by removing a strongly contrasting white surveyor’s tape

from the center of the hallway, and found that participants continued to significantly adapt

even when given very sparse peripheral cues. The final experiment, Experiment VI, found

that when participants’ views are restricted to the field-of-view of the screen area on the

return walk, adaptation still occurs in both virtual and augmented environments.

Key words: dissertation, virtual environments, virtual reality, augmented environments,

augmented reality, mixed reality, perception, vision, locomotion
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CHAPTER 1

INTRODUCTION

Augmented Reality, in its most general sense, is the abilityto enhance or modify indi-

viduals’ perception of their surroundings. Though these modifications can include visual,

olfactory, tactile, or auditory augmentation, for the purposes of this document, Augmented

Reality (AR) will refer specifically to visual stimulation presented through an optical see-

through head mounted display. In AR, observers retain theirview of their surroundings

while virtual, computer generated elements are added to this view. The degree of augmen-

tation can vary from simply adding textual information to a scene to completely replacing

an observer’s view of their surroundings. The latter case ismore commonly known as

Virtual Reality.

Though Virtual Reality (VR) and AR are similar technologies, VR is somewhat more

thoroughly studied, as it has historically been less technically complicated to implement.

This is largely due to the complexities of accurately matching and merging the views

of the virtual and real worlds in AR. VR has also been seen as aninteresting research

tool, enabling researchers to present observers with stimuli which would otherwise be

impractical or unsafe in reality. This raises the question,are stimuli presented in Virtual

Reality actually comparable to those presented in the real-world? In an attempt to answer
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this question, much research has focused on understanding how accurately observers can

make depth and layout judgments in VR as compared to the real-world.

It is also important to note that both AR and VR have numerous other applications.

These include AR/VR assisted surgery, post traumatic stress syndrome exposure therapy,

guided navigation, combat training, air traffic awareness,entertainment, and many more.

For tasks such as these to be usefully applied, a deeper understanding is needed of how

observers perceive augmented and virtual imagery.

Depth judgments in VR have been widely studied, and observers have historically re-

ported that the perceived position of computer generated imagery is not congruent to that

of co-located real-world objects. Specifically, observerstend to view virtual environments

as compressed relative to their actual geometric size. Thiscompression leads to an under-

estimation of the size of virtual spaces. Studies have reported as much as 68% compression

of depth judgments in virtual environments [38]. Though theexact sources of these mis-

perceptions are largely unknown, it is likely to be a combination of several factors, running

the gamut from inadequate calibration to limitations in display technologies.
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CHAPTER 2

PREVIOUS WORK

2.1 Master Thesis

The work described in this document is an extension of that discussed in the author’s

Master Thesis, entitled “Egocentric Depth Perception in Optical See-Through Augmented

Reality” [13]. The goal of this work was to determine if the well-studied underestimation

of distances found in virtual environments also existed in augmented environments. This

thesis was the first to perform a direct comparison of depth judgments between congruent

augmented, virtual, and real-world environments. Additionally, this work introduced a

novel optical see-through calibration method that required no prior training. This method

was referred to as the 3D Compass. The major findings from the two experiments dis-

cussed in the thesis were detailed in Jones et al. [14] and Swan et al. [36].

The first experiment, described in Swan et al. [36], was the first experiment of its

kind to utilize blind walking, a common distance judgment protocol when studying vir-

tual environments, in combination with an augmented environment. This experiment also

collected distance judgments via verbal report. It was found that verbal report lacked con-

sistency between observers, but judgments made using blindwalking were much more

stable across the group of participants. Four viewing conditions were used for this ex-

periment: real-world, real-world viewed through an HMD, real-world with superimposed
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augmentation, and a purely virtual stimulus. All four environments were viewed from a

stationary, non-tracked optical see-through head-mounted display. The stimulus used in

all conditions was a wireframe pyramid measuring 23.5cm along the base and 23.5cm in

height.

The results of the first experiment demonstrated significantunderestimation in all envi-

ronments with all conditions being significantly more underestimated than the real-world

stimulus. One of the more interesting findings of this experiment was that a real-world

stimulus viewed through an HMD did not significantly differ from either of the augmented

conditions. This result began to hint that the cause of the underestimation may not lay in

the stimulus but in the manner in which it is viewed. Viewing of the real-world stimulus

was the only condition where observers’ head movements werenot restricted by looking

through the rigidly mounted HMD. Suspecting that these results may be an effect of mo-

tion based cues not available during fixed viewing, a second experiment was formulated.

The second experiment, described in Jones et al. [14], aimedto determine whether or

not the addition or restriction of motion parallax as a depthcue would influence the trends

observed in the first experiment. To test this, observers sawtwo parallax conditions: Still

and Motion. In the Still condition, observers were instructed to observe the stimulus while

standing as still as possible. In the Motion condition, observers were asked to observe

the stimulus while swaying from side to side. Since the verbal reports in the first ex-

periment lacked consistency, only blind walking judgmentswere collected in the second

experiment. This experiment also incorporated a purely virtual environment as one of its

viewing conditions.
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The results of this experiment revealed no consistent effect of motion parallax. Con-

tradictory to the first experiment, the augmented environment showed no significant dif-

ference from the real-world viewing condition. The distance judgments in the purely vir-

tual environment did, however, exhibit a significant underestimation compared to distance

judgments in the real-world. A surprising result was that the underestimation in the vir-

tual environment was markedly less than has been previouslyreported in a wide range of

related studies [1,4,11,16,25,29,37,38,40,42,43]. The work described in this document

aimed to determine the cause of these unusual and conflictingresults.

2.2 Related Work

The appeal of virtual and augmented environments is that they can provide observers

with views and information that may not be possible in the real-world. This has been

of particular interest in the field of psychology, where observers can be placed in tightly

controlled artificial environments for various experimental or therapeutic purposes. Vir-

tual environments, in particular, have been successfully used for exposure based therapies

to treat conditions such as acrophobia and post-traumatic stress syndrome in a safe and

monitored fashion [33].

However, using virtual and augmented environments in this manner relies on the as-

sumption that these artificial environments are, in fact, analogous to the real-world. There

is some behavioral evidence to indicate that observers do, to some degree, perceive real

and artificial environments similarly. There is even some neurological evidence indicating

that mice utilize the same areas of their brains for processing spatial relationships in both
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real-world and computer generated mazes [9]. Studies such as this seem to indicate that

there is some basic comparability.

Though virtual environments and the real-world may be seen as roughly similar, nu-

merous studies have found that they are far from equivalent.In particular, a large body

of work exists that has thoroughly studied how observers perceive egocentric depth judg-

ments in immersive virtual environments. Though the results of these studies vary, they al-

most uniformly describe perceived distances in virtual environments as being compressed

relative to the real-world [1,4,11,16,25,29,37,38,40,42,43]

Work has been done that has shown that observers can adapt to avirtual environment by

interaction and navigation to the point that they accurately judge spatial relationships [30].

However, this seems to be an issue of the observers calibrating their movements to suit the

compressed environment. A related study has shown that by adjusting the scale of the vir-

tual environment through magnification that observers wereable to more accurately judge

distances [35]. Unfortunately, this approach seems somewhat insufficient as the virtual

environment is no longer geometrically congruent to the real-world. This is an incredi-

bly important factor when dealing with augmented environments where virtual elements

are added to an otherwise unaltered view of the real-world environment. Though both of

these studies provide insight into means of compensating for the depth underestimations

in strictly virtual environments, they are only addressingsymptoms of some underlying

cause.

Foley et al. [6] discuss the perception of location and extent as a means of describing

the geometry of visually perceived space. Foley describes anonuniform transformation
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between perceived space and physical space which corrects for inconsistencies between

a strictly Euclidean correspondence between perceived andphysical space. This model

accounts for the apparent tendency for observers to overestimate extents while underesti-

mating locations. This model centers around the concept that observers tend to perceive

their effective visual angle as being greater than their physical visual angle.

It is also important to note that Foley et al. [6] make the distinction between location

and extent estimations and that underestimation is found inone while overestimation is

found in another. This is extremely similar to the results reported in publications by Lappe

et al. [17]. However, Lappe et al. make no distinction between location and extent and

consider them both to be conflicting measurements (not differing perceptual phenomenon)

of the same general distance judgment. Foley’s model of perceptual space could answer

questions posed by their research [6]. It might be a possibility that Lappe et al. were

measuring two different perceptual phenomenon that are related to distance but exhibit

different biases. This has been personally suggested to theauthors.

Though studies such as these can provide a theoretical modelof how these mispercep-

tions behave, they provide little insight into their causesor means of mitigation. Cutting,

however, places strong emphasis on the idea that the combinations of and fidelity by which

depth cues are presented may be a significant factor in these misperceptions [3]. Hu et

al. [10] found that observers increase their accuracy in estimating the position of virtual

surfaces as shadows and interreflections were added. Phillips and Interrante [29] found

that by removing cue fidelity from an otherwise photorealistic environment, observers

performed distance judgments with greater underestimation. However, a similar study by
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Thompson et al. [38] found conflicting results, indicating that photorealistic fidelity had

no effect on distance judgments in an immersive virtual environment. Restriction of vi-

sual information even in the real-world has been shown to cause underestimation similar

to that seen in virtual environments. Wu, Ooi, and He demonstrated that by restricting an

observer’s field-of-view that they could modulate the degree by which distances would be

underestimated [44].

Substantially less work has been done to determine if the compression seen in vir-

tual environments exists in augmented environments as well. The work that has studied

augmented environments has been limited and somewhat inconsistent. For instance, Liv-

ingston et al. [19] found a tendency to overestimate distances in an outdoor augmented

environment. One study by Swan et al. [37] found that observers exhibited no significant

underestimation when performing a perceptual matching task in an indoor augmented

environment. Another study by Swan et al. [36] found up to 21%underestimation of

distances when performing visually directed walking in an augmented environment [36].

However, in a follow-up study to Swan et al., Jones et al. [14]found no significant dif-

ference between visually directed walking judgments in a congruent real-world and aug-

mented environment. These conflicting results leave many questions still to be answered

about how distance judgments work in augmented environments.
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CHAPTER 3

EQUIPMENT & EXPERIMENTAL SETUP

3.1 Head-Mounted Display

Possibly the most crucial piece of equipment required for the research discussed in

this document is the head-mounted display (HMD). HMDs are a common display device

used to present users with immersive virtual environments.A distinct advantage of HMDs

over other immersive VR display devices, such as Cave Automatic Virtual Environments

(CAVEs), is that they can offer users a wide range of movement. When using most HMDs,

users’ movement is typically only limited by the length of the data and power cables that

drive the device and the effective range of any associated motion tracking devices. This

flexibility has made HMDs very popular for research that requires immersive virtual en-

vironments. However, for presenting augmented environments where both real-world and

virtual elements are combined, there are typically two classifications of HMDs: Video

See-Through and Optical See-Through.

3.1.1 Head-Mounted Display Technologies

Video See-Through HMDs (VST-HMD), depicted in Figure 3.1, work by overlap-

ping computer generated images with camera video-feeds that are approximately aligned

with the observer’s eyes. Though this method is somewhat easy to implement and can be
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Figure 3.1

A typical video see-through HMD

achieved by attaching cameras to any HMD capable of displaying a virtual environment,

real-world visual information presented to the observer isrestricted by the technical limita-

tions of the display elements and cameras. For instance, thepresentation of the real-world

scene is optically limited to the focal distance of the HMD’sdisplay elements and the

combined fields-of-view of the camera and the display elements. Additionally, matching

the cameras’ positions and alignment to approximately thatof the observer’s eyes can be

quite difficult.

Optical See-Through HMDs (OST-HMD), on the other hand, preserve a direct optical

path from the observer’s eyes to the real-world. By preserving this view, the real-world

scene is presented to the observer in full resolution and with little loss of visual informa-

tion. The virtual components of the scene, however, are still generated in the OST-HMD’s

display elements and suffer the same limitations imposed bydisplay elements’ design and

internal optical path. The method by which an OST-HMD combines views of the real
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Figure 3.2

A typical optical see-through HMD

and virtual elements is referred to as optical combination.Optical combination preserves

a direct optical path from the observer’s eyes to the surrounding real-world environment

and the OST-HMD’s display elements using an optical combiner. The optical combiner

is typically either a half-silvered mirror or two conjoinedresin-gap prisms. A common

arrangement is to have the display elements located above the observer’s eyes, facing

downward to an optical combiner positioned at 45◦ to the observer’s eyes. This optical

combiner allows light from the real-world to directly pass through while partially reflect-

ing light from the display elements toward the observer’s eyes. Figure 3.2 depicts this

basic arrangement.

3.1.2 NVIS nVisor ST60 Optical See-Through HMD

The research discussed in this document focuses exclusively on Optical See-Through

HMDs and, for brevity’s sake, will simply refer to them as HMDs. The HMD used for

the following experiments is an NVIS nVisor ST60 Optical See-Through Head-mounted
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Figure 3.3

NVIS nVisor ST60

Display, see Figure 3.3. This HMD boasts 100% overlap of the real-world and display area

with a diagonal field-of-view (FOV) of 60◦, horizontal FOV of 48◦, and a vertical FOV

of 40◦. The ocular separation, or interpuplilary distance (IPD),is adjustable and spans the

range of 53mm to 73mm.

3.2 InterSense IS-1200 Motion Tracking System

The head tracking system used for the experiments describedin this document was an

InterSense IS-1200 VisTracker, as depicted inFigure 3.4. The IS-1200 is a 6-degree-of-

freedom tracker that utilizes both optical and inertial information to provide real-time po-

sitional information. In these experiments, an IS-1200 wasattached to the head-mounted

display in order to properly model the observer’s forward view direction. The tracking

values returned by the IS-1200 consists of three translational (X, Y, and Z positions) and

three rotational components (roll, pitch, and yaw).
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Figure 3.4

InterSense IS-1200 VisTracker [12]

The IS-1200 uses a series of preprogrammed circular markers, referred to as fiducials,

that define the area over which the system can provide data. The arrangement of the fidu-

cials is known as a constellation. The constellation used inthis experiment was attached

to a ridigly mounted board that was suspended from the ceiling and hung directly behind

the observer’s head. Figure 3.5 shows this arrangement. This allowed the constellation to

be easily moved and stored when experiments were not being performed.

3.3 Nonius Apparatus

When deprived of all visual stimulation, an individual’s eyes typically default to a

resting state. There has been some evidence to indicate thatthis resting state may affect
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Figure 3.5

Tracking constellation configuration
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Figure 3.6

Nonius apparatus

visual perception [8,22–24,27]. The angle at which the eyespoint while resting is referred

to as dark vergence. This section describes the design of an experimental apparatus built

to measure dark vergence for the purposes of investigating apossible connection with

medium field distance judgments in augmented and virtual environments.

A well established method of measuring dark vergence is by performing an Nonius

alignment task in the absence of all other visual stimulation. Capturing this measure-

ment proved to be a nontrivial task. Previous work done by Miller [21–23] and Owens

and Leibowitz [27] laid out a basic framework for constructing a general purpose Nonius

alignment apparatus. The following section will describe the Nonius alignment apparatus
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constructed for the current study. The design of this apparatus is loosely based on that

described by Miller [21].

The Nonius alignment apparatus measures a participant’s vergence by dichoptically

presenting flashing stimulus lines to each of the participant’s eyes, with one eye’s stimulus

above the other. In the case of our device, the right eye’s stimulus was presented above the

left eye’s stimulus. The top line is kept at a constant position while the participant had the

ability to reposition the bottom line. It is important to note that the lines must be presented

in flashes no longer than 350ms to avoid activating the accommodative reflex and there

by altering the participant’s convergence through the accommodative-convergence reflex.

The participant is given the task of adjusting the position of the bottom line such that it

appears to be perfectly aligned with the top line.

The stimuli were presented on a 19 inch ViewSonic G790 CRT monitor at 1280x1024

resolution and 70Hz vertical refresh. In order to enable dichoptic presentation of the stim-

uli, linear polarizing filters were applied to the upper and lower halves of the screen’s

surface with the upper and lower filters differing in polarizing angle by 90◦. A pair of

cardboard frame, polarizing filter glasses were constructed in order to enable dichoptic

viewing of the stimuli on the monitor. The polarizing filtersin the glasses were oriented

such that the right and left eyes corresponded to the upper and lower portions of the screen,

respectively. The brightness of the monitor was adjusted toa very low level to prevent the

glow associated with the ambient phosphor excitation of thedark pixels. This ambient

glow could act as a cue to the location of the monitor relativeto the participants, which

could bias the dark vergence measurement. However, even with the brightness at a min-
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imal level, the edges where the screen met the monitor housing were very apparent. To

mitigate this effect and prevent unnecessary ambient illumination, aluminum foil strips

were applied to the screen edges in order to completely blockthe visibility of the edges.

Layers of black masking tape were applied to the edges of the aluminum foil that were

internal to the screen area. The layers of tape provided a diffusing effect which caused

the screen’s ambient glow to fade as it approached the completely black edge of the alu-

minum foil. This allowed only the necessary portions of the screen to be visible while still

ambiguating the monitor’s position.

It is important to note the reasons for using this particularCRT monitor, as opposed to

a more common LCD monitor. Typical desktop LCD monitors haveseveral shortcomings

which prevented them from being used for the Nonius apparatus. Unlike CRT monitors,

which excite individual sets of RGB phosphors to illuminatea pixel, LCD monitors use a

white back-light which is directed through adjustable liquid crystal filters that modulate the

amount of red, green, and blue light that is transmitted through the LCD panel. The typical

LCD monitor’s ability to block the back-light when displaying black pixels is somewhat

limited, causing them to have much brighter black levels than CRT monitors. The brighter

a monitor’s black level, the easier it is to localize the monitor’s surface in the dark.

In order for the measurement of dark vergence to be successful, certain other issues

had to be addressed in order to help ensure accurate measurement. Firstly, participants

need to be deprived of visual stimulation in near absolute darkness in order for their eyes

to remain in a resting state. The room used for this task was aninternal, windowless room,

but it still required further conditioning in order to be sufficiently dark. Even though the

17



room had no windows, a substantial amount of light could enter from around the room’s

only door, even when closed. Enough light could enter the room from these seams that one

could easily navigate the room after only a few minutes of adaptation to the darkness. This

was unacceptable for the purposes of this experiment. To solve this problem the hinged

side of the door was completely sealed with an aluminum foil seam which was taped to the

door and to the connecting wall. An aluminum foil lip was taped to the opposite side and

top of the door. When the door was closed magnets were used to hold the seam against the

door’s metal frame. The bottom of the door was sealed using anL-shaped aluminum bar

which slid underneath the door and spanned its width. Aluminum foil was an excellent

material for sealing the room since it was inexpensive, readily available, and has no light

conducting properties.

Once light seepage from the doorway had been resolved, it became apparent that there

was light seepage from small gaps around the ceiling tiles and light fixtures in the drop-

ceiling of the laboratory. The source of the light were atticlamps and ambient light from

adjacent offices which seeped upward from the gaps between their ceiling tiles and were

reflected back downward from the upper ceiling. The seepage was not sufficient to allow

one to navigate the room, but was sufficient to enable one to distinguish dark and light

surfaces. This was resolved by taping aluminum foil strips to the largest ceiling gaps and

disabling the attic lamps.

There was one final obstacle in light proofing the room, which was to lightproof the

technology required for the experiment. In much current technology, there exists an abun-

dance of LEDs and other light sources that are used to communicate various system infor-
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mation or to simply for aesthetic purposes. The computer used for this experiment was a

Dell XPS 730, which was bristling with LEDs. Though its LEDs could be disabled by a

software application, they were automatically re-enabledafter each reboot. For simplicity,

the LEDs were physically removed from the computer. However, many other devices in

the lab, including monitors, printers, and telephones, hadlight sources which were not as

easily removed. To block these light sources, aluminum foilwas taped to all light emitting

surfaces. Once these tasks had been completed, the room was dark enough that after as

much as 20 minutes of dark adaption one could not visually detect the presence of their

hand in front of their face.

The participants interacted with the Nonius apparatus via keyboard. Only three actions

were necessary for the participants to interact with the system: left adjust, right adjust,

submit response. These functions were mapped to three keys on the keyboard. Since this

portion of the experiment took place in the absence of light,unique physical textures were

adhered to each of the three keys so they could be easily identified without vision.

Figure 3.7 shows the stimuli presented on to the participants. The upper stimulus,

presented only to the right eye, remained stationary in the horizontal center of the screen

while the participants adjusted the position of the lower stimulus, presented only to the left

eye. The participants were then tasked with adjusting the lower stimulus until it appeared

to be aligned with the top stimulus, as depicted in Figure 3.8. Though the participants

controlled the directional movement of the lower stimulus,they did not directly control

the distance increment that it moved in either direction. The movement increments were

adjusted based on a distance bracketing procedure that analyzed the adjustment patterns
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Figure 3.7

The stimuli presented by the nonius device

Figure 3.8

Aligned stimuli on the nonius device
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of the participants. The software used to present the stimuli attempted to detect whether

the participants were making adjustments that were either honing in on the subjective tar-

get position or correcting for the previous adjustment. It did so by looking for alternating

direction changes in sequential movements. For instance, if a participant adjusted the stim-

ulus left and then right, this indicated that the participant was honing in on the subjective

target position. However, two consecutive adjustments in the same direction indicated

that a participant was correcting for a previous adjustment. In order to avoid trapping the

participants’ movements in local minima, inescapable brackets, the adjustment increments

were altered based on whether the participant appeared to becorrecting or honing. The

increment size decreased by half when honing movements weredetected. However, the

increment size doubled when corrective movements were detected, allowing the partici-

pant to move beyond the previous positional bracket. This method allowed the participants

to rapidly adjust the stimulus to the subjective target position.
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CHAPTER 4

EXPERIMENTAL PROCEDURES

4.1 Environment Calibration

One of the most important prerequisites for performing meaningful perceptual exper-

iments in virtual and augmented environments is the proper modeling of the relationships

between the observers’ eyes and the display plane on which the graphics are displayed.

The calibration techniques vary based on the display technology used for a given environ-

ment. The research detailed in this document focuses exclusively on head-mounted virtual

and augmented environments, thus the calibration procedures discussed in this chapter will

be exclusive to those applicable to HMD-based environments. The ultimate goal of a cali-

bration procedure is to, as closely as possible, estimate the parameters of the optical system

used to produce graphical signals (the head-mounted display) and the parameters of the

optical system used to receive these graphical signals (theobservers’ eyes). Often, HMD

manufacturers provide detailed specifications of the optical characteristics of the displays

they sell. Though these specifications are typically close to those of the actual hardware,

they apply more generally to the display model as a group withindividual displays varying

somewhat from the provided values. For applications that require only a loose correspon-

dence between the real-world and graphical augmentation, these values may suffice. For

other applications where exact correspondences are required, the variations between in-
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dividual displays within a model series render the general specifications less useful. In

some instances, manufacturers will provide “build reports” with exact measurements of

the display’s parameters as measured at its assembly. Thesevalues are very useful and,

from the experiences of the author, can be sufficient for sub-centimeter level accuracy.

Unfortunately, the display’s parameters often change withtime as a result of repeated use

and repair procedures. This drifting makes calibration of the display parameters an on-

going process throughout the life of the HMD. These parameters, however, only describe

half of the optical system involved in displaying virtual and augmented environments. The

yin to the HMD’s yang is the eye of the observer. Humans are very biologically diverse

creatures and can exhibit large variations in eye-height and interpupillary distance from

one person to the next. In circumstances where a display device may have multiple users,

the device may need to have a unique calibration for each person. The bimodal nature of

the optical systems involved in viewing a virtual or augmented environment presents an

interesting problem for display calibration: how can one easily measure the parameters of

these independent optical systems? One answer to this question is to consider the display

and the observer as a single optical system where the end result is a proper projection on

the observers’ retina. This approach is referred to as a single phase calibration. Another

approach is to measure and model the optical systems separately. This is referred to as a

two phase calibration. Though each of these methods are valid approaches to the calibra-

tion problem, each has their limitations. Much work has beendone with regard to making

the calibration procedure as easy as possible for both researchers and end-users, but a
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comprehensive method for all potential uses is illusive. Generally speaking, calibration

techniques can be broken down into two groups: single phase and two phase methods.

Single phase methods involve having the observer perform a series of alignments be-

tween virtual and real-world markers. By motion tracking the position of the observers’

gaze direction during the alignment tasks, the parameters necessary to display an accu-

rately projected virtual environment can be estimated. A single phase method takes the

elegantly simplistic approach of combining the measurements of the ocular and HMD pa-

rameters into one unified method. This typically involves having the observer, while wear-

ing the HMD, perform a series of bore-sighting alignments between real-world and virtual

markers. By performing these alignments, the eye-to-virtual environment projection can

be estimated, providing an increasingly accurate projection as more alignments are per-

formed. A very common single phase approach used for HMD calibration is known as the

Single Point Active Alignment Method, or SPAAM for short [39]. SPAAM-like methods

generally provide robust results, but this method requiresthe observer to have training in

the calibration procedure prior to using the system. Additionally, observers are required to

perform many alignments to build up sufficient data to estimate the optical parameters.

Two phase calibration methods take a somewhat more complicated approach by mea-

suring the HMD and observer as two separate optical systems.This is done by treating

the HMD as a static optical system that does not change over time. Though drift in the

HMD’s optical parameters does occur with use, changes to theoptical parameters are gen-

erally very small unless the optical elements undergo maintenance or suffer significant

abuse. This changes the nature of the HMD portion of the calibration process from a
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per-use procedure to an occasional procedure that preventsthe optical parameters from

drifting significantly from those modeled in the virtual environment. The only parame-

ters necessary to be measured on a per-use basis then becomesthe parameters related to

the observer’s eyes. These are specifically the interpupilary distance (IPD), sometimes re-

ferred to as ocular separation, and principle ray, the vector representing the ray that passes

through the optical center of the eye and the center of the HMD’s display elements.

Though the two phase approach is somewhat more complicated than the single phase

approach, it has two major advantages. Firstly, the observer typically needs no training

in the calibration procedure. Secondly, the observer spends very little time seeing virtual

or augmented elements prior to the actual experiment. This is especially important for

experiments, such as those discussed later in this document, that aim to measure the effect

of exposure to virtual or augmented environments. It is for these reasons that a two phase

calibration method was developed for this research.

4.1.1 Phase I: HMD Calibration

The first phase of the calibration measures the optical properties of the HMD itself

while the second phase calibrates for properties that change on a per-observer basis, simi-

lar to that described by Owen et al. [26]. During the first phase, we measure the following

properties: 1) field of view, 2) principle ray, 3) optical distortion. Firstly, the HMD was

rigidly mounted in a scaffolding on an optical workbench in such a way as to allow for

small rotational movements in roll and pitch. The mounting scaffolding used for the ex-

periments described in this document can be seen in Figure 4.1. Yaw adjustments were not
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Figure 4.1

Scaffolding constructed for HMD calibration

necessary as the precision grid of threaded ports were used to tightly control the HMD’s

yaw and placement of all real-world references with millimeter or better accuracy. The

optical workbench, on which this phase of the calibration was performed, was equipped

with locking, leveling, vibration resistant casters. Using a bubble level, the casters were

adjusted such that the workbench surface was leveled perpendicular to the direction of

gravity. The casters were then locked into position to prevent movement and ensure a

stable surface.

The tracker mount was chosen as the reference position from which rotational adjust-

ments for leveling the HMD were measured. According to the nVisor ST60 schematics

provided in the operator’s manual, the tracker mount is parallel along all axes to the for-

ward view through the HMD. Using a bubble level, the roll and pitch of the HMD were
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adjusted such that the forward view would, according to the schematics, be parallel to the

surface of the workbench.

Once the HMD has been positioned and secured, a small digitalcamera was rigidly

mounted behind one of the HMD’s oculi. The camera was then leveled using the same

bubble level used for leveling the HMD. Using a Leica Total Station TPS800-Power (Fig-

ure 4.2), the exact height from the workbench surface, distance from the reference plane,

and central offset from the HMD of the camera’s lens was measured. Using this informa-

tion, a real-world crosshair was projected on the referenceplane using two laser levels.

This crosshair defined the optical center of the camera’s forward view. A virtual crosshair

was position on the video feed from the camera such that it wascentered on the pixel cen-

ter of the feed. If the physical position of the camera was correctly measured, the real and

virtual crosshairs would perfectly overlap. This enabled small misalignments to easily be

seen and corrected by making very small rotational adjustments in the camera’s position.

At this point, it was necessary to make sure that the camera iscentered in the oculus’

exit pupil. A method similar to that described in Rolland et al. [34] was used to ensure

centering. A series of concentric circles were displayed inthe HMD’s graphics and the

mechanical IPD control was adjusted until the view of the concentric circles appeared

horizontally centered in the camera’s video feed. The camera’s height was then adjusted

until the circles were vertically centered in the video feed. Due to the collimated nature of

the vNisor ST60’s optical system, no adjustments were needed at this step, but they were

still checked as to not simply assume that no error existed.
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Figure 4.2

Leica Total Station TPS800-Power [18]
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4.1.1.1 Field-of-View

Once both the camera and the HMD were properly positioned, the field-of-view for the

oculus could be measured. A three pixel, red border is displayed in the HMD’s graphics.

Through the camera’s video feed, this border appears as though it was projected on the

real-world reference plane. Using a laser level, the vertical center of the camera’s video

feed was marked with a horizontal line which was aligned withthe cross hair in the feed.

Another laser level was then used to mark the video feed’s horizontal center with a vertical

line. These two reference lines establish a camera’s centerof view and should exactly

overlap with the crosshair in the video feed. Using another laser level, a line was projected

that exactly overlapped with the rightmost edge of the graphical border as seen through

the video feed. The distance between the camera’s center of view and the border was then

measured using the TotalStation. This distance is referredto as the horizontal distance to

the right edge of the display area, or simply ashDistr. The laser reference line was then

moved to exactly overlap with the leftmost edge of the graphical border as seen through the

video feed. The distance between the camera’s center of viewand the left border was then

measured using the TotalStation. This distance is referredto as the horizontal distance to

the left edge of the display area, or simply ashDistl. The distance from the camera to the

reference plane was also measured and will be referred to ascamDist. Using these three

measurements the total horizontal field-of-view,hFOV , was calculated as the sum of two

half-fields using the following equation:

hFOV = aTan(camDist/hDistr)+aTan(camDist/hDistl) (4.1)
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Similarly, a laser level was then used to project a line that exactly overlapped with the

topmost edge of the graphical border as seen through the video feed. The distance between

the camera’s center of view and the border was then measured using the TotalStation.

This distance is referred to as the horizontal distance to the top edge of the display area,

or simply asvDistt. The laser reference line is then moved to exactly overlap with the

bottommost edge of the graphical border as seen through the video feed. The distance

between the camera’s center of view and the bottom border wasthen measured using the

TotalStation. This distance is referred to as the horizontal distance to the bottom edge of

the display area, or simply asvDistb. Using these measurements the total vertical field-of-

view, vFOV , was calculated as the sum of two half-fields using the following equation:

vFOV = aTan(camDist/vDistt)+aTan(camDist/vDistb) (4.2)

4.1.1.2 Principle Ray

Once the field of view had been measured, the principle ray, orthe direction which

the center of HMD’s display is pointing, was measured. This was done by measuring

the rotational offsets from a direct forward view through the display elements of the head-

mounted display. This step is characterized by measuring the differences between a virtual

crosshair displayed in the HMD’s graphics and a reference crosshair displayed in the cam-

era’s video feed. Both cross hairs are placed such that they perfectly bisect the horizontal

and vertical portions of their respective screen areas, intersecting in the center. The differ-

ences between these crosshairs are then measured and modeled in the virtual environment.

30



This ensures that a forward view from the observers eye will match the projected forward

view of the graphics displayed in the HMD.

Figure 4.3

Calibration graphics as seen through the HMD

Firstly, a crosshair was displayed in the HMD graphics. Figure 4.3 depicts the graphics

a seen through the HMD. Another crosshair was then overlaid on the video feed, marking

the center of the forward view through the camera. The camerawas then adjusted in yaw

until the center of the video feed intersects the center of the HMD graphics, Figure 4.4.

A series of laser lines were then projected onto the real-world reference plane such that

they transcribed a triangle formed by the intersection of the HMD and video crosshairs

and any differences in their roll. This arrangement is depicted in Figure 4.5. The Leica
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Figure 4.4

HMD graphics with video feed crosshair overlaid

TotalStation was then used to measure the sides of this triangle. These measurements were

then used determine the difference in roll between the videofeed and HMD graphics.

The HMD’s roll was then adjusted such that the vertical linesof both the video and

HMD crosshairs are aligned. Once this has been done, any difference in the pitch between

the camera and HMD graphics should be visible, as seen in Figure 4.6. At this point, laser

lines were projected onto the real-world reference plane and the pitch differences were

measured with the TotalStation.

It is at this point that a vertical laser line presenting the corrected forward view of the

camera is projected on the real-world reference plane, see Figure 4.7. The camera’s yaw

is then adjusted until the vertical portion of the video crosshair completely overlaps the

projected laser line. Another laser line is then projected onto the reference place such
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Figure 4.5

HMD graphics with video feed crosshair overlaid and real-world reference lines

Figure 4.6

Measurement of pitch difference between the HMD and camera graphics
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that it completely overlaps with the vertical portion of thegraphics crosshair displayed in

the HMD’s graphics. A third laser line is then projected on the reference plane such that

it completely overlaps with the horizontal portion of the crosshair in the video feed, see

Figure 4.8. The TotalStation was then used to measure the offset between the intersection

points of the two vertical laser lines and the horizontal laser line. These measurements

provided the vergence of the HMD graphics relative to the forward view of the camera.

Figure 4.7

Crosshairs adjusted to measure the HMD’s vergence

4.1.1.3 Optical Distrotion

These measurements enabled the principle ray of the given eye of the HMD to be mod-

eled as three rotational offsets. The final step in the procedure was to measure the optical
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Figure 4.8

Reference lines and crosshairs used to measure the HMD’s vergence

distortion introduced by the HMD’s lens system. This was done using a method similar

to that described in Owen et al. [26]. With the camera still centered with its view perpen-

dicular to the real-world reference plane’s surface, the HMD’s roll, pitch, and yaw were

adjusted until the HMD crosshair perfectly overlapped withthe video feed’s crosshair.

This was done to ensure that the camera’s view was both aligned with the reference plane

and the HMD’s graphical center. A uniform, rectilinear gridwas displayed in the HMD’s

graphics. An image of this grid was then captured from the video feed, see Figure 4.9. The

grid was then removed from the HMD’s graphics and a real-world, laser projected grid of

the same dimensions was projected on the reference plane, see Figure 4.10 for a realistic

mock-up of the grid used in the calibration process. A pixel space analysis of the grid

intersection locations was then conducted between the image of the virtual and real-world
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grids. This analysis revealed the differences in the virtual and real-world grids to be, on

average, less than 1 pixel and did not vary more than 2 pixels.This very closely matches

the NVIS specifications of less than 1% pixel shift along a given axis due to optical distor-

tion. This completed the Phase I calibration process for a single oculus. The camera then

must be moved to the next oculus and this process repeated.

Figure 4.9

Actual virtual grid used to measure optical distortion

To achieve reliable results for all parameters discussed for this phase of the calibration,

the parameters had to be measured several times and then averaged to get an set of values

that approximated that of the HMD. However, even averaging over many measurements,

the values often needed be slightly adjusted based on how thegraphics appeared to the

trained eye of an experimenter. This method was also somewhat laborious and required

far more delicate handling of the hardware than is likely required by other methods.
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Figure 4.10

Mock of real-world grid used to measure optical distortion

4.1.2 Phase II: Observer Calibration

The calibration procedure used in this experiment consisted of three steps to correct

for (1) optical alignment as well as (2) translational and (3) rotational errors reported by

the head tracker.

The first step in the calibration procedure ensures that, foreach eye, the observer’s op-

tical axis is aligned with the HMD’s optical axis. To accomplish this, we implemented the

calibration procedure presented by Rolland et al. [34], whoalso demonstrate that without

this alignment an optical system presents optically incorrect depth cues. The observers

were presented with a series of concentric circles that werecentered about the optical axis

of the display elements (see Figure 4.11a, top). The HMD has aknob on top of the head

which raises and lowers the entire display frame relative tothe observer’s eyes. The ob-

servers were instructed to turn this knob until they could see an equal amount of the upper
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Figure 4.11

Participant’s view of the calibration procedure

and lower portions of the outermost circle. The HMD also has knobs that independently

shift the left and right display elements horizontally; observers were instructed to turn

these knobs until an equal amount of the outermost circle could be seen on the left and

right sides of each display. This procedure was performed monocularly for each eye. Af-

ter these procedures, the optical axis of each of the observers’ eyes was both horizontally

and vertically aligned with the optical axis of each displayelement. In addition, each ob-

server’s interpupillary distance was measured using a pupilometer, an ophthalmic device

specifically designed to perform this measurement. The graphics system used this distance

when generating stereo imagery.
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As part of developing the experimental apparatus, we carefully calibrated the 6 degree-

of-freedom tracker for the hallway. However, because of differences in the way the HMD

sits on the head, there are always noticeable translationaland rotational errors, even if

the display is removed and then replaced on the same observer’s head. The goal of the

second calibration step was to correct for tracker errors along the observers’x (horizontal)

andy (vertical) axis. While similar errors also existed along the z (depth) axis, it was not

necessary to correct for them, because the experimental task was always conducted at the

samez location for each observer. For this calibration step, the observers were shown a

virtual crosshair and a real-world cross placed at their eyeheight at the end of the hallway

(Figure 4.11a, top). The observers were then asked to align the two crosshairs by moving

their heads (Figure 4.11a, bottom). Once the observers had aligned the crosshairs, their

line of sight was parallel to the floor. They were next handed agame controller and shown

a virtual, yellow “X” that was translationally controlled by the head tracker (Figure 4.11c,

top), which shows a typical degree of translational error).The initial position of the X

represented the location where the real-world crosshair should be located according to

the tracker. The observers then used the game controller to adjust the position of the X

until it was aligned with both the real and virtual crosshairs (Figure 4.11d, bottom). This

adjustment added a translational offset to the values reported by the head tracker, which

translationally corrected for the way the HMD was sitting ontheir head.

The goal of the third calibration step was to correct for rotational tracker errors around

the observers’ pitch (up/down) and yaw (side/side) axis. The tracker also had roll (twist)

errors, but these errors were not important for this task. The observers were shown the
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Figure 4.12

Side view of the 3D Compass
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same real and virtual crosshairs as in the previous step and asked to perform the same

boresighting task (Figure 4.11a). This time the observers were shown a 3-dimensional

crosshair that we called the 3D Compass (see Figure 4.12). The 3D Compass is rotationally

controlled by the head tracker, but it is translationally centered at the virtual crosshair. The

shape of the 3D Compass is such that if there is any rotationaloffset when aligned with the

real world crosshair, its 2D projection results in an accidental view with a star-like shape

(Figure 4.11c, top, which shows a typical degree of rotational error). However, when all

rotational errors have been compensated, the 2D projectionresults in another accidental

view that looks like a plus sign (Figure 4.11c, bottom). The observers were given a game

controller and asked to adjust the shape until it became a plus. This adjustment added a

pitch and yaw offset to the values reported by the head tracker. Together, these calibration

procedures resulted in accurate registration between the virtual and real worlds. Observers

were required to perform this calibration before every block of trials in the AR and VR

viewing conditions. Also, if the observers touched, moved,or otherwise jostled the HMD

at any point during the trials, the calibration procedure was repeated before any further

data was collected.

4.2 Motion Tracking Verification

The positional data provided by the IS-1200 was verified for accuracy prior to being

used in any experiments. This was an important step as the position reported by the tracker

is used to determine the participants’ position and viewingdirection in the virtual and
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Figure 4.13

Real-world verification of tracking data

augmented environments. Errors in this data would adversely affect the viewing of nearly

all computer generated imagery in these experiments.

First, the fiducial constellation to be used for the experiments was hung at a well known

and measured position. A small table was then placed in frontof the constellation, centered

at roughly where participants would be standing during an experiment. This was done to

provide a reference surface that would encompass the positions at which a participant

would reasonably view the virtual or augmented environment. The table was positioned

such that its backmost edge would be parallel to the surface of the hanging constellation.

A uniform, rectilinear grid was then drawn on the table’s surface. Given that the table and

grid were in well established positions, relative to the constellation, the IS-1200 was then
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systematically placed at each grid position. Its reported position was then compared to its

real-world position. Figure 4.13 demonstrates this procedure.

The position reported by the IS-1200 was typically within 1cm of its actual position.

However, the reported position tended to drift in a circularpattern around its actual position

over time. The drift typically did not exceed±2cm. These measurements were taken while

the tracker was sitting on the table’s surface. It was soon noticed that when the tracker was

moved or bumped the drift in the reported position would dropto roughly±1cm. A small

amount of vibration applied to the table’s surface providedthe same decreased drift. This

seems to be an effect of the hybrid optical/inertial nature of the IS-1200. Its positional

data was most stable when both the optical sensor and the inertial sensor were receiving

active stimulation. The near complete stillness of sittingthe IS-1200 on the table’s surface

seems to have been introducing drift in the inertial sensor.Since it is very difficult and

somewhat unnatural for people to hold their heads completely still, participants in the

experiment would be continually introducing small movements that would be detectable

by the inertial sensor. This would then aid in decreasing drift introduced by the inertia

sensor.

4.3 Stereo Vision Test

Prior to participating in any of the experiments detailed inthis document, all vol-

unteers were required to pass a stereo vision test. The stereo vision test consisted of

presenting a participant with a series of nine, numbered red-blue anaglyph stereo objects,

see Figure 4.14. The objects were outlined diamond shapes containing four circles. There
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Figure 4.14

Stereo vision test

Target Object Distracter Object

Figure 4.15

Target and distracter objects
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were two classes of objects: targets and distracters. In thedistracter object, when viewed

stereoscopically, the four circles appear to be sunk into the diamond such that they appear

to be behind the screen’s surface. However, in the target object, one of the four circles

would appear to be sticking out of the diamond such that it would appear to be hovering

in front of the screen. These objects are depicted at an oblique angle to exaggerate their

features in Figure 4.15.

Figure 4.16

Stereo object training examples

As seen in Figure 4.18, the test was administered on a standard LCD screen at a dis-

tance of 67cm from the participant. Participants’ heads were not restricted, so this distance

varied somewhat on a person-to-person basis. Prior to viewing the test, participants were

asked to put on a pair of red-blue anaglyph stereo glasses whose filters were specifically

designed to match the hues generated by most LCD screens. Thestereo vision test begins
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Figure 4.17

Stereo object training trial

by showing the participants exaggerated target and distracter objects side-by-side, Fig-

ure 4.16. The experimenters explained that participants are to search for a target object

hidden among a field of distracter objects. At this point, theparticipants are presented

with five practice trials where they received feedback on whether or not they have suc-

cessfully identified a target object for a given trial. Participants indicated their response by

pressing the number on the keyboard that matched their numbered selection on the screen.

Figure 4.17 shows the feedback that participants received for incorrectly identifying a tar-

get object during the practice trials. When participants correctly identified a target object

during the practice trials, they were simply presented witha blank screen with the word

“Correct” before progressing to the next trial.

After completing the five practice trials, participants began the measurement portion

of the stereo vision test. This part of the test worked in the same manner as the practice
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Figure 4.18

Stereo vision test apparatus
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trials except there was no feedback or pause between trials and it consisted of 10 trials. At

the end of this portion of the test, the percent of correctly identified targets was presented

on the screen. A passing score was classified as correctly identifying at least 20% of the

target objects. Participants that scored below this 20% were not permitted to continue the

experiment.

4.4 Judgment Techniques

Much work has been done to understand what factors effect depth judgments in VR.

However, a much smaller body of work exists that analyzes depth and layout in AR. Cur-

rent evidence indicates that similar distance underestimation may occur in AR but to a

lesser degree [14,36]. The vast majority of this work focuses specifically on medium-field

distances (approximately 1.5m to 30m) [3]. Depth judgmentsin this range are typically

taken with one of three implicit measurements: blind walking, triangulated walking, or

imagined walking. These techniques all rely on the observer’s ability to navigate based on

an internalized, cognitive representation of their surroundings.

Blind walking is the most well established of these techniques. Blind walking requires

an observer to view an object and then attempt to walk to its position without the aid of

vision, see Figure 4.19. Loomis and Knapp [20] compiled the results of numerous studies

that indicate that observers are highly accurate at performing this task in the real-world.

However, for use in virtual environments, this technique requires that a direct path

exists to the viewed position in both the real and virtual worlds. For some virtual envi-

ronments, such as CAVEs or display walls, this simply may notbe possible. In this case,
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Figure 4.19

Visually directed blind walking
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techniques such as triangulated walking may be more appropriate. Triangulated walking

is similar to blind walking except the observers view an object, close their eyes, turn an

oblique angle, walk some short distance, stop, and point at the remembered location of the

object, see Figure 4.20. The starting position, stopping position, and pointing direction

are then marked and measured. Using these values, the judgedposition of the object can

be calculated. This technique does, however, have the drawback of producing results that

have a somewhat higher deviation from measurement to measurement.

In some cases there is even insufficient room to perform triangulated walking. In

these cases, imagined walking can be used. In imagined walking, the observers view an

object, close their eyes, start a timer, and imagine walkingto the object’s position, see

Figure 4.21. Upon arriving at the imagined position, the observers stop the timer. The

elapsed time of the imagined walk is then recorded. Afterward, the observers are taken to

another location where locomotion is not restricted and asked to walk a specific distance.

Their total travel time during this walk is recorded and usedto estimate their walking

speed, thereby producing a value by which the previously recorded imaged walking times

can be multiplied. The resulting value provides an estimated distance for each judgment

of the object’s position. As with triangulated walking, this technique can produce results

comparable to those of blind walking [15].

For the experiments described in this document, blind walking was exclusively used

as the means of measuring egocentric distance judgments. However, since the participants

were tethered by the data and video cables associated with the HMD and motion tracker,

a few modifications had to be made to the general blind walkingprocedure. These modi-
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Figure 4.20

Triangulated walking
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Figure 4.21

Imagined walking
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Figure 4.22

Procedure for a typical judgment walk

Figure 4.23

Procedure for a typical return walk
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fications are depicted in Figure 4.22 and Figure 4.23. The length of the cables associated

with the equipment worn by the participant was no longer than4 meters, but the walkable

distances needed for this experiment were nearly triple that length. To make walking these

distances possible while wearing the HMD and tracker, the host computer and video con-

trol unit were placed on a rolling cart that was connected to apower outlet via a very long

extension cable. When participants performed the blind walking task, an experimenter

would push the cart behind the participants allowing the extension cable to unroll behind

them. On the return walk, one experimenter would walk in front of the participants while

rolling up the extension cable, and a second experimenter would push the cart back to

its starting position. Also, to keep the participants isolated from audio based cues in the

surrounding environment, they were required to wear headphones that played a constant

stream of white noise. The headphones were also patched intoa wireless microphone sys-

tem. This microphone system was used to communicate instructions to the participants

during the course of the experiment. For hygienic purposes,the earphones were cleaned,

disinfected, and placed in a disposable covering prior to running each participant. The

actual instructions and scripts used by the experimenters for this procedure can be found

in the appendices of this document.
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CHAPTER 5

EXPERIMENTATION

5.1 Experiment I

One of the main criticisms of the experiment described in Jones et al. was that the

within-subjects, repeated-measures experimental designcould potentially lead to transfer

effects across conditions, introducing the possibility that exposure to one condition could

affect performance in another [14]. This concern was the motivation behind Experiment I,

which was a between-subjects replication of the experimentdescribed in Jones et al. [14].

Experiment I’s aim was to determine whether or not the unusual lack of underestimation in

Jones et al. [14] was due to transfer effects introduced by the within-subjects experimental

design [14]. Additionally, the experimenters were curiousto determine if there may be a

possible link between the participants’ dark vergence and the degree by which underesti-

mations occur. This was inspired by other work that investigated perceived visual changes

as influenced by dark accommodation and vergence of observers [22–24, 27]. Since the

equipment necessary to measure dark accommodation was not attainable for this experi-

ment, the experimenters decided to rely on the well establish accommodative convergence

connection. The accommodative and convergent components of the human visual system

typically respond in direct relation to the other. This relationship was exploited for this
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experiment and dark vergence and dark accommodation were assumed to change propor-

tionally to each other.

5.1.1 Method

A group of 39 naive participants was recruited from the general university population

and were monetarily compensated for their participation. Figure 5.1 shows the experi-

mental environment, which was a hallway at the Mississippi State University Institute for

Imaging and Analytical Technologies, measuring 1.82m in width and 23.45m in length.

Participants were screened for visual dysfunction by self-report and tested for normal

stereo vision prior to being allowed to participate in the experiment. Additionally, par-

ticipants’ eye-heights and interpupillary distances weremeasured prior to beginning the

experiment. These measurements were used for individual calibration of the virtual and

augmented environments. To present the virtual and augmented environments, a NVIS

nVisor ST optical see-through head-mounted display (HMD) equipped with an Intersense

IS-1200 motion tracking system was used for the presentation of all computer generated

imagery. These devices are discussed in more detail in Chapter 3. Opaque, foam rub-

ber occluders were attached to the left and right sides of theHMD in order to prevent

participants from seeing the surrounding environment.

Figure 5.3 depicts the HMD and occluder configuration used inboth Experiment I as

well as in Jones et al. [14]. Participants performed visually directed blind walking as a

method of measuring their egocentric distance judgments [16, 20, 32], as illustrated in

Figure 4.19. Participants were instructed to blindly walk until they felt as though the tips
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Figure 5.1

Real-world experimental environment

Figure 5.2

Virtual experimental environment
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Figure 5.3

HMD in the standard configuration

Figure 5.4

HMD in the fully occluded configuration
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of their toes were at the target distance. The stimulus used to indicate the target distance

was a white, wireframe pyramid measuring 23.5cm in height with a 23.5cm square base.

Prior to beginning the experiment, the dark vergence of the participants was measured

using the apparatus described in Section 3.3. After taking this measurement, participants

were briefed on the blind walking procedure and were given 5 practice trials of blind walk-

ing in an adjacent hallway of similar proportions to the experimental environment. This

was done to build the participants’ confidence in walking without vision. At this point,

participants were escorted to the experimental environment. To prevent miscellaneous

auditory cues from influencing the participants’ behavior,they were equipped with ear-

phones that played continuous white noise. The volume of thewhite noise was adjusted

until the participants judged it to be subjectively comfortable. Additionally, the earphones

were patched into a wireless microphone system through which the experimenters com-

municated instructions to the participants. The wireless microphone receiver and white

noise generating device were stored in a backpack that the participants wore during all

experimental conditions. Distance judgments from the blind walking task were measured

with a white surveyor’s tape that spanned the length of the hallway.

5.1.2 Design & Procedures

This experiment was intended to be a between-subjects replication of the experiment

described in Chapter 4. For this reason, four experimental conditions were tested: Real

World (Real), Real World seen through the HMD (ReHMD), Augmented Reality (AR),

and Virtual Reality (VR). Jones et al. [14] also tested two, crossed viewing conditions:
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Distance judgments from Jones et al. 2008

Figure 5.6

Distance judgments from Experiment I
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still and motion. Respectively, participants either viewed stimuli while standing stationary

(still) or while swaying from side-to-side to induce motionparallax (motion). However,

since no consistent effect of the motion condition was observed, it was excluded from this

experiment. Participants’ movements were not restricted,but they were instructed to look

directly at the stimulus during the experiment. Exact computer models of the experimental

environment and stimulus were used in the VR condition, depicted in Figure 5.2. An exact

computer model of the stimulus was used in the AR condition. Stimuli were presented at

one of five distances ranging from 3 to 7 meters in 1 meter increments. Each distance was

repeated three times, providing 15 total trials per experimental session. The presentation

order of the stimulus distances was determined using a restricted random shuffle, with the

restriction that no target distance was repeated in consecutive trials.

Participants were instructed to close their eyes between each trial, at which point the

stimulus was placed. Participants were then instructed to open their eyes and observe the

stimulus until they felt confident enough to blindly walk to its position. Upon indicating

their readiness, the participants were instructed to closetheir eyes and walk to the object.

Once the participant reached their judgment distance, theystopped walking and kept their

eyes closed until instructed to turn back in the direction oftheir starting position. Partici-

pants were then allowed to walk back to the starting positionwith their eyes open. In the

Real, ReHMD, and AR conditions the experimental environment was fully visible dur-

ing the return walk. However, the virtual environment was not displayed and the optical

see-through window was closed during the return walk in the VR condition.
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The same calibration and alignment procedures discussed inJones et al. [14] were used

prior to beginning each experimental session. These procedures helped ensure that the

participants’ real-world eye and head positions and orientations matched those modeled

in the virtual and augmented environments. Before and aftereach experimental session,

participants were screened for signs of simulator sicknessand impaired locomotion.

5.1.3 Analysis

All analyses were conducted withNormalized Error = Judged Distance/Actual Distance.

Each experimental Condition is subdivided according to5-Trial, the mean of 5 consecu-

tive trials, so5-Trial1 = mean(trial1 : trial5 ), 5-Trial2 = mean(trial6 : trial10 ), and

5-Trial3 = mean(trial11 : trial15 ); in other words5-Trial breaks the normalized error

into the first, second, and final thirds of the experimental sessions. In addition, this paper

reports non-significant hypothesis tests in the form “ns = N + A”, where “ns” denotes a

non-significant result,N is the number of participants that were run, andA is the number of

additional participants that an a priori power analysis indicates would need to be run in or-

der to achieve power = .80, assuming the effect sizef and the correlation among repeated

measurementsr remain constant as additional participants are run, and assumingα = .05.

Thus the magnitude ofA relative toN quantifies the truth of the null hypothesis. Some

results are reported “ns = N −A”; these indicate that withN participantspower > .80,

andA is the number of participants that would need to be removed for power = .80, given

the same assumptions forf , r, andα. Power calculations used G*Power software and the

techniques discussed by Faul et al. [5].
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Distance judgments by trial fit with quadratic regressions

5.1.4 Results

Figure 5.6 shows the results of Experiment I; here the Real condition served as the

control for comparison with the ReHMD, AR, and VR conditions. Distance judgments in

neither the ReHMD (92.4%) nor AR (88.6%) conditions significantly differed from those

in the Real (95.3%) condition (ReHMD:F(1,18) = 0.928,p = 0.348,ns = 20+152; AR:

F(1,18) = 3.084,p = 0.096,ns = 20+34). The VR (85.4%) condition exhibited significant

underestimation of distance as compared to the Real condition (F(1,17) = 7.324, p =

0.015).

As previously discussed, Experiment I was intended to be a between-subjects repli-

cation of Jones et al. [14], in order to determine if the unusual results seen in Jones et

al. [14] were an effect of that experiment’s within-subjects design. Figure 5.5 shows the
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mean distance judgments found in Jones et al. [14]1 : Real (93.9%), ReHMD (91.8%),

AR (95.5%), and VR (91.0%). These are very similar to those found in Experiment I,

differing by 1.4%, 0.6%, 6.9%, and 5.7% respectively. The low amount of underestima-

tion is especially noteworthy in the VR condition, where underestimation has typically

been reported ranging from 50% to 80% of veridical [16, 31, 38, 40, 42, 43]. Disregarding

previous exposures and treating each condition from Jones et al. [14] as a unique expo-

sure, an analysis of variance was conducted comparing distance judgments between the

two experiments. This analysis reveals that there was no significant difference between

the conditions described in Jones et al. [14] and their counterparts in Experiment I (Real:

F(1,24) = 0.170,p = 0.684,ns = 26+1184; ReHMD:F(1,24) = 0.040,p = 0.843,ns =

26+4220; AR:F(1,24) = 2.930,p = 0.100,ns = 26+46; VR:F(1,23) = 1.959,p = 0.175,

ns = 25+79).

These results seem to counterindicate experimental designas the main factor behind

the unusual lack of underestimation seen in both Jones et al.[14] and Experiment I. How-

ever, they prompted a thorough reexamination of ExperimentI, which revealed a strong

trend of improved distance judgments throughout the courseof the experiment. Figure 5.7

shows a plot of normalized error means for the conditions by trial and fit with quadratic

regressions (Real:R2 = 41.0%; ReHMD:R2 = 81.4%; AR:R2 = 67.1%; VR:R2 = 83.3%).

As Figure 5.6 shows, the effect of improved distance judgments over time becomes even

more obvious when examining the data subdivided by5-Trial. An analysis of variance was

1In Jones et al. [14] 16 trials were collected per condition, but in order to allow the two experiments to
be directly compared, for this analysis the final trial is dropped.
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Distance judgments in the Extended and Fully Occluded conditions

conducted to examine the effect of time in terms of5-Trial on distance judgments. Ad-

ditionally, an effect sized = 5-Trial3−5-Trial1 was calculated between the last and first

5-Trial to illustrate the size and direction of the adaptation over time. This revealed that all

conditions, excepting Real, exhibited significantly improved normalized error between the

first and third5-Trial (Real:F(2,18) = 1.029,p = 0.378,ns = 10+4,d = 3.9%; ReHMD:

F(2,18) = 3.732,p = 0.044,d = 6.8%; AR:F(2,18) = 7.176,p = 0.005,d = 7.4%; VR:

F(2,16) = 27.071,p = 0.000,d = 19.8%). As illustrated in Figure 5.6, toward the end

of the experimental session, for each condition participants are judging distance within

90%, on average, of the actual target distance. This finding prompted another look at the

data from Jones et al. [14] to see if a similar trend existed there as well. An analysis of

variance was conducted on the data from Jones et al. [14] to examine the effect of time in

terms of5-Trial on distance judgments. The effect size, as previously described, was also

65



calculated to illustrate the size and direction of the adaptation across over time. Figure 5.5

shows the results of this analysis, which are very similar tothose found in Experiment I.

The Real and AR conditions exhibited significantly improvednormalized error over time

while the ReHMD and VR conditions did not (Real:F(2,30) = 3.538, p = 0.042,d =

4.4%; ReHMD:F(2,30) = 2.376,p = 0.110,ns = 16?6,d = 3.8%; AR:F(2,30) = 17.874,

p = 0.000,d = 9.5%; VR:F(2,30) = 0.995,p = 0.382,ns = 16+1,d = 3.1%). Though the

ReHMD and VR conditions did not exhibit statistically significant effects, they could, in

fact, be masked by the within-subjects design after all. This seems plausible as the effects

observed in Experiment I are subtle and time dependant.
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The effect of measurement repetition on mean vergence distance
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Six total measurements of dark vergence were taken, and uponexamining each repe-

tition separately, an interesting pattern emerged. Figure5.9 clearly shows that the partic-

ipants’ eyes were gradually converging toward a distance of1 meter as they continued to

perform the dark vergence measurement task. Since the physical distance between the par-

ticipants and the stimulus was 1 meter, it seems that some visual information indiciative

of the stimulus’ position was gradually being accumulated over the course of the mea-

surements. However, it is important to note that the calibration of the nonius device was

not sufficiently validated prior to data collection, therefore the validity of these measure-

ments may be questionable. The first two repetitions of the dark vergence measurements

did not significantly differ (F(1,82) = 0.39; p = 0.536). Assuming that the participants’

eyes were at their dark resting positions at the beginning ofthe measurement task, an av-

erage of the first two repetitions may be more representativeof their actual dark vergence.

This finding, combined with the adaptation effects observedduring the blind walking task,

prompted a reanalysis based on the first two dark vergence measurements and the first

5−Trials of blind walking. However, even with an analysis of varianceof this subset of

the data detected no statistically significant interactionbetween dark vergence and blind

walking results (Real:F(1,48) = 0.714,p = 0.714; ReHMD:F(1,48) = 3.36,p = 0.073;

AR: F(1,48) = 6.93, p = 0.011; VR:F(1,43) = 0.19, p = 0.664). If an effect of dark

vergence or dark accommodation on the perceived distance ofprojected graphics in either

augmented or virtual environments does exist, it seem plausible that these effects would

express themselves more powerfully at near-field distancessince both accommodation and

convergence provide substantially more distance information at these distances.
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5.2 Experiment II

Though previous work has demonstrated that participants can significantly improve

their performance in the absence of explicit feedback [7,28], the strong trend of improved

distance judgments seen in Experiment I raised the possibility that participants may have

been receiving feedback regarding their performance from some uncontrolled aspect of

the experiment. This prompted a thorough reexamination of the experimental procedures

used in both Jones et al. [14] and Experiment I. After carefully scrutinizing the experimen-

tal procedures, we could find no sources of explicit feedbackthat could give participants

knowledge of their performance. However, two possible sources of indirect feedback were

identified: (1) proprioceptive feedback from the blind walking task itself and (2) peripheral

visual information available via a gap below and between theHMD and the participants’

face. The vertical field-of-view of the gap varied dependingon the declination of each par-

ticipant’s head but ranged from roughly 35◦ to no more than 50◦ Experiment II attempts

to identify which of these potential sources of feedback could be influencing participants’

perception of the virtual environment. This experiment compared two conditions: ex-

tended walking (Extended) and fully occluded periphery (Fully Occluded). The Extended

condition was intended to remove any proprioceptive feedback by forcing observers to

perform their return walk from a randomly selected distancefurther than their judgment

distance. The Fully Occluded condition involved wrapping an opaque, black cloth around

the bottom and sides of the HMD in order to prevent exposure toany peripheral visual

information, as depicted in Figure 5.4. These conditions were tested only in virtual reality,

as VR exhibited the strongest adaptation effect in Experiment I.
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5.2.1 Method

For this experiment, 16 naive participants were recruited from the general university

population and either received course credit or monetary compensation for their partici-

pation. Eight participants experienced each condition in abetween-subjects design. The

procedures for this experiment closely followed the procedures used in Experiment I: the

same screening and training protocols were used, but the experimental protocol differed

slightly as required by the new experimental conditions. For the Extended condition, par-

ticipants performed the same blind walking task as in Experiment I, except that the return

walk differed. Once the participants completed their judgment walk and their walked dis-

tance was measured, they were asked to blindly walk forward until instructed to stop. The

extended distance varied randomly from 1 to 4 meters. The participants then performed a

normal return walk from the new position. This condition wasintended to ambiguate any

proprioceptive feedback from walking the judged distance twice: once on the judgment

walk and again on the return walk. For the Fully Occluded condition, as depicted in Fig-

ure 5.4, participants were required to wear an opaque cloth that wrapped around the bottom

and sides of the HMD. This cloth was intended to prevent the participants from viewing

any peripheral information that may provide feedback during their return walk. Otherwise,

this condition did not differ from the blind walking protocol used in Experiment I.

5.2.2 Results

Experiment II aimed to determine if the improved performance seen in Experiment I

was the results of a source of uncontrolled feedback, such asproprioceptive information
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Distance judgments in the Fully Occluded ReHMD, AR, and VR conditions.

gained by walking the judged distance twice or peripheral visual information. By sys-

tematically removing the possible sources of feedback, onewould expect no adaptation

to occur in the suspect condition. Otherwise, one could assume that participants were

independently modifying their blind walking behavior as reported in [28]. An analysis

of variance and effect size calculation reveals that participants in the Extended condition

continue to significantly adapt through the course of the experiment, while participants in

the Fully Occluded condition did not (Extended:F(2,14) = 14.496,p = 0.000,d = 14.7%;

Fully Occluded:F(2,14) = 0.111,p = 0.896,ns = 8+47,d = 1.0%). Figure 5.8 clearly

shows that observers in the Extended condition exhibited significant adaptation, indicating

that proprioception is an unlikely source of feedback. Thisseems to indicate a relation-

ship between the observed adaptation and the presence of peripheral visual information.

It is also worth noting that the mean normalized error in the Fully Occluded condition is
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63.8%. This puts the underestimation observed in this condition firmly in the range that

has been widely observed in numerous other VR studies [16,31,38,40–43].

5.3 Experiment III

Experiment II established that the source of the implicit feedback that influenced the

results of Experiment I and likely influenced Jones et al. [14] was peripheral visual infor-

mation seen through a small gap below the HMD, between the HMDand the participants’

face. However, Experiment II only established that this effect occurs in purely VR environ-

ments. One of the motivations of Jones et al. [14] was to determine if the underestimation

effects typically seen in virtual environments also occur in augmented environments. The

relationship between distance judgment errors in augmented environments is not as well

studied as virtual environments and is somewhat conflicting[14,36,37]. Depth cue theory

seems to indicate that the more cue rich an environment is, the more accurately distances

should be judged [3]. Given that the augmented environment used in these experiments

consisted of a virtual stimulus presented in a real-world environment, one would expect

that the available cues would allow for more accurate depth judgments than in a purely

virtual environment. This is somewhat indicated, but not significantly so, in the results of

Experiment I. However, given the findings of Experiment II, one must ask if these results

were also influenced by the presence of the uncontrolled peripheral visual information.

The current experiment aims to answer this question by studying a Fully Occluded AR

and ReHMD condition.
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5.3.1 Method

For this experiment, 16 naive participants were recruited from the general university

population and either received course credit or monetary compensation for their participa-

tion. Eight participants experienced each condition in a between-subjects design. Partici-

pants wore the same opaque cloth depicted in Figure 5.4, and the procedures very closely

mimicked those in the Fully Occluded condition discussed inExperiment II. In the AR

condition, participants observed a virtual stimulus presented in a real-world environment

(Figure 5.1). In the ReHMD condition, participants saw no computer generated imagery,

but instead viewed a real-world stimulus placed in the same real-world environment, as

seen through the optical see-through window of the HMD. For both conditions, the optical

see-through window was closed before the participants performed the return walk.

5.3.2 Results

An analysis of variance and calculated effect size indicated that the improved normal-

ized error observed in Experiment I is not expressed in either the ReHMD or AR condi-

tions when the periphery is restricted (ReHMD:F(2,14) = 0.119,p = 0.889,ns = 8+54,

d = 0.5%; AR:F(2,14) = 0.317,p = 0.733,ns = 8+15,d = 1.4%). A somewhat remark-

able finding is that the ReHMD and AR conditions did not significantly differ from each

other (F(1,14) = 0.110,p = 0.745,ns = 16+1100). These findings are clearly visible in

Figure 5.10, which for comparison purposes also shows the Fully Occluded VR condition

from Experiment II. When comparing distance judgments in the Fully Occluded AR con-

dition (75.9%) to those recorded in Experiment I for the Realcondition (95.3%), we find
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that they are significantly different (F(1,16) = 24.139,p = 0.000). This seems to establish

that the underestimation effect exists in augmented environments, but to a lesser degree

than seen in virtual environments. Perhaps an even more interesting finding is that the

Fully Occluded ReHMD condition (77.4%) also differs significantly from the Real condi-

tion (95.3%) in Experiment I (F(1,16) = 28.129,p = 0.000). These results are consistent

with those reported in Creem-Regehr et al. [2] where participants viewed a real-world

environment through field-of-view restricting goggles with a horizontal field-of-view of

42◦. This field-of-view exactly matches the horizontal field-of-view of the HMD used in

the experiments described in this document. Creem-Regehr et al. [2] found that partic-

ipants significantly underestimated distances (78.9%2) when restricted field-of-view was

coupled with restricted head movements. Though, in the current experiment, participants’

head movements were not restricted, they were instructed tolook directly at the stimulus

during the viewing phase of the blind walking task. These findings are also quite similar

to those reported in Willemsen et al. [41] where participants significantly underestimated

distances (85.4%3) when viewing a real-world scene through a mock-HMD.

5.4 Experiment IV

Experiments II and III established that the addition and subtraction of peripheral vi-

sual information seen through the gap below the HMD has a strong effect on distance

judgments. However, it is unclear if this facilitation was due to participants being able

2These normalized error values were derived from the figures presented in Creem-Regehr et al. [2].

3These normalized error values were derived from the figures presented in Willemsen et al. [41].
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to localize their position through this gap or if visual information, such as optical flow, is

correcting their spatial or motor perception. Experiment IV aims to answer this question

by introducing a Partially Occluded condition. In this condition, the opaque occluder is

replaced with a semi-opaque cloth through which luminance changes can be detected but

shapes cannot be resolved.

5.4.1 Method

Sixteen naive participants were recruited from the generaluniversity population and

either received course credit or monetary compensation fortheir participation. Both AR

and VR viewing conditions were studied in Experiment IV. Eight participants experienced

each condition in a between-subjects design. Other than theuse of a semi-opaque cloth, the

experimental procedures used in Experiment IV exactly mimic those used in Experiment

III.

5.4.2 Results

An analysis of variance and calculated effect size indicated that participants in the AR

condition significantly improved their distance judgmentsover time, but their VR coun-

terparts did not (AR:F(2,14) = 7.399,p = 0.006,d = 8.3%; VR:F(2,14) = 0.287,p =

0.755,ns = 8+24,d = 1.3%). These results are depicted in Figure 5.11a. The result that

no adaptation was seen in the VR condition while it was apparent in the AR condition

was somewhat confusing. At the end of all experimental sessions, participants undergo

an informal debriefing where they discuss their experiencesin the experiment with the
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Distance judgments in the Partially Occluded and Directed Attention conditions

experimenters. The experimenters noted that participantsin the VR condition typically

remarked that they noticed the glow of the backlight of the HMD’s display elements on

the return walk while none of the participants in the AR condition made this remark. It is

worth noting that all of the return walk conditions are identical for both the AR and VR

conditions; no graphics are displayed and the optical see-through window is closed. This

seems to informally indicate that participants in the VR condition may be more narrowly

directing their attention to the screen area, possibly due to the novelty of the virtual en-

vironment. This hypothesis prompted an extension to Experiment IV where participants

in the VR condition were explicitly instructed to attend to their periphery during the re-

turn walk. This extension was referred to as Experiment IVb.Eight more participants

were recruited for this new condition. As seen in Figure 5.11b, these participants exhib-
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ited significantly improved distance judgments with time when directed to attend to their

periphery (F(2,14) = 4.106,p = 0.040,d = 6.3%).

5.5 Experiment V

Experiments I through IV seem to strongly indicate that cuesin the periphery may

heavily influence distance judgments. However, there was one important factor to address,

the presence of the surveyor’s tape used to measure the walked distance. This tape was

present during all experiments and was centrally located inthe experimental environment.

Additionally, this white tape contrasted heavily with the environment’s dark brown carpet.

The presence of this tape in the periphery could have offereda very strong cue to lateral

optical flow. Though this does not invalidate the theory thatflow-base cues in the periphery

aid in distance judgments, its presence provides us with theopportunity to substantially

decrease the saliency of these peripheral optical flow cues by removing the tape. Removing

this tape would allow the examination of distance judgmentsand possible improvements

in an even more cue deprived environment than the Partially Occluded condition seen in

Experiment IV. This new condition was referred to as the “No Tape” condition.

5.5.1 Method

Seven naive participants were recruited from the general university population and

either received course credit or monetary compensation fortheir participation. These par-

ticipants viewed a completely virtual environment using the same occluder configuration

described in Experiment IV. Since the VR condition consistently yielded the strongest
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Figure 5.12

Measuring judgment distances with the rolling measuring wheel

adaptation effects, participants in this experiment were only presented with a virtual en-

vironment. For this reason, the additional instruction, asdescribed in Experiment IV, to

attend to the periphery was included. The only difference between this condition and that

presented in Experiment IV is the absence of the white surveyor’s tape in the experimental

environment. As the surveyor’s tape was used to measure the walked distance in all pre-

vious experiments, a new measurement method needed to be used. For this experiment,

a digital rolling measuring wheel was used to measure the distance walked by the partici-

pants, depicted in Figure 5.12. Once the participants completed their blind walk they were

asked to stand at that position until instructed to turn around, typically only a few seconds.

During this pause, an experimenter would roll the measuringwheel from the participants’

starting position to the tip of their toes. This distance wasthen recorded as the judged

distance.
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Distance judgments with no tape in the periphery
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5.5.2 Results

An analysis of variance and calculated effect size indicated that participants in this

experiment also exhibited significantly improved distancejudgments over time (F(2,12)

= 14.43,p = 0.001,d = 13.05%). Figure 5.13 shows these results. This is an interesting

result as it indicates that even when the most salient feature in the periphery is removed,

participants were still able to gather sufficient information to significantly improve their

performance. An even more interesting result can be seen in Figure 5.14, comparing the

Directed Attention condition of Experiment IV and the current experiment. An analysis of

variance comparing these two experiments failed to detect asignificant difference between

participant distance judgments with an without the additional optical flow information

provided by the surveyor’s tape (F(2,28) = 0.024, p = 0.976). This seems to indicate

that only a very small amount of optical flow information in the periphery is sufficient to

dramatically improve distance judgments in a virtual environment.

5.6 Experiment VI

The previous experiments indicate that visual informationin the extreme edges of the

periphery have a strong influence on distance judgments. However, the question remains

open if these effects persist in a narrow field-of-view with complete occlusion of the ex-

treme periphery. Experiment VI aimed to answer this question by restricting the peripheral

information available on the return walk to the central 48◦ x 40◦ in a condition referred to

as Restricted FOV.
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5.6.1 Method

Sixteen naive participants were recruited from the generaluniversity population and

either received course credit or monetary compensation fortheir participation. Both AR

and VR viewing conditions were studied in Experiment VI. Eight participants experienced

each condition in a between-subjects design. The procedures for this experiment are very

similar to the Fully Occluded condition used in Experiment III except that the optical see-

through window is opened on the return walk. This was done to restrict the visual cues on

the return walk to only those available through the see-through window.

5.6.2 Results
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Distance judgments in the Restricted FOV condition
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The results of this experiment, Figure 5.15, seem to indicate that when vision

is restricted to the central field-of-view on the return portion of the blind walking task

that participants continue to improve their distance judgments over time. An analysis of

variance and calculated effect size clearly demonstrate this effect in both the AR and VR

conditions (AR:F(2,14) = 8.305,p = 0.004,d = 11.29%; VR:F(2,14) = 4.071,p = 0.040,

d = 8.65%;). These results are somewhat comparable to those reported in Bruder et al. [1]

where artificially exaggerated optical flow in on-screen periphery in a head-worn virtual

environment enable participants to perceive their movement in the VE as equivalent to

that in the real-world. This could imply that optical flow cues available in a typical virtual

environment, as compared to those available in the real-world, may lack sufficient visual

fidelity to accurately convey the motion expressed in the participants movements. This

seems especially applicable to those flow cues available in the foveal, parafoveal, and near

peripheral regions where participants’ visual resolutionis greatest.
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CHAPTER 6

CONCLUSIONS

Experiment I aimed to determine whether or not the unusual reduced underestimation

seen in Jones et al. [14] were a result of transfer effects dueto the within-subjects exper-

imental design. In Experiment I the general trend of reducedunderestimation persisted

despite the between-subjects design. However, a striking pattern of increased accuracy

emerged as Experiment I progressed. Since this pattern seems to be time dependant, a

within-subjects design would hamper its detection as a result of presenting multiple en-

vironments in succession. Even so, this pattern was still visible, though to a much lesser

degree, in Jones et al. [14]. Experiment I indicated that between- and within-subjects

experimental designs for exploring cross-environmental distance judgments would likely

yield mutually comparable results but would make time- or repetition-dependant effects

difficult to detect.

The pattern of increase accuracy as a function of time, seen in Experiment I, was an

interesting and somewhat troublesome result, as it indicated that participants were aug-

menting their distance judgments with uncontrolled feedback. Experiment II examined

two possible sources of implicit feedback: the blind walking task itself and a gap below

the HMD. However, neither source seemed a likely candidate.If the walking task was in-

fluencing the participants’ judgments, one would expect their performance to decrease in
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variability while remaining centered around the originally underestimated position. How-

ever, participants’ judgments rapidly approached veridical throughout the course of the

experimental session, which typically lasted approximately 20 minutes. If the participants

were acquiring visual information from the gap below the HMD, there is very little that is

visible to use as feedback. Typically, participants would only be able to see the carpet of

the experimental environment. Regardless, the ability to see any part of the surrounding

environment leaves open the possibility that participantsare able to localize their position

within the environment during the return walk portion of theblind walking task. Another

possibility is that optical flow cues seen in the lower periphery were affecting either the

participants’ perception of the environment or their movement within the environment.

Rieser et al. [32] performed an elegant series of real-worldwalking tasks where partic-

ipants were exposed to varying rates of optical flow while walking at different speeds,

and this study demonstrated that the calibration of participants’ movements can be greatly

affected by changing the relationship between optical flow and walking speed.

The results of Experiment II revealed that participants failed to improve their perfor-

mance when the gap below the HMD was completely occluded. This directly indicate the

gap was the source of the uncontrolled feedback. This raisedthe possibility that observers

were simply visually localizing their position during the experiment. Given the amount of

the environment which was visible through the gap, this seemed an unlikely possibility.

However, there was also the possibility that participants could be calibrating their move-

ments based on peripheral optical flow. Experiment IV to strongly indicated the latter.

In this experiment, participants’ views were partially occluded, enabling them to detect
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luminance changes through the occluder but not resolve their location. In this experiment,

participants in the AR condition still exhibited improved performance, but participants in

the VR condition only improved when they were specifically instructed to attend to their

periphery. This was both an unexpected and exciting finding as it implies that the attention

of participants in the VR condition was more narrowly focused than their AR counterparts.

All participants were naive and had never experienced HMD-based virtual reality prior to

this experiment. Given that this is a very unfamiliar experience, it seems plausible that

the novelty of the virtual environment may be narrowing their attention to the screen area,

thereby preventing VR participants from utilizing peripheral information as effectively as

the AR participants.

Experiment V removed the most prominent feature from the periphery in order to de-

termine whether the flow cues provided by a high contrast stimulus was necessary to sig-

nificantly improve distance judgments in a virtual environment. This feature was a white

surveyor’s tape against a dark brown carpet background thatwas present in Experiments

I through IV. The tape was removed for this experiment, whichotherwise exactly mim-

icked the conditions from Experiment IV. Experiment V revealed that removing the white

surveyor’s tape from the environment did not significantly alter the pattern of improved

distance judgments seen in Experiment IV. It is important tonote that the only visual cues

available in this condition were small luminance variations visible through the partially

occluded periphery. This showed that minimal peripheral cues are necessary to facilitate

adaptation in virtual environments.
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The results of Experiments I through V indicated that visualcues available in the ex-

treme periphery have a strong influence on the accuracy of depth judgments. However, the

question remained open whether or not a comparable set of visual information is equally

effective when restricted to the same field-of-view as the typical screen area of an HMD,

including narrowed-peripheral, parafoveal, and foveal areas. Experiment VI aimed to de-

termine if similar effects appeared under these circumstances. The results of this exper-

iment indicate that the adaptation effects seen in Experiments I through V persist when

participants’ views, on the return walk, are restricted to the same field-of-view as the

screen area.

Experiment III sought to answer a question originally posedby Jones et al. [14]: does

the underestimation effects seen in virtual environments also exist in augmented environ-

ments? To test this, the gap below the HMD was occluded and participants performed

blind walks to a virtual object seen in the real world. Participants did significantly under-

estimate distances, judging stimuli distance to roughly 76% of their actual distance. This

is intriguing, but even more so when compared to distance judgments to real stimuli seen

through the HMD. Experiment III demonstrated that distancejudgments in an augmented

environment was not significantly different from those in a real-world environment when

viewed through the HMD. This indicates that the majority of the distance information

acquired while viewing an object comes from the surroundingenvironment and not the

object itself. This also implies that augmented environments may not suffer as greatly

from the underestimation effects typically seen in virtualenvironments. The bulk of the

underestimation in the ReHMD and AR conditions seems to be caused by viewing the en-
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vironment through the HMD. This is likely due to the restricted field-of-view and inability

to display visual information in the periphery, which theseand several other experiments

have indicated to be an important factor in improving distance judgments [2,41,44].

Figure 6.1 shows the results of Experiments I through VI ordered by environment and

visual cue availability, with the most visually restrictedconditions to the left and the least

to the right. The most obvious trend that emerges when looking at Figure 6.1 is that dis-

tance judgments significantly improve as peripheral visualinformation is less restricted

(VR: F(4,35) = 6.397,p = 0.001; AR:F(2,23) = 3.824,p = 0.037; ReHMD:F(1,16)

= 40.853,p = 0.000). It is also interesting to note that, excepting the AR Standard and

ReHMD Standard conditions, that the initial underestimation seen across all the experi-

mental conditions did not significantly differ (F(10,77) = 1.219,p = 0.293).

Perhaps the most exciting finding, illustrated in Figure 6.2, is that any amount of visual

information in the periphery, regardless of the amount, greatly increases depth judgment

accuracy in virtual environments as compared the Fully Occluded condition (F(4,35) =

6.39,p = 0.001). Additionally, when participants’ periphery was fully occluded, but their

central field-of-view was completely unobscured on the return walk, they did not per-

form any better than when the only visual cues available werethose seen in the partially

occluded periphery (F(3,27) = 0.129,p = 0.942). This clearly indicates that visual infor-

mation available at the extreme edges of a participant’s natural field-of-view is extremely

important when performing accurate distance judgments. The benefit received, compared

the amount of visual information available, is very disproportionate, with slight shifts in

luminance at the edges of the periphery having as much influence on distance judgments
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Results of Experiments I - VI
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as viewing an otherwise unobstructed scene through a 48◦ x 40◦ window. However, when

considering that a human’s natural horizontal field-of-view is nearly 180◦, it does not seem

nearly as surprising that our distance judgments suffer greatly when we lose nearly 75%

of the visual information to which we would normally have access.
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APPENDIX A

BLIND WALKING INSTRUCTIONS
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All participants, in all experiments described in this document, were given the fol-

lowing instructions by an experimenter prior to beginning the experimental task. After

these instructions, all participants received five practice trials of the experimental task in

an adjacent hallway prior to the beginning of data collection.

Visually directed walking, or blind walking, is walking to an object with your
eyes closed. We will show you an object and ask you to look at ituntil you
feel like you have a very good sense of where it is located in space and feel as
though you can walk to it with your eyes closed. For instance,when you wake
up at night and need to get a drink of water, it’s probably completely dark in
your bedroom, but you can always walk to the light switch eventhough you
cannot see it. We want you to have the same kind of sense of the target object’s
position.

We are going to show you an object on the floor and when you feel that you can
walk to the object with your eyes closed, let me know that you are ready and I
will ask you to walk forward. I want you to walk until you feel as though the
tips of your toes are at the center of where the object was located. The object
will be removed from the scene, so there will be no chance of you stepping
on or tripping over it. When you stop walking, you may open your eyes, but
continue to look forward. There will be a brief pause. After the pause, you
will be asked to turn to your right and return to your startingposition1.

When you reach the starting position you will be asked to turnaround to your
left and then center yourself in the hallway. There will be a ridge on the floor
that you can feel beneath your feet. This ridge marks your starting position.
When centering yourself, please stand with the arches of your feet on the
ridge.

At all points during the experiment an Experimenter will be walking in front
of you and another will be walking behind you in case you lose balance or
become disoriented. We will also stop you before you walk tooclose to the
walls.

We will also be asking you to close your eyes very frequently.It is impor-
tant that you do not “squint” your eyes and face when trying toclose your
eyes. This uses a lot of muscles in your face and they will get tired quickly.
This might cause you to accidentally open your eyes. We suggest that you

1In the Fully and Partially Occluded conditions, the participants are further instructed to reach out to the
right and place their hand on the rolling cart, which would guide them back to the starting position
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simply relax your face and close your eyelids and perhaps lower your head
slightly. Now we will give you some practice with blind walking so you can
get comfortable walking with your eyes closed.
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APPENDIX B

EXPERIMENTAL TASK SCRIPT
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The following script was used to coordinate the blind walking procedure for all exper-

iments discussed in this document.

Experimenter 1:

(In the Real and Real+HMD conditions, Experimenter 1 indicates the position
of the target to Experimenter 2)

Experimenter 1:

Open your eyes, observe the object, and tell me when you are ready.

Observer:

(The observer views the object and indicates readiness)

Experimenter 1:

Close your eyes and walk forward.

(Experimenter 1 pushes the cart behind the observer, allowing the extension
power cable to unroll behind him)

Experimenter 2:

(Experimenter 2 removes the target object during the Real and Real+HMD
conditions)

Observer:

(The observer walks forward with eyes closed)

Experimenter 1:

(Experimenter 1 walks behind the observer, watching for signs of disorienta-
tion)

Experimenter 2:
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(Experimenter 2 walks in front of the observer, watching for signs of disorien-
tation)

Observer:

(Stops when they believe they are at the target distance)

Experimenter 1:

(Experimenter 1 records the distance walked by the observer)

Turn to your right1.

(This prevents the observer from getting tangled in the HMD and tracker ca-
bles)

Return to your starting position, center up, and close your eyes.

Experimenter 2:

(Experimenter 2 pushes the cart back to the starting position)

Experimenter 1:

(Experimenter 1 rolls up the extension power cable, ensuring that the cart
does not roll over the cable)

1In the Fully and Partially Occluded conditions, the participants are further instructed to reach out to the
right and place their hand on the rolling cart, which would guide them back to the starting position
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