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a b s t r a c t

Background/introduction: The dawn of the internet opened the doors to the easy and widespread sharing
of information on subject matters such as products, services, events and political opinions. While the vol-
ume of studies conducted on sentiment analysis is rapidly expanding, these studies mostly address
English language concerns. The primary goal of this study is to present state-of-art survey for identifying
the progress and shortcomings saddling Urdu sentiment analysis and propose rectifications.
Methods: We described the advancements made thus far in this area by categorising the studies along
three dimensions, namely: text pre-processing lexical resources and sentiment classification. These
pre-processing operations include word segmentation, text cleaning, spell checking and part-of-speech
tagging. An evaluation of sophisticated lexical resources including corpuses and lexicons was carried
out, and investigations were conducted on sentiment analysis constructs such as opinion words, modi-
fiers, negations.
Results and conclusions: Performance is reported for each of the reviewed study. Based on experimental
results and proposals forwarded through this paper provides the groundwork for further studies on Urdu
sentiment analysis.
� 2020 THE AUTHORS. Published by Elsevier BV on behalf of Faculty of Computers and Artificial Intel-
ligence, Cairo University. This is an open access article under the CC BY-NC-ND license (http://creative-

commons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The surfacing of social media sites has allowed and encouraged
the wide dissemination of knowledge and opinions on issues
related to merchandizes, guidelines, facilities, and dilemmas [18].
The sharing of information on social networks has led to the devel-
opment of high-tech appliances to facilitate good decision-making
by firms and individuals [42].

The English language is loaded with sentiment analysis (SA)
resources. This includes lexicons, parsers, part-of-speech taggers
and a substantial number of natural language processing (NLP)
instruments [14]. While a major portion of today’s SA systems
are structured in the English language [26], the escalation of online
traffic in languages other than English has led to the emergence of
several non-English SA appliances. SA in solely one language raises
the likelihood of crucial information in texts of other languages
being overlooked. The analysis of data in languages such as Urdu,
calls for the fashioning of an accommodating SA structure and
operational SA instruments.

1.1. Need of Urdu SA

Pakistan’s national language, Urdu, is also spoken in many parts
of India. SA in Urdu is made difficult by several issues. Not least
among them is the dearth of acknowledged lexical resources in
Urdu [22,5,36]. Due to this deficiency, Urdu SA mostly entails the
shifting of information from an English language bursting with
resources, to an Urdu language wanting in resources [52,48].

Generally, Urdu websites are structured in an illustrative layout
rather than an appropriate text encoding scheme. This circum-

stance gives rise to obstacles during efforts to structure a corpus
that is machine readable. The fundamental component for the
crafting of a SA system in any language is the sentiment lexicon.
The resource-rich English language comes with a substantial num-
ber of sentiment lexicons (such as SentiWordNet) that are well-
established. Urdu, on the other hand, is a resource-deprived lan-
guage sorely lacking in sentiment lexicons.

Issues related to word segmentation, dissimilarities in morphol-
ogy, inconsistencies in vocabulary and case markers represent
other daunting obstacles hindering the creation of a fully opera-
tional Urdu SA system.

Studies focusing on Urdu SA have been few and far between.
This can be put down to the lack of interest from language engi-
neering entities and the shortage of linguistic resources. For the
most part, past studies conducted on the Urdu language empha-
sised on the various aspects of language processing [14,27]. This
included stop words identification, stemming, concept searching,
named entity recognition (NER), Urdu language morphology, and
datasets. However, Singh [70] conducted a brief survey on Urdu
sentiment analysis focusing on subjectivity analysis. In this survey,
we have attempted to cover most details of Urdu text pre-
processing, lexical resources and sentiment classification along
with the tasks and techniques available for Urdu sentiment
analysis.

1.2. Research motivation

This survey is motivated on the following grounds.
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� Urdu is the national language of Pakistan and also a widely spo-
ken language in Indian sub- continent. In recent times, data per-
taining to Urdu language is increasing tremendously on web.
The SA in resource-poor Urdu language, need different lexical
resources. This survey attempts to present state-of-the art
works performed on text processing and its associated tools,
corpus, sentiment lexicons and sentiment analysis methods
for Urdu language.

� Rapid research advancements made in Urdu SA has propelled us
to conduct comprehensive survey by searching, identifying,
summarizing and evaluating relevant studies.

1.3. Our contributions

Our contributions in this paper are summarized as follows.

1. Classify the tasks in Urdu sentiment analysis;
2. Discuss the importance of Urdu text pre-processing;
3. Consider different lexical resources required for Urdu sentiment

analysis;
4. Evaluate different techniques and tasks presently available for

Urdu sentiment classification;
5. Discuss the role of modifiers and negations in Urdu sentiment

analysis;
6. Describe the limitations of the existing techniques presenting a

list of open problems and viable solutions; and
7. Suggest future directions in Urdu sentiment analysis.

1.4. Relation to the previous work

Sentiment analysis in Urdu remains in its initial stages of matu-
rity compared to other resource-rich languages like English. Fur-
thermore, limited work has been performed, thus directly
impacting the number of surveys and review articles currently
available.

Anwar et al. [14] in their survey on automatic Urdu language
processing presented a summary of techniques focusing on the
development of Urdu corpus. Different linguistic techniques were
employed such as part of speech tagging (POS), parsing and named
entity recognition. As one the early surveys conducted on Urdu
language processing, it lacked the proper techniques required for
performing sentiment analysis in Urdu, which this study aims to
address.

Daud et al. [27] surveyed different linguistic resources and pre-
processing techniques in Urdu language processing, discussing
best practice techniques for various tasks, such as sentence bound-

ary identification, tokenisation, POS tagging, NER and the develop-
ment of WordNet lexicons. Various applications of Urdu language
processing, such as information retrieval, plagiarism detection
and classification, are also investigated. However, the survey for-
goes to focus on the sentiment analysis paradigm. Therefore, there
is a requirement to conduct a detailed survey focussing on senti-
ment analysis. The survey that is performed in this paper is quite
different, given that the focus is on sentiment analysis in the Urdu
language and not just simple-text processing.

Singh [70], in his survey of Urdu sentiment analysis focused on
subjectivity analysis and sentiment classification. In their findings,
they reported a lack of different Urdu linguistic tools like POS tag-
ger and named entity tagger. They included seventeen studies on
Urdu sentiment analysis and classified the studies by technique
and data sets. However, in this survey, we focus on Urdu sentiment
analysis by reviewing 27 studies along three dimensions, namely:
(i) text pre-processing, (ii) Lexical resources, and (iii) Sentiment
analysis which are further divided into different subcategories
(Fig. 1). Furthermore, we have reported that the technique utilised,
dataset, objective, limitation, and future directions of the selected
studies. In this survey, we discuss existing techniques and present
original results as reported by the authors.

Khan et al. [43] conducted a survey on Urdu sentiment analysis
by reviewing more than 14 articles published in sentiment analysis
of Urdu language. The techniques required for Urdu SA were clas-
sified on the basis of machine learning, lexicon-based and hybrid
approaches. However, still, there is a need to conduct a compre-
hensive survey, which can cover all aspects Urdu SA with respect
to posed questions and finding their answers.

Lo et al. [47] conducted a survey on multilingual sentiment
analysis with emphasis on scarce resource languages. Different
techniques and tools are investigated and reported for conducting
multilingual sentiment analysis. Furthermore, different challenges
are identified along with recommendations for future directions.
However, our proposed survey is different as we are focusing on
sentiment analysis in the Urdu language.

This paper is organised in the following sections. Section 2 pro-
vides a detailed taxonomy of the survey conducted. Sections 3 pre-
sents a discussion on the comparative results, and finally, Section 4
presents the overall conclusions for this paper.

2. Survey methodology

The methodology followed in this survey is presented as
follows:

Fig. 1. Flowchart for Searching and Filtering of Research Articles.
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2.1. Survey protocol

This survey is carried out by searching the related articles from
different electronic repositories. In next step, number of acquired
articles are filtered by applying inclusion and exclusion criteria.
Finally, relevant works are selected on the basis of research ques-
tions and results are reported after detailed analysis.

2.2. Research questions

In this work, we address following research questions to con-
duct the survey.

RQ1: What are the text pre-processing techniques used in Urdu
SA and what are the techniques used by researchers as reported in
the published articles?

RQ2: What are the different lexical resources used for Urdu SA
and which techniques are used for creating such resources?

RQ3: Which techniques have been used for the sentiment clas-
sification of Urdu text and what are the recommended methods for
efficient classification of sentiments in Urdu reviews?

2.3. Search strategy and inclusion & exclusion criteria

A systematic keyword-based search was conducted by posing
different search queries in order to retrieve the most relevant
research articles. We used different keywords such as ‘‘sentiment
analysis in Urdu”, ‘‘sentiment classification of Urdu text”, ‘‘opinion
mining in Urdu”, ‘‘preprocessing in Urdu sentiment analysis”, and
‘‘subjectivity analysis in Urdu text”.

To include or exclude a study, we chosen the inclusion and
exclusion criteria [62,63,40], as follows: (i) IP1: Include the articles,
if there is an association between the title of the article and few or
entire keywords developed within this document, (ii) IP2: Include
the articles, whose abstract contain explanations or suggested
reading related to personality classification in social media, (iii)
IP3: Include the articles, whose keywords are a member of the key-
words created within this document, (iv) IP4: Include the articles
that proposed a new methods regarding personality classification
in social media.

The Exclusion principle (EP) is presented as follows: EP1:
Exclude each article that do not follow the inclusion criteria, imple-
mented in a sequence.

The participation of authors regarding all the steps of the
inclusion-exclusion process is that, the first and second author cre-
ates the principles of inclusion and exclusion, while all the authors
performed the execution of these principles to complete the pro-

cess of including and excluding the papers. Fig. 1 shows searching
and filtering process adopted for this survey.

2.4. Study quality assessment

To assess the quality of selected articles, we adopted the proce-
dure proposed by [62]. Each of the selected paper (article inclu-
sion) was evaluated on the basis of quality assessment (QA)
questions given as follows:

QA1: The paper provides description of one or more pre-
processing techniques used for Urdu SA.

QA2: The paper gives a description of one or more lexical
resources and techniques required for Urdu SA

QA3: The paper clearly states sentiment classification of Urdu
text using some state-of-the-art technique.

The answer to each of the aforementioned quality assessment
question, is added to the excel sheet and rated as 1 (’question com-
pletely explained’) or 0.5 (‘question partly explained’) or 0 (‘ques-
tion not explained’) [62,25].

Table 1 presents results of applying the aforementioned quality
assessment questions to the four studies. The justification of each
assessment is presented in the ‘remarks’ column. The summation
of assessments and the final normalized score depict the quality
assessment resultant normalized score for each study. It is obvious
that out of total quality score of 3, the four studies S1, S2, S3, and
S4 received the normalized score of 0.83, 1.0, 0.66 and 0.5 respec-
tively. We set the quality score of 0.5 as the threshold. Any study
below this score is excluded from the paper bank, i.e. if at least
one study partially covers one of the quality assessment question,
is deemed suitable, for inclusion in the survey.

Based on these scoring results (Table 1), articles are grouped
together, depicting relevancy of an article with the research prob-
lem. To check the validity of the article quality assessment, a PhD
supervisor was given random set of five articles and asked to assess
the paper as per the criteria outlined. To resolve any disagreements
in the classification of quality, we consulted a second PhD
supervisor [31].

2.5. Conducting the survey

The search criteria defined in section 2.3 resulted in retrieval of
several studies (2 5 0) from different electronic databases, such as
Science Direct, IEEE Xplore, ACM, Springer Link and Wiley. After
applying inclusion criteria, titles and abstracts were inspected by
a researcher (Phase-I) and resultantly, we came up with 81 studies.
In next stage (Phase-II), selected articles were scrutinised by
another researcher (co-author) by applying exclusion criteria. To

Table 1
A sample set of studies with their quality assessment scores.

Quality Assessment
Criteria

Question Example Studies Remarks

S1
Mukhtar
and Khan
[52]

S2
Afraz
et al.
[7]

S3
Sana
et al.
[68]

S4
Asghar
et al.
[22]

QA1 The paper provides description of one or more
pre-processing techniques used for Urdu SA.

1 1 1 0.5 Study S4 gives a partial description of few
preprocessing techniques used in Urdu SA

QA2 The paper gives a description of one or more
lexical resources and techniques required for
Urdu SA

0.5 1 0 1 The study S2 does not add any novel
contribution with respect to lexical resources
used in Urdu SA

QA3 The paper clearly states sentiment classification
of Urdu text using some state-of-the-art
technique.

1 1 1 0.5 Study S4 gives a partial description of sentiment
classification technique used in Urdu SA

Summation (out of 3): 2.5 3 2 2 Accumulating the scores in the previous rows
Normalized score (0–1): 0.83 1.0 0.66 0.5 Normalized scores by dividing the scores in the

previous row by 3 (number of factors)
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establish consensus upon the agreements and disagreements
among the researchers, group meeting were arranged under the
guidance of PhD supervisors. The final selection resulted in 40
studies.

3. Survey classification

This section presents a comprehensive summary of the survey
conducted on Urdu sentiment analysis and related tasks which will
assist in identifying the research gaps and finding solutions for the

development of sentiment analysis systems of Urdu text. The sur-
vey is conducted in the following dimensions: text pre-processing,
lexical resources and sentiment as shown in Fig. 2.

3.1. RQ1. What are the text pre-processing techniques used in Urdu SA
and what are the techniques used by researchers as reported in the
published articles?

Urdu text pre-processing aims at preparing input Urdu text for
further processing by applying several techniques, such as Urdu

Fig. 2. Classification Diagram of Survey.
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word segmentation, text cleaning, spell checking and correction,
and POS and NE tagger. Different techniques have been used to
perform pre-processing tasks in Urdu SA tasks, which are pre-
sented as follows:

3.1.1. Urdu words segmentation
Urdu word segmentation is the process of identifying bound-

aries between words. In Urdu, it is important to identify word
boundaries, as space does not indicate a boundary. Word segmen-
tation is considered as a vital part in Urdu text processing, as it
includes a morphological analyser, POS tagger, and translators
and is performed by the pre-processing module to indicate word
boundaries. The earlier works performed on UrduWord Segmenta-
tion, are summarised as follows.

Afraz et al. [5], reported that the Urdu alphabets are categorised
as connectors and non-connectors. A space can be inserted in a sin-
gle word, e.g., ‘‘ تروصبوخ ” (khoob surat, beautiful). Conversely,
space can be omitted between two different words, e.g., ‘‘ ریگملاع ”
(alamgeer, universal). The following two problems are associated
with word segmentation in Urdu, namely: (i) Space-insertion,
and (ii) Space-omission.

In Urdu language, most of the words are comprised of more
than one word (usually two). For example, شابشوخ ‘‘ ‘‘(khush
bash, happy), is a unigram with two strings. These strings are part
of the same word with respect to syntax and semantics. During
typing, space is inserted to avoid joining of two strings. If we omit
the space, we get شابشوخ ” ‘‘(khushbash), which is an incorrect word.
Therefore, space is inserted [7].

In Urdu word boundary identification is very important. For
example, the phrase تاررواند ‘‘ ‘‘(din aur rat, day and night) is
written with several spaces, and تاررواند ” ‘‘(din aur rat, day and
night) is written without spaces. To resolve this issue, Afraz et al.
[7], identified the word boundary by including the symbol ‘‘|”
inside the phrase, such as ند|روا|‘‘تار ‘‘(din aur rat, day and night).

Afraz et al. [4], reported that Urdu script is based on cursive
writing, where the alphabets are categorised as joiners and non-
joiners. Due to such context sensitivity, the problem of word seg-
mentation arises, since the spaces are not always exact indicators
of the word boundaries, as in case of English.

Durrani and Hussain [30], proposed a rule-based maximum
matching framework for Urdu word segmentation regarding seg-
mentation, space omission and space insertion by using different
linguistic information, such as morphemes Bi-gram statistics, and
affix and prefix in the Urdu corpus. The correctly identified words
after running the entire segmentation process resulted in more
than 90% for each category. However, the proposed model cannot
handle unknown words. Daud and Khan [28], used OpenNLP, a
machine learning-based toolkit, for performing Urdu word seg-
mentation during the pre-processing phase.

Mukund and Srihari [58,56], reported that there are different
approaches for Urdu word segmentation, such as supervised
machine learning-based, lexicon based and hybrid. They proposed
a hybrid technique using the Hidden Markov Model (HMM) and
dictionary lookups thereby concluding that Urdu word segmenta-
tion is an arduous task due to the unavailability of specialised
tools.

Mukund and Srihari [57], proposed a model for word boundary
segmentation where a bigram HMM model is trained for character
transitions among all positions in each word. They used a well seg-
mented Urdu corpus released by CRULP as training data.

In their work on Word Segmentation, Lehal [45], proposed a
word segmentation strategy to address space omission issues in
both Urdu and Urdu-Devanagari translation systems where bilin-
gual corpora and statistical word disambiguation approaches are
used to train segmentation modules. In this work, experiments
are conducted on 1.6 million Urdu words achieving an accuracy

of 99.15%. The system can be further extended to include other lan-
guages as well.

3.1.2. Text cleaning
Text cleaning aims to clean input text from punctuation marks,

HTML stripping, URLs and other special characters to prepare the
text for further processing in the sentiment analysis module [19].
Due to the orthographic characteristics of Urdu text, such as the
optional use of diacritics and the ambiguity in word boundaries,
two additional tasks namely: diacritic omission, and word boundary
identification, are added in the text cleaning process. In Urdu, dia-
critics are optional, and their use is mainly left up to the author.
For example, ( ُاَ،اِ،ا ), is a regular practice to remove them during
text normalisation [30]. Text cleaning in the Urdu sentiment anal-
ysis has been performed in many studies, summarised below.

[7], performed sentiment analysis in Urdu text by considering
the removal of punctuation marks, HTML tags and other special
symbols. Furthermore, they worked on the diacritic omission, nor-
malisation, tokenisation and word boundary identification. As far
as the diacritic omission is concerned, they reported that like Ara-
bic and other script-based languages like Persian, Turkish, Sindhi,
and Punjabi; the Urdu script is comprised of letters and diacritics.
The diacritics, alter the meanings of the words. However, in written
text, such symbols are optional as some of the authors use diacrit-
ics regularly while others ignore them.

During their work on Urdu word segmentation, Durrani and
Hussain [30], identified the word boundaries and normalised the
input text to eliminate any encoding ambiguities. The input text
is further tokenised based on space and punctuation marks. The
punctuation mark as word delimiter is used because sometimes
space does not necessarily indicate the word boundary. However,
in most cases, space does imply the word or morpheme boundary,
which can still be used for word boundary identification. Further-
more, affix merging of words is yet needed.

The sentiment analysis begins with the pre-processing of the
given text. This step includes normalisation, tokenisation and
finally, word segmentation. Urdu uses the context-sensitive script,
and therefore, tokenisation and word boundary identification are
handled separately [3]. The pre-processed words are then assigned
parts of speech tags, e.g., nouns, verbs, adjectives, conjunctions,
and negations etc. Next, these tagged words are converted into
phrases by phrase chunking and consequently, obtaining noun
phrases, verb phrases, and adjective phrases etc.

Mukund and Srihari [58], while working on an information
extraction system for Urdu text, reported that the segmentation
process consists of two modules, diacritics omission and text nor-
malisation. This is where the use of diacritics (airab, ‘‘ بارعا ‘‘) is not
obligatory while writing Urdu text using diacritics is left up to the
author. Lexicon, annotated corpora are used for the training and
letter method which is applied to lexical data to remove diacritics.
The text is normalised to keep the Unicode of the characters con-
sistent, as many of the characters in the Urdu language have differ-
ent orthographic forms and this variation causes discrepancies in
NLP. Furthermore, the approach can also be used for agent-target
identification and question opinion mining.

Ali and Ijaz [9], in their work on Urdu text classification, applied
different pre-processing techniques, such as lexicon-based tokeni-
sation, normalisation, stop words removal, affix based stemming
and diacritic elimination on input text to make it available in a
proper format with reduced noise for subsequent processing.

In their research work on Automatic Discretisation for Urdu, Ali
and Hussain (2010), developed a statistical technique for the auto-
matic identification of diacritics from Urdu text. They integrated
different pre-processing techniques with the proposed statistical
technique to quantify the effects of different diacritics in the given
text. The pre-process technique includes tokenisation, POS tagging,
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and stemming. Furthermore, they used pronunciation lexicons and
word bigrams. The results showed that the letter-level trigram
model achieved 95.37% accuracy by applying all knowledge
sources. However, more accuracy could be accomplished by
increasing the size of the corpus.

3.1.3. Urdu spell checking & correction, part of speech tagging and
named entity recognition

Spell checking and correction is applied to check and correct the
spelling of words to achieve greater accuracy. The history of auto-
matic spell-checking originates from the 1960s. Some different
techniques for spellchecking have been proposed since that time
with some of these techniques exploiting general spelling error
trends while others use the phonetics of themisspelt word to locate
likely correct words. Modern statistical techniques are based on the
learning of trends during the training on substantial amounts of
data and are gaining popularity [30]. The works performed on Urdu
Spell Checking and Spell Correction [30,61,37,36], are summarised
as follows. The writing variation in Urdu makes spell checking
and correction difficult. Therefore, to address this issue, Durrani
and Hussain [30], proposed Lexical Look-up checks for Spelling
Variations during the pre-processing module.

In their work on Urdu spelling correction, Naseem and Hussain
[61], proposed a ranking based technique for spelling correction in
the Urdu language by categorising the errors concerning insertion,
deletion, substitution and transposition. Their script driven algo-
rithm approach could identify, correct and review errors. The tech-
nique uses an error edit distance technique for the correction of
errors, whereas error ranking is performed based on word frequen-
cies and similarity to the erroneous word regarding its shape and
sound. They achieved promising results and demonstrated that the
spell checker could be improved by enhancing the sound and shape
similarity, as shapes can also be used for Arabic script-based
language

While working on Corpus-Based Urdu Lexicon Development,
Ijaz and Hussain [36], examined various phases in Urdu lexicon
development from the corpus. They addressed various issues, such
as optional vocalic content, Unicode variations, name recognition,
and spelling variation. The corpus is acquired, cleaned and toke-
nised, and resultantly an Urdu lexicon is developed by considering
distinctive features, such as POS tags, lemmas and phonemes. The
major limitation of their work is that the created lexicon does not
provide coverage for different domains as mentioned in the created
corpus.

While working on Urdu spell checking, Iqbal et al. [37], pro-
posed the reverse edit distance technique for spell checking and
correction in Urdu text. The proposed technique is a variation of
the basic edit distance method. In this technique, words are ini-
tially compared with words available in the lexicon, and arranged
alphabetically. If an error is found, then insertion, deletion, substi-
tution and transposition of alphabets produce a correct word that
is available in the lexicon. The complexity of this algorithm is
86n + 41. However, it is observed that transposition errors are
poorly corrected using the reverse edit distance method as com-
pared to using the edit distance algorithm. Furthermore, the
reverse edit distance algorithm can be used in other languages.

In an earlier work on Urdu spell checking, Naseem and Hussain
[61], reported that a sizeable number of spelling errors are due to
the incorrect use of space insertion. The spelling mistakes commit-
ted on Urdu corpus are identified and analysed manually. A total of
975 errors are found, out of which 736 errors are due to the irreg-
ular use of space (75.5%), and 239 are non-space-related errors
(24.5%). In space-related errors, most of the errors (70% of total
errors) are due to space omission, and 5% are due to space inser-
tion. Therefore, irregular use of space handling in Urdu text leads
to a relatively high percentage of errors as compared to other error

sources. Therefore, this needs to be addressed for all language pro-
cessing applications for Urdu.

The spell checking works at three levels: (1) detection of errors,
(2) correction of errors, and (3) ranking of errors. In the error detec-
tion step, the validity of a word in a language is verified, and inva-
lid words are identified as spelling errors. Error correction aims at
selecting valid candidate words from the lexicon to correct of the
incorrect word. The ranking step operates by selecting corrections
and sorting these in the descending order [61].

Like other languages, POS tagging in Urdu plays a pivotal role in
assigning parts of speech to individual words in each sentence. For
example, the sentence: ‘‘ ےہملعبلاطنیہزیلع ” (Ali zaheen talibilm
hay, Ali is an intelligent student), when passed through the
Urdu POS tagger, provides the following POS-tagged output
(VBF/ ےہ NN/ ملعبلاط NN/ نیہز NNP/ یلع .

Different authors [57,64], have applied POS tagging on Urdu
text for subsequent processing. For this purpose, POS taggers are
used, which read the input text and assigning a part of speech to
each word.

Anwar et al. [13], proposed a POS tagger for the Urdu language
using the N-gram Markov model, trained on annotated Urdu cor-
pus. Their emphasis is on assigning an accurate tag to each word
among different possible combinations. Their results are consid-
ered as state-of-the-art. However, the efficiency of their technique
can be improved by implementing the HMM using a hybrid tagging
scheme.

The work performed by Malik et al. [39], proposes the POS tag-
ging mechanism using linguistic evidence to address the behaviour
of ‘‘ اک ”(kaa, of). The technique is beneficial for parsing and the
identification of grammatical relations, and effectiveness of the
proposed approach is validated by conducting a different classifica-
tion test. However, only syntactic patterns are considered, and
there is a need to address the semantic role of ‘‘ اک ”(kaa, of) in
different phrases.

Mukund and Srihari [56], proposed the sentiment analysis sys-
tem for Urdu blogs by using structural correspondence learning
(SCL) which is a novel part of the speech tagging technique pro-
posed to select words reflecting code mixing based behaviour.
The results obtained demonstrate that the proposed method out-
performs in comparison to the supervised learning methods.

Khan et al. [43] proposed a novel POS tagging technique for
Urdu text using conditional random field (CRF) model. A rich col-
lection of feature sets with language dependent and language inde-
pendent paradigm. is used. The proposed technique is evaluated
against the baseline classifier, namely SVM using benchmark data-
sets. The results show that an improvement of over similar work
was obtained in terms of better f-score. In the future, the aim is
to develop Urdu corpus of POS tagged words and to work on differ-
ent NLP tasks by using POS tagged corpus.

While working on Named Entity Recognition Khan et al. [41]
developed Urdu NER dataset of 48,000 words consisting of 4621-
tagged entities of seven entities. On the basis of experiments, they
suggested that different statistical and machine learning models
e.g. CRF, Maximum Entropy (ME), HMM, and Recurrent Neural Net-
work (RNN), can be applied on the developed dataset for training
and testing purpose.

Malik [49] proposed a system for the Urdu Named Entity Recog-
nition and text classification by Using Artificial Neural Network
(ANN). A Named Entity (NE) corpus for Urdu language is devel-
oped, consisting of entities like person, organization, and location,
while the remaining tokens are marked as others. HMM and ANN
are used for the classification purpose. Experimental results show
the effectiveness of the proposed approach with high precision.
However, improve word tokenization process can provide better
results. Furthermore, other neural networks can also be applied
for text classification.
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3.2. RQ2: What are the different lexical resources used for Urdu SA and
which techniques are used for creating such resources?

For Urdu text processing and sentiment analysis, following two
major lexical resources are used: (i) Corpus and (ii) Lexicon.

3.2.1. Urdu corpus
The mandatory component of all applications related to SA is a

machine readable gold-standard corpus of user reviews. The scar-
city of resources where the Urdu language is concerned has trans-
lated into the non-existence of a corpus of Urdu reviews. This is
due to the fact that (a) Urdu websites are generally structured in
illustrative layouts rather than in regular Urdu text fonts and
encoding systems [36] an Urdu machine readable corpus is yet to
see the light of day [58,7,57]

From the studies above, we identified three techniques for cor-
pus creation, namely: (i) manual, (ii) automatic, and (iii) bi-lingual.
In this section, we present state-of-the artwork on the challenges
above by summarising prior works concerning these three types.

While working on the sentiment analysis of Urdu text, [7],
acquired two corpora of reviews to evaluate the efficacy of the
employed model. The first corpus: ‘‘C1” is the collection of 700
movie reviews with an average document length of 264 words. This
corpus is comprised of 650 reviews, out of which, 322 are positive,
and 328 are negative. Another corpus, ‘‘C2” contains a collection of
three types of reviews, namely: (i) refrigerators (237), (ii) air-
conditioners (250), and (iii) televisions (163). The average review
length is 196 words. A threshold is defined and a review within
the threshold limit or those having neutral scores, are removed.

While working on subjectivity classification in Urdu, Mukund
et al. [59] compiled a dataset obtained from the BBC Urdu news.
Two levels of filters are applied, i.e. date and keyword search.
The date filter is used to retrieve articles spanning three years,
starting from the year 2003. The keyword-based filter consists of
a set of seed words that are commonly used to express emotions
in Urdu, such as ‘‘ ہصغ ” (ghussa, anger), ‘‘ رایپ ” (Piyar, love) These
words act and represent a broad range of other related emotional
words. The data retrieved is parsed using an HTML parser. In this
way, 500 articles are acquired consisting of 700 sentences, anno-
tated for emotions. There are approximately 6000 sentences which
are not tagged with emotions.

While working on resources for Urdu Language Processing, Hus-
sain [35], observed that Urdu is a resource-poor language, and
therefore, the creation of lexical resources for Urdu language pro-
cessing is one of the greatest challenges in Urdu-based computa-
tional linguistics. To address this challenge, Hussain [35],
developed a Unicode-based system for creating Urdu corpus from
different online resources.

Rajput [64] worked on the creation of an ontology-based
semantic network for annotating web documents in Urdu text.
Instead of using NLP, a semi-automated method is proposed using
domain-centric ontology and context-aware seed words. The
results showed that an improved precision and recall is obtained
while conducting experiments on online classifieds posted on the
online Urdu newspaper’s website. However, the system cannot
handle complex documents.

In the bilingual corpus creation technique, the already built cor-
pus of one language is translated into another language [71,44,16].
For example, corpus acquired in the English language can be trans-
lated into any other language, such as Urdu. The bilingual corpus
creation techniques are categorised into two types: (i) Automatic:
In the automatic bilingual technique, the corpus of one language is
translated into another language automatically by using text trans-
lation tools, such as language translators [10]. In (ii) Manual: this
technique, the corpus of one language is translated into another
language by using manual annotation [16].

As far as the Urdu language is concerned, the bilingual transla-
tion method for corpus construction remains unused [58,7,59]. In
this study, we propose an automatic bilingual technique for Urdu
corpus creation. The proposed technique is inspired by the work
performed by [71,46], for corpus creation in Swedish-Danish,
Swedish-Finnish, and Finnish-Danish language.

3.2.2. Sentiment lexicon construction
The sentiment lexicon is a lexical repository containing senti-

ment terms along with their sentiment class and scores [15] and
plays a pivotal role in the development of sentiment analysis sys-
tems. This is because each of the sentiment terms is assigned a
proper sentiment class and score, which is helpful in the computa-
tion of the score at various levels, such as word, sentence, and doc-
ument level [21]. There are different techniques available for the
development of sentiment lexicons, such as manual annotation,
bootstrapping, and corpus-based [52].

The manual annotation based technique is operated by select-
ing and annotating opinion words by a group of linguistic experts,
also called human annotators. However, this strategy is costly and
time-consuming. The bootstrapping-based technique considers
initial seed words and expands these with the help of different
web resources [1]. However, this approach requires a sufficient col-
lection of the corpus. The corpus-based approach takes advantage
over the existing corpus and already available sentiment lexicons
[16]. In this section, we present a literature review of the selected
studies performed on the construction of Urdu sentiment lexicons.

In Urdu sentiment lexicon development, Javed et al. [38] used
existing English sentiment lexicons to develop Urdu sentiment lex-
icons instead of creating lexicons from scratch. They used bilingual
dictionaries to translate English sentiment words into the Urdu
language and also acquired an Urdu corpus of 89,000 tweets on
the political situation in Pakistan. Promising results are obtained
concerning the baseline methods. However, the lexicon lacks the
scoring of sentiment words, whereby the lexicon can be enriched
by considering grammatical rules and polarities to homonyms.

The Urdu lexicon developed by Afraz et al. [6] involved the ini-
tial step of differentiating the subjective and objective expressions
in a text. This is followed by the semantic orientation of the
subjective text to ascertain its positive or negative leaning. Ulti-
mately, the intensity of the sentiment words is appropriately
raised. For instance, ‘‘ تروصبوختہ ” (bohatkubsurt, very beautiful) is
a subjective phrase wherein the word ‘ تہب ’ (bohat, very)
represents the intensifier of the opinion word ‘ تروصبوخ ’
(khoubsurat, beautiful). Although this process delivered a precision
level of 74%, the lexicon was found wanting in the context of sen-
timent ratings for opinion words. Furthermore, the modifiers and
their sentiment ratings were not dealt with.

Research conducted on Urdu SA by [5,6], resulted in a procedure
for text analysis that entailed the identification and extraction of
sentiment details from the text. Two basic steps are involved:
the crafting of a sentiment annotated lexicon, and the structuring
of a sentiment categorization model. This procedure delivered a
72% level of precision for the film dataset, and a 78% level of preci-
sion for the manufacturing dataset. Nevertheless, the modifiers
could do with a broadening through the inclusion of additional
adjectives, while the lexicon can be upgraded through the supple-
ment of sentiment ratings for opinion words.

Investigations on Roman-Urdu text processing by Daud and
Khan [28] resulted in a bi-lingual SA scheme for English and
Roman-Urdu. Employing a bilingual classifier, they broke up and
categorized English and Roman-Urdu tweets. This was made possi-
ble by way of a bi-lingual sentiment lexicon which was fashioned
with the utilization of SentiStrength, WordNet and a bi-lingual cat-
alogue of words. The main inadequacy of this system is that solely
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Roman-Urdu text is taken into account, and no means is at hand for
the management of texts in the original Urdu language.

Asghar et al. [22] developed a sentiment lexicon for Urdu lan-
guage using bi-lingual strategy at the word level. The technique
is based on using different language resources, such as a list of
opinion words, list of modifiers and negations. Firstly, opinion
words of The English language are translated into Urdu using bi-
lingual translation technique and then appropriate sentiment
scores are assigned. In the next phase, Urdu modifiers are collected
from different sources and assigned suitable sentiment scores. The
system is novel and helpful for SA developers in the Urdu language.
However, the lexicon needs continuous updates to keep it up-to-
date.

In Table 2, we present available lexical resources for Urdu Sen-
timent Analysis along with limitations and their solution.

3.3. RQ3: Which techniques have been used for the sentiment
classification of Urdu text and what are the recommended methods for
efficient classification of sentiments in Urdu reviews?

Like other languages, sentiment classification in Urdu is per-
formed at various stages, namely: (i) subjectivity analysis, and
(ii) semantic orientation. In this section, related work conducted
in this area is presented.

3.3.1. Subjectivity analysis
Subjectivity analysis deals with the identification of subjective

and objective text in each review. The subjective sentences
contain opinionated information, whereas, objective sentences do
not carry any opinion barring words. For example, the sentence:
‘‘- ےہتروصبوختہبرھگہی ” (yeh ghar bohat khoubsurat hay, this

Table 2
Available lexical resources for Urdu Sentiment Analysis.

Lexical resource No. Description URL Limitations/Future Directions

Polarity Lexicons 1 Opinion Lexicon with 2,607 positive and
4,728 negative opinion words in Urdu
language

http://chaoticity.com/
Urdusentimentlexicon/

� Sentiment scores are not assigned
� Limited number of opinion words

2 Urdu Sentiment Lexicon with more than
six thousand sentiment words.

https://github.com/awaisathar/
Urdu-sentiment-lexicon/
blob/master/README.md

� Sentiment scores are not assigned
� Lack of word synonyms and POS tags with each
word.

3 Urdu WordNet with a collection of 5000
words Centre of Language Engineering
(CLE)

http://www.cle.org.pk/software/
ling_resources/
UrduWordNetWordlist.htm

� Lack of sentiment scores

4 List of 1673 opinion words in Roman
Urdu along with English translation

https://drive.google.com/file/d/
0B9eF-
UfzuXjUbF80aXpyck1fQ1k/edit

� Lack of Urdu words
� Limited coverage of opinion words
� Opinion words can be enriched by adding POS tags

5 5000 high frequency Urdu words in six
different domains Centre of Language
Engineering (CLE)

http://www.cle.org.pk/software/
ling_resources/
UrduHighFreqWords.htm

� Polarity scores are not assigned

Corpus 1 Set of fifteen Text Corpora from Centre of
Language Engineering (CLE)

http://www.cle.org.pk/clestore/
index.htm

Corpus of user reviews can be a good addition for
performing sentiment analysis researchers in Urdu
language.

2 Urdu corpus of 10,000 words compiled by
Center for Research in Urdu Language
Processing (CRULP)

http://www.cle.org.pk/software/
ling_resources/
UrduNepaliEnglishParallelCorpus.
htm

Sentiment corpus is yet to be added

3 Labeled Urdu Tweet Corpus [51] � User tweets
� Small scale corpus, needs extension in multi-domain

POS Taggers 1 POS tagging for Urdu words from Centre
of Language Engineering (CLE)

http://www.cle.org.pk/software/
langproc/POStagset.htm

Only licensed copy is available, release of free of cost
academic version can assist the researchers to carry out
experiments easily. Moreover, payment procedure is
quite lengthy and traditional.

2 Statistical Part of Speech Tagger for Urdu
v1.0

http://www.cle.org.pk/software/
langproc/POS_tagger.htm

Only licensed copy is available, release of free of cost
academic version can assist the researchers to carry out
experiments easily. Moreover, payment procedure is
quite lengthy and traditional.

3 POS tagged Urdu Corpus http://www.cle.org.pk/software/
ling_resources/
UrduNepaliEnglishParallelCorpus.
htm

� Free download available
� POS tagged user reviews can be good addition for
sentiment analysis researchers.

Word Segmentation 1 CLE Urdu Word Segmentation System http://www.cle.org.pk/clestore/
segmentation.htm

� Spell correction module can increase the effective-
ness of word segmentation tool

Urdu Spell Checker 1 Urdu Spell Checking system, that accepts
a word, checks its spelling and suggests a
raked list of words. It is developed by CLE.

http://www.cle.org.pk/software/
langproc/spellcheck.htm

� A revised API is required to be developed which can
be interfaced with Python and NLTK for developing
sentiment analysis application with more ease and
user control

Word Sense
Disambiguation

1 Urdu Word sense disambiguation system
developed by Center for language
engineering

http://www.cle.org.pk/software/
langproc/
urdusensetaggingutility.htm

Text Cleaning 1 Urdu Text Cleaning application http://www.cle.org.pk/software/
langproc/corpuscleaningH.htm

� More modules are required to be included, such as
stop word removal, stemming, lemmatization, hash-
tag and Url removal.

� Can be enhanced to clean the text posted on social
media sites.
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house is very beautiful) carries an opinion word ‘‘ تروصبوخ ”
(khoubsurat, Beautiful) and due to its presence, the
sentence becomes subjective. However, the sentence:
‘‘- ےہیتموھگدرگےکجروسنیمز ” – (zameen souraj ky gird ghomti hay,
Earth revolves around the sun) contains no opinionated word
and therefore declared as an objective sentence.

In their work on subjectivity analysis, the lexicon-based tech-
nique is proposed [5,4,7]. By applying this approach, each of the
tokenised words in the input text is matched with the entries in
the subjective lexicon. If found, the text is then marked as being
subjective, otherwise, it is tagged as objective. The lexicon-based
approach has several disadvantages, such as the limited coverage
of sentiment words for multiple domains.

Mukund et al. [59], proposed a revised Vector Space Model
(VSM) for performing subjectivity analysis. For this purpose, they
created sets of subjective and objective entries. The input queries
are represented as vectors, and the cosine angle is computed to
indicate the similarity between two words. Their proposed
approach is based on the VSM-based co-training measure; how-
ever, it is highly dependent on contextual information.

Mukund and Srihari [57], used sequence kernels to identify sub-
jective information present in the Urdu text. They addressed both
explicit and implicit clues for subjectivity detection by acquiring
many candidate subjective terms. For this purpose, they used lin-
ear and sequence kernels. Table 3 presents example sentences, cat-
egorized as subjective or objective.

For example, in a sentence ‘‘ ےہتروصبوخسابلہی ” (yeh libas
khoubsurat hay, this dress is beautiful), the word ‘‘ تروصبوخ ”
(khoubsurat, beautiful) is an opinion term, therefore, we mark this
sentence as subjective using Eq. (1).

Sentencesub obj ¼
subjective; if ðwx 2 USLÞ
objective; if ðwx R USLÞ

�
ð1Þ

We check each of the tokenized word in the Urdu sentiment
lexicon (USL) [22], if it exists then the word is marked as opinion
word, otherwise, it is marked as non-opinion word. A sentence
having one/more opinion words is labeled as subjective, otherwise,
it is declared as an objective sentence.

3.3.2. Semantic orientation
Sentiment orientation deals with the assignment of sentiment

class and score to words in a given review. The following para-
graph, selected studies [5–7,28,9,55,33,11].

Afraz et al. [5] proposed an Urdu sentiment analysis system by
detecting and isolating sentiment information available in the text.
The system has two main components, namely: sentiment lexicon

and sentiment classification. An accuracy of 72% is achieved in
movies domain and 78% accuracy is obtained in product domain.
However, lexicon can be upgraded to classify the text more effi-
ciently. Furthermore, comprehensive framework is required to
classify the Urdu text at document level.

Afraz et al. [7] opted for the linkage of targets to SentiUnits of the
Urdu language. Emphasis was placed on the recognition of SentiU-
nits rather than the subjective words in a specified text. The initial
step for the generation of the sentiment annotated lexicon involves
the utilization of the shallow parsing method for the extraction of
SentiUnits. Subsequently, the SentiUnits are assigned a fitting ori-
entation and intensity. This process focuses on the grammatical
structure of a sentence. The adjective phrases are inserted as Sen-
tiUnits, and the nominal phrases represent the targets. In the con-
text of baseline techniques, this approach furnished a precision
level of 82.5%. The performance of this system can be improved
by the introduction of (a) additional means for sentence character-
ization, (b) a comprehensive structure for Urdu SA, (c) appropriate
linguistic rules for the management of modifiers and negation, and
(d) an instrument for the categorization of domain-centric words.

In their research work on handling phrase-level negations, Afraz
et al. [4], presented Lexicon based sentiment analysis approach for
Urdu language, with focus on the SentiUnits, the SentiUnits
includes subjective terms, modifiers, conjunction and negation.
The Urdu language includes three types of negations, namely (i)
morphological negation, (ii) implicit negation and (iii) explicit
negation. Morphological negations are attached as prefixed or suf-
fix of a lexical unit, such as ‘‘ ہاورپےب ”. The implicit negations just
conveys the negative opinion such as ‘‘ ےہمکےسراعیمےراہمتماکہی ”,
finally the explicit negation includes words like ان,ںیہن , they
addressed the issue of explicit negation by extracting SentiUnits,
calculating the polarity at phrase and sentence level, they achieved
prominent results. However, they do not address the implicit nega-
tions and experiments are not conducted in cross domains. More
work is required, to address implicit negations and comprehensive
set of linguistic rules are needed for modifiers.

Afraz et al. [8], focused on recognizing adjective phrases as
potential movers in Urdu texts. The initial step for this process
entailed the classification of Urdu adjectives as descriptive, predic-
tive, attributive, possessive, demonstrative or reflexive possessive.
Adjective phrases are then merged with polarity shifters and con-
junctions to acquire SentiUnits. A calculation to uncover the polar-
ity of these SentiUnits serves to reveal the polarity of a sentence.
The extraction of the SentiUnits is achieved by way of the shallow
parsing based chunking method. In this process, the adjectives are
accompanied by modifiers and postpositions. In the context of SA
and precision, the performance of this model is deemed highly effi-

Table 3
Subjectivity Analysis of example sentences.
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cient. This can be attributed to its use of a sentiment-annotated
lexicon of Urdu words as well as two corpuses of reviews as test-
beds. The possibility of affixing these SentiUnits to candidate tar-
gets represented by noun phrases ought to be considered. The cat-
egorization model can be broadened to accommodate noun phrase
recognition and the lexicon. The let-down where this model is con-
cerned is the lack of an appropriate means for the rating of modi-
fiers and negations.

Daud and Khan [28] proposed a bi-lingual sentiment analysis
system for Roman-Urdu to English sentiment analysis system by
a bilingual classifier to categorise Roman Urdu text. SentiStrength,
WordNet and a number of bilingual opinion words are used to gen-
erate bi-lingual sentiment lexicon. However, their system is lim-
ited to Roman-Urdu and there is no support to classify genuine
Urdu text.

The identification of opinion entities in Urdu texts can be
achieved through the utilization of sequence kernels. Mukund
et al. [55], made an effort to draw out opinion entities from Urdu
press releases. To secure the context, a variety of information levels
was encoded through the training of linear and sequence kernels.
The focus of this process is on two concerns: the recognition of
opinion entities (specifically opinion holders and targets) which
reveals the boundaries, and entity disambiguation which removes
the uncertainty pertaining to opinion holders and opinion targets.
The structure recommended falls short when it comes to the man-
agement of intricate and uncommon sentences. This circumstance
led to the churning out of an unacceptable volume of inaccuracies.
To counter this shortcoming, the generation of a stockpile compris-
ing adequate heuristic rules for the management of Urdu text
ought to be forthcoming.

Ali and Ijaz [9], compared the performance of Naïve Bayesian (NB)
and the Support Vector Machine (SVM) for the sentiment classifica-
tion of Urdu text. The result obtained was that SVM outperforms NB
regarding improved accuracy. Furthermore, normalised term fre-
quency providedmuch better results for feature selection concerning
simple term frequency. The major limitations are that the tokenisa-
tion is performed based on white spaces and punctuation marks.
However, there is a possibility that the writer may insert a space
between a single word like ‘‘ تروصبوخ ” (khoubsurat, beautiful), by
placing a white space between the word where the tokeniser will
tokenise the single word as two words ‘‘ بوخ ” and ‘‘ تروص ” which is
incorrect. Furthermore, the investigation of alternate areas for infor-
mation retrieval in the context of Urdu language is needed.

Rehman and Bajwa [66], proposed a lexicon-based sentiment
analysis framework for Urdu text by using existing lexicons previ-
ously created from an English dictionary. They revised previously
developed lexicons by filtering irrelevant words thereby achieving
an accuracy of 66%. However, the system has several disadvan-
tages, such as the lack of a proper scoring mechanism for senti-
ment words, and non-consideration of informal textual signals,
such as emoticons and slang.

Hashim and Khan [33], proposed a sentence level sentiment
analysis system for the Urdu language. Their system is based on
a lexicon driven technique with emphasis on adjectives and nouns
in each sentence. To conduct the experiments, they constructed
Urdu corpus and a sentiment lexicon. The major contribution of
their work includes the identification and application of nouns
and adjectives as sentiment carriers. They received an accuracy
of 86.8% as compared to the baseline methods. However, the study
contribution (Urdu corpus and sentiment lexicon) claim in their
work is not publicly available for academic use.

Almas and Ahmad [11], collaborated on the extraction of user’s
sentiments in financial news written in English, Arabic and Urdu.
They proposed a diverse set of signatures and patterns to detect
SentiUnits expressed by users within the financial news. For this
purpose, the notation of lexical resources is introduced, which

works in conjunction with the local grammar using different collo-
cational patterns. They received satisfactory results as compared to
the baseline methods. However, the experiments are not con-
ducted in cross domains, and also lack the classification of
domain-centric words.

While working on Urdu Sentiment Analysis, Afraz et al. [7],
extracted sentiment carriers, also called SentiUnits, for the identi-
fication and extraction of appraisal expression. They combined
polarity shifters with opinion terms, instead of considering only
individual sentiment terms. They received an average of 67.5%
accuracy on two datasets. However, it was found that adverbs
can also be considered as subjectivity carriers in Urdu; and further-
more, lexicon extension is required.

Bilal et al. [48] performed sentiment classification of Roman-
Urdu text using a supervised learning technique. For this purpose,
they applied three classifiers: NB, Decision tree and K-NN. The
results obtained showed that NB performed much better than
the other classifiers regarding different performance measures like
accuracy, precision, recall and the f-measure. However, supervised
classifiers need to be tested on large datasets for better results.

Mukhtar and Khan [52] in their work on Urdu sentiment anal-
ysis acquired 151 Urdu blogs from 14 different genres. Further-
more, they applied five supervised machine learning classifiers,
namely: PART, NB, Lib SVM, decision tree (J48), and K nearest
neighbour (KNN, IBK). It was observed that IBK performed better
than the other classifiers. However, better results can be obtained
by increasing the data size and introducing a concept-level para-
digm in the Urdu sentiment analysis. The pseudocode steps of their
system is presented in Algorithm 1.

Algorithm 1. Pseudocode of the System Proposed by Mukhtar and
Khan [52]

Input: set of Urdu reviews in stored in machine readable
format
Output: Urdu Reviews classified w.r.t sentiment classes
Sentiment Classes: [‘‘positive”, ‘‘negative”, ‘‘neutral”]
Classifiers: [ ‘‘NB”, ‘‘Lib SVM”, ‘‘Decision Tree(J48)”, ‘‘KNN”
‘‘IBK”
Begin

//Read dataset
1. While not (eof.dataset)

{
2. txt<=Read (Text)

3. Apply Pre-Processing (Tokenization/Stop Words Removal/
Punctuations) on txt

4. Split Dataset into Training/Testing by applying following
computation scheme

4.1 X_Train, Y_Train, X_Test, Y_Test = Split (txt,
test_size = 20%)

5. CreateCount_Vector (txt)

6. Applying Machine Learning Classifier
6.1 Model = classifier ()
6.2 Classification = Model: fit(X_Train, Y_Train)
6.3 Prediction = Classification: Prediction (x-text)

7. Computing performance report for accuracy, precision,
recall and f-score using confusion matrix
Return (sentiment class, performance-report)
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Abid et al. [2] proposed a supervised machine learning tech-
nique for performing Word Sense Disambiguation (WSD) in Urdu
Text using three classifiers, namely SVM, Decision tree and Naıve
Bayesian. They performed experiments on a dataset acquired from
national and international news websites obtaining an f-measure
of 0.71. However, the performance of the system could be
enhanced using an adaptive window size for ambiguous Urdu
words.

Mukhtar et al. [53] evaluated the performance of three super-
vised machine learning classifiers, namely: KNN, Lib SVM and J48
for the sentiment classification of Urdu text. The results obtained
show that KNN performs better than the others. However, the sys-
tem needs to be evaluated using different statistical measures like
the Kappa statistic and Root Mean Squared Error with increased
data size. Table 4 shows the semantic orientation of example sen-
tences along with English translation.

While working on sentiment analysis for Roman Urdu, Ghulam
et al. [32] proposed Deep Neural Long-Short Time Memory model
(LSTM) for sentiment analysis in Roman Urdu. The model is able
to solve the gradient attenuation problem and can capture infor-
mation of the long time intervals. Furthermore, the proposed
method can represent contextual information along with the
semantics of the word order. Experimental results show the effec-
tiveness of the model with respect to the existing Machine Learn-
ing (ML) methods and lexicon-based techniques. Table 4 presents
set of equations used in the LSTM model used for sentiment classi-
fication of Roman Urdu text [32]. In each cell of LSTM model, four
gates are used for performing computations: forget (ft), input(it),
candidate(c ~ t) and output(ot). Further detail of LSTM and other
deep learning models used for sentiment classification can be
found in different articles [72,34,29].

Sharf and Rahman [69] applied NLP techniques on Roman Urdu
datasets. After collection of Roman Urdu corpus, different prepro-
cessing steps like text normalization, tokenization, POS tagging,
identification of discourse elements, are applied. Finally, the Neural
Network model is applied for performing sentiment analysis in
Roman Urdu text by considering discourse elements. However,
their systems lack in performing domain centric word classifica-
tion, emotion, emotion, and slang classification, which play a vital
role in text classification.

Nargis and Jamil [60] presented a model for generating emotion
ontology for Roman Urdu text. by parsing the Roman Urdu. In the
next step, classification of emotion in six different categories based
on Ekman’s model is performed. However, there is a lack of consid-
ering context-aware features, which contribute significantly to
classifying emotions.

Sana et al. [68] in their work on emotion recognition from Urdu
business tweets, applied different supervised Machine Learning
techniques, namely Support Vector Classifier (SVC), Random Forest
(RF), NB and KNN for classifying the tweets with respect to differ-
ent Urdu emotions. Results obtained show that the proposed sys-
tem outperformed similar systems. Fig. 3 shows the main steps
of their approach.

3.3.3. Modifier management
Modifiers or polarity shifters perform a significant function in

the area of Urdu text sentiment categorization. They serve to ele-
vate or lower the sentiment intensity of opinion words. Some
examples of Urdu word modifiers are ‘ تہب ’ (bohat, very), ‘ ھچک ’
(kuch, some) and ‘ یئاہتنا ’ (intehai, extremely). In a sentence
structure such as ‘ ےہندمرگتہبجآ ’ (aaj bohat garam din hay, today
is very hot day), the word ‘ تہب ’ (bohat, very) represents a
modifier. It comes before the adjective ‘ مرگ ’ (garam, hot), and
elevates the sentiment intensity of the opinion word ‘ مرگ ’ (garam,
hot).

During their research on Urdu SA, Afraz et al. [5], acknowledged
the significant role of Urdu text modifiers. By extracting opinion
words from the input text, they succeeded in recognizing three
modifiers: the absolute modifier, the comparative modifier and
the superlative modifier. In comparison to baseline methods, their
SA approach yielded a higher degree of precision. However, the
deficiencies related to this approach have to do with the fact that

Fig. 3. Block diagram of the technique proposed by Sana et al. [68].

Table 4
List of LSTM equations used in Roman Urdu Sentiment Analysis [32].

ft ¼ r Wfxt þ Ufht � 1þ bfð Þ (2)
it ¼ r Wixt þ Uiht � 1þ bið Þ (3)
Ot ¼ r Woxt þ Uoht � 1þ boð ÞÞ (4)
C t ¼ s Wcxt þ Ucht � 1þ bcð Þ (5)
Ct ¼ ftoCt � 1þ itoC t (6)
ht ¼ Otos Ctð Þ (7)
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(a) only modifiers positioned on the right of opinion words are
taken into account, and (b) no appropriate means is in place for
the allocation of polarity ratings to the modifiers.

Afraz et al. [5] recommended an array of heuristic rules for
identifying the attendance and location of a modifier in a specific
sentence. For instance, in a sentence structure such as

‘ ںوہشوختہبےسلئابومیواوُہںیم ’ (maen huawei mobile is
bohatkushhon, I am very happy with Huawei mobile), the modifier
‘ تہب ’ (bohat, very) happens on the right of the opinion word ‘ شوخ ’
(kush, happy). This circumstance raises the sentiment intensity of
the opinion word as well as that of the whole sentence. Table 5
shows a partial list of +ive and –ive modifiers.

Mukhtar et al. [54] developed an intensifiers lexicon, containing
26 Urdu intensifiers. They formulated a set of rules to handle inten-
sifier, based on their presence in Urdu text and achieved better
accuracy (80.8%) while performing Urdu sentiment classification.
However, the system is deficient in terms of not handling such
enhancer modifiers, which are followed by a reducer modifier
and vice versa.

3.3.4. Negation handling
With the Urdu language, negation terms including ‘ ںیہن ’ (naheen,

nope), ‘ ہن ’ (na, no), ‘‘ تم ” (mat, don’t) regularly transfer the sentiment

word polarity in a sentence. For instance, sentence structures such
as ‘ ےہںیہنیھچاباتکہی ’ (yeh kitab achi naheen hay, this book is not
good) and ‘‘ ےہیھچاباتکہی ” (yeh kitab achi hay, this book is good)
come with dissimilar semantic orientations. While the former
holds -ive polarity, the negation term ‘ ںیہن ’ (naheen, nope)
transfers the opinion word’s polarity ‘ یھچا ’ (achi, good) from
positive to negative. The realization of an effective means for Urdu
sentiment prediction and rating is considerably dependent on the
proper management of negation terms.

During research on negation management for Urdu text, [4]
considered negation at phrase level by directing their attention
towards the negation effect within a phrase separately. Implicit
negations were not taken into account as the emphasis was
exclusively on explicit negations. In a sentence structure such as
‘‘ ےہںیہناربسابل ” (libas bura nhi hay, dress is not bad), the explicit
negation ‘ ںیہن ’ (naheen, not) shifts the polarity of the opinion
words to the converse extremity. However, this negation manage-
ment process lacks a means for allocating sentiment ratings to the
negation terms.

Explicit and implicit are the two forms of negation used in the
Urdu language [4].

Explicit negations occur clearly in a sentence. They can be
routinely identified through the detection of negation terms,
for instance, ‘ ںيہن ’ (naheen, not) [4]. In a sentence structure such
as ‘‘ ےہںیہنیھچاباتکہی ” (yeh kitab achi nahi hay, this book is not
good), for example, the negative effect is expressed through the
attendance of the explicit negative term ‘ ںيہن ’ (naheen, not).
Efforts aimed at the detection of explicit negations involve a con-
sultation of the array of rules drawn up in early research [4]. A
negation in a specific sentence that meets the requirements of
handcrafted heuristic rules is labelled an explicit negation. This
negation is then subjected to additional processing in the negation
rating module.

Similarly, the detection of implicit negations is carried out with
the help of handcrafted linguistic rules [4]. For example in sen-
tence: ‘‘ ےہاربمکرھگہی ” (yeh ghar kam bura hay, this house is less
bad)”, the implicit negation ‘‘ مک (kam, less)” is detected using
rule# N2 for further processing in the negation scoring module.
For Example, ‘‘ ےہاھچامکرھگہی ” (yeh ghar kam acha hay, this house
is less good). In this sentence, the implicit negation ‘‘ مک ” (kam,
less) occurs at the right side of the of the + ive adjective
(JJ+) ‘‘ اھچا ” (acha, good), therefore, overall polarity of sentence
becomes negative.

Table 6
Classification levels.

Table 5
Partial list of + ive (enhancers) and –ive (reducers) modifiers.
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Table 7
Overview of Selected Studies on Urdu Sentiment Classification.

Study no. Study Objective(s) Techniques Utilized Dataset(s) Result(s) Future work and Limitations

1 Asghar et al. [22] � Sentiment lexicon construction
for Urdu Language

� Bi-lingual dictionary
� English opinion words
� Sentiment scoring based sentiwordnet

Urdu websites 86% accuracy � Lexicon Extension.
� To add automatic system for sen-
timent scoring

2 Afraz et al. [6] Lexicon generation � extracting polarity lexicons from corpora Movies reviews 74% accuracy � lexicon lacks sentiment scores of
opinion words

� modifiers and their sentiment
scores are not addressed in
lexicon

3 Afraz et al. [7] � Text pre-processing
� Semantic orientation
� Sentiment analysis
� Lexicon generation

� Space insertion & space deletion.
� Diacritic omission.
� Word segmentation.
� Tokenization
� Document level classification
� Lexicon based sentiment analysis
� Lexicon based subjectivity analysis
� extracting polarity lexicons from corpora
� Automatic collection

Movies and electronic
appliances

82.5% � Adding more features that char-
acterize different sentence
constituents.

� No support for all types of nega-
tion handling

� No proper linguistic rules for
modifiers and negations

� A complete system, Lexicon based
sentiment classifier with support
of informal language constructs
such as slangs and emoticons

� Lack of domain-centric word
classification

4 Mukund et al. [59] � Text pre-processing
� Subjectivity classification

� Word segmentation.
� Tokenization
� Sentence level classification
� VSM

BBC Urdu
http://www.bbc.co.uk/
Urdu/

86.73% � Semantic level sentence analysis.
� VSM-based co-training measure
is highly dependent on contextual
information.

5 Afraz et al. [4] � Text preprocessing
� Subjectivity classification
� Sentiment classification

� Space insertion & space deletion.
� Document level classification
� Lexicon based subjectivity analysis

450 user reviews of movies Average of 69% f-
measure on all
corpus.

� Extension of annotated lexicon
� Noun phrases consideration
� No mechanism for handling
implicit negation

� No proper rules for handling
modifiers and negation

6 Durrani and
Hussain [30]

� Text pre-processing
� Urdu word segmentation

� Space insertion & space deletion.
� Diacritic omission
� Text normalization
� Tokenization
� Word boundary identification
� Lexicon look up technique.

Corpus of 1850 words 95.8% � affix merging
� Ranking of segmentation
� Unknown word handling

7 Naseem and
Hussain [61]

� Ranking spelling errors and error
correction

� Soundex and shapex algorithm Corpus of 1.7 million words. 94.6%. recall � Shapex can be used for Arabic
script based language

� sound and shape similarity is yet
needed to be enhance

8 Iqbal et al. [37] � Text Pre-processing
� Spell checking

� Reverse edit distance technique Two corpuses of 54,440 and
56,142
Words (Center For Research
In Urdu Language
Processing)

84% � Reverse edit distance algorithm
can be used in other languages.

� transposition errors need to be
revised

9 Afraz et al. [3] Adjective phrases as sentiment
carrier

� Space insertion & space deletion.
� Normalization
� Tokenization
� Word segmentation

Movies and electronic
appliances reviews

74% � Identification of noun phrases
� Lexicon extension is yet needed

10 Rajput [64] � Semantic annotation framework
� domain specific ontology
context keywords

online classifieds posted
� on the online Urdu newspapers

Avg. Precision:98.12Avg.
Recall:90.76

To handle
complex Urdu
Web documents

� Semantic annotation of Urdu
corpora

11 Daud and Khan
[28]

� Roman Urdu Opinion mining
� Word segmentation

� Space insertion & space deletion.
� Lexicon based

Corpus of user reviews on
mobile phones.

0.427F-measure � Semantic dictionary and word net
for noise detection
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Table 7 (continued)

Study no. Study Objective(s) Techniques Utilized Dataset(s) Result(s) Future work and Limitations

� Bilingual translation scheme � Lack of handling of Roman words
12 Mukund and

Srihari [57]
� Information extraction system for
Urdu

� Space insertion & space deletion.
� Diacritic omission
� Text normalization
� Manually annotated corpus

Urdu POS corpus Satisfactory result � agent-target identification
� Question opinion mining.

13 Mukund and
Srihari [56]

� Analyzing social media for senti-
ment analysis

� Space insertion & space deletion. Corpus of 705 sentences Satisfactory
results

� oracle can be improved to select
pivot features

14 Mukund and
Srihari [57]

� Name Entity tagging for Urdu � Space insertion & space deletion.
� Boot strap and CRF method

Corpus of BBC Urdu, daily
jang

Promising results � Sentiunits annotation.
� Lexicon Extension.

15 Ali and Ijaz [9] � Urdu text classification � Tokenization
� Normalization
� Stop words removal
� Affix based stemming
� Diacritic elimination
� Supervised learning

corpus of 19.3 million
words

93.34% � Explore other areas of informa-
tion retrieval in context of Urdu
language.

� Scheme for word tokenization is
needed is to be revised

16 Rehman and
Bajwa [66]

� lexicon-based sentiment analysis
framework for Urdu text

� Lexicon based News dataset 66% � Lack of scoring scheme
� Non-consideration of informal
textual clues (emoticons and
slangs)

� However, the system
17 Mukund et al. [55] � Identification and classification of

opinion entities
� Sentence level classification
� Lexicon based
� sequence Kernels

BBC 50.17% F-score � Heuristic rules for handling vary-
ing nature of Urdu text are
needed.

18 Malik et al. [39] � Statistical based POS tagger � N-gram Markov Model approach EMILLE Urdu corpus 95.0% accuracy � Hybrid approach and HMM
approach can be used for tagging
purpose

19 Anwar et al. [13] � Syntactic consideration of words
� Statistical based POS tagger

� Syntactic rulesN-gram Markov Model approach 20,000 word corpus
EMILLE Urdu corpus

Promising
results95.0%
accuracy

� Semantic role of words
� Hybrid approach and HMM
approach can be used for tagging
purpose

20 Hashim and Khan
[33]

� Lexicon based sentiment analysis � Sentence level
� Lexicon based sentiment analysis

Urdu news 86.8% accuracy � Lexicon extension by adding
synonyms

21 Ijaz and Hussain
[36]

� Urdu lexicon development from
corpus

� Corpus based Lexicon development Supports, news, finance,
consumer and personal
information

Improved results Lexicon extension is required by
adding synonyms

22 Afraz et al. [8] � Sentiment Analysis of a Morpho-
logically Rich Language

� Lexicon based sentiment analysis 2 data sets of User reviews 73% and 62%
precision on two
datasets

� Lexicon extension by adding
more POS.

� Modification in algorithm is
required to consider adverbs

23 Almas and Ahmad
[11]

� extracting ‘sentiments’ in finan-
cial news in English, Arabic &
Urdu

� collocational patterns Corpus of financial news Above 80%
accuracy

� Technique can be applied on dif-
ferent Domains

24 Hussain [35] � Resources for Urdu Language
Processing

� Corpus
� Uni-coding
� Lexicons are founded for language processing

– – � Licensing challenges for open dis-
tribution should be considered

25 Raza and Hussain
[65]

� Automatic Diacritization for Urdu � Statistical approach 250,000 words corpus 95.6% accuracy � Increasing the size of the corpus
can also increase accuracy

26 Lehal [45] � A Word Segmentation System for
Handling Space Omission Prob-
lem in Urdu Script

� Statistical modeling 1,613,991 words corpus 99.15% accuracy � Accuracy can be increased by
adding POS to statistical
modeling.

27 Javed et al. [38] � Urdu sentiment lexicon
construction

� Translation method 89,000 tweets Promising results Lexicon can be enriched by adding
grammatical rules and polarities to
homonyms

28 Bilal et al. [48] � Sentiment classification of
Roman-Urdu opinions

� Supervised Machine Learning

o Naıve Bayesian,

Blogs written in Roman
Urdu are extracted from
Urdu website (http://

Naıve Bayesian
performs better
than the Decision

� Supervised classifiers need to be
tested on large datasets for better
results

(continued on next page)
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3.3.5. Levels of sentiment classification
Urdu language SA can be carried out for various level. These

include words, sentences and documents [5,4,7,59,20]. The word
level of SA has to do with the categorization of single words in a
specified sentence (Table 6), while the sentence level of SA involves
a calculation for the sentiment category and rating of the whole
sentence [59,55,66].

The document level of SA entails the allocation of a polarity rat-
ing and category of the document in its entirety [5,4,7]. However,
the abovementioned investigations on the aspects of sentence
and document SA pay no heed to opinion words, modifiers, nega-
tions, emoticons and jargon. Table 5 provides an account of several
levels applied on Urdu sentiment categorization.

4. Comparison between various approaches

The substantial number of studies, varied kinds of datasets, and
wide array of approaches related to this subject render an accurate
comparison impractical. As such, we opted to analyse and assess
the various approaches for each class individually. This is por-
trayed in Table 7. The scrutiny of the approaches was directed at
their aims, modus operandi, datasets, outcomes, work in the pipe-
line and inadequacies.

4.1. Summary of several investigations

Efforts to enhance the effectiveness of Urdu SA are bogged
down by several stumbling blocks. Among them is the absence of
an available corpus, the non-existence of an accessible Urdu senti-
ment lexicon, the lack of proper informal language constructs
(emoticons, slang etc.) management, the non-availability of a
revised modifier and negation managing modules, as well as the
want for an appropriate means for domain-centric words catego-
rization. The following segment involves a discussion on several
Urdu SA open problems gleaned from related literature.

4.2. Open problems of Urdu SA

Urdu SA is mired in many shortcomings. Some of the most glar-
ing among them are:

The want for a gold-standard corpus: The fundamental prerequi-
site for all SA approaches is the availability of a machine readable
gold-standard corpus of user reviews. Regrettably, due to the fact
that almost all Urdu websites are generated in image layouts
rather than regular Urdu text fonts and encoding systems, such a
corpus is currently unavailable [36].

4.2.1. Scarcity of sentiment lexicons and lack of precision in opinion
word rating

A sentiment lexicon is an essential component for almost every
SA assignment. In contrast to lexicon-laden English language, Urdu
is a resource-deprived language and studies on the crafting of Urdu
sentiment lexicons have been few and far between. The manually
obtained Urdu sentiment lexicon (affixed as an additional item)
employed for this endeavour deals with almost all Urdu opinion
words together with their sentiment ratings. Nonetheless, it is
clear that more advanced Urdu sentiment lexicons are required
for the facilitation of more precise opinion word ratings.

4.2.2. Emoticon and slang stockpile
Informal language constructs, including emoticons and slang,

are frequently employed by social media users to get their mes-
sages across [19]. While English-based schemes are well-supplied
with lexical resources for emoticons and slang, the same cannot
be said for Urdu SA schemes. This conspicuous inadequacy stymiesTa
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efforts to analyse informal language in Urdu reviews. For
instance, the sentence structure ‘‘ ںوہشوختہبںیمجآ ” (aaj main
bohatkhushhoun ☺, today I am very happy ☺), comes with the
positive emoticon ‘‘☺”. Failure to categorize this emoticon in the
SA is likely to bring about inaccurate conclusions.

4.2.3. Management of modifiers and negations
Modifiers and negations are indispensable elements for text

processing regardless the language [4]. The fashioning of a high-
level Urdu SA system necessitates an effective means for the recog-
nition and categorization of modifiers as well as negations. While
investigations in the past [6,4], did analyse modifiers and negations
in Urdu texts, these efforts were deemed wanting in the context
of comprehensive linguistic rules usage. In the sentence structure
‘ ےہندمرگتہبجآ ’ (aajbohatgaram din hay, today is very hot day),
the word ‘ تہب ’ (bohat, very) is a modifier and comes before the
adjective ‘ مرگ ’ (garam, hot). This word modifier raises the
sentiment intensity of the opinion word ‘ مرگ ’ (garam, hot). The
attendance of the modifier word ‘ تہب ’ (bohat, very) also serves to
raise the sentiment intensity of the whole sentence. The realization
of an effective Urdu SA system calls for a more efficient handling of
modifiers and negations.

4.2.4. Categorisation of domain-centric words
While domain centric Urdu words belong to a certain sentiment

category of sentiment lexicons, their frequent occurrence in the
labelled corpus indicates a leaning towards the contrary sentiment
category. Other than Urdu, this dilemma is an issue for other lan-
guages as well [21]. Precise sentiment categorization for the Urdu
language is made problematic by the complications related to the
management of domain-centric words.

4.2.5. Categorization of slang
Slang can be defined as brief words put across by users during

online exchanges. They include chats, tweets, reviews and blogs.
While research the area of slang recognition for the English lan-
guage is deemed extensive [19,21], we are of the viewpoint that
similar efforts are non-existent when it comes to Urdu SA.

4.2.6. Categorization of emoticons
Emojis, smileys and winkies are among the emoticons used by

the online community during their communications. They come
in the form of numbers, letters and punctuation marks. Emoticons
are considered supporting expressions and their occurrence in a
sentence serves to convey a personal opinion [18]. Here again,
while studies on emoticon management have delivered advance-
ments for languages that include English, Turkish, Arabic, and Hindi
among others, Urduwith its depleted lexical resources has been left
behind. For instance, in the sentence ‘☺ ںوہشوختہبںیمجآ ’ (aaj main
bohatkhushhoun ☺, today I am very happy☺), if the positive emoti-
con ‘☺’ is not taken into account for sentiment categorization, the
results acquiredmay lack accuracy. As such, the effective sentiment
categorization of Urdu text necessitates an appropriate means for
the recognition and rating of emoticons.

5. Results and discussion

5.1. Answers to posed research questions

The systematic literature review considered 40 studies on
important dimensions of Urdu sentiment analysis. We found that
all the articles in this study exploited lexicon-based and corpus-
based approaches. Furthermore, one may observe that for conduct-
ing experiments most of the datasets and lexicons are crafted

manually. However, there is need to make such datasets and lexi-
cons available publically to be experimented in future works.

In response to RQ1, we have identified four major pre-
processing tasks (words segmentation, Text cleaning, POS Tagging,
Spell Checking & Correction), which assists in Urdu SA. Although,
pre-processing techniques required for Urdu SA, have been inves-
tigated in the recent past, however, there is a need to investigate
further, to enrich such methods to cope with social media driven
language issues, such as emoji’s and slang terms. Text Pre-
processing techniques for words segmentation, text cleaning, part
of speech tagging and spell checking & correction performed well
for selected corpus. However, there are certain limitations: (i) dia-
critics do not play a vital role in sentiment analysis, but some
words can be distinguished only by using diacritics which are very
helpful in context-aware sentiment analysis or anaphora resolu-
tion in Urdu text [5,30,58]; (ii) Lexicon-based Urdu spell checkers
yield low (i.e. poor) accuracy due to the insufficient coverage of
related words [61,37] ; (iii) existing pre-processing techniques lack
filtering of emoticons and slang terms, which can express an opin-
ion in text [18,21]. Authors [2,23] in their works on Urdu word
sense disambiguation reported that supervised and unsupervised
word sense disambiguation techniques can be applied to distin-
guish between two words. To improve the performance of Urdu
spell checkers, different online Urdu dictionaries can be linked
with sentiment analysis applications. Named Entity Recognition
(NER) is an important feature of any sentiment analysis system
for identifying and classifying the text into predefined entities,
such as cities, countries, individuals, locations and organisations.
Most of the existing Urdu SA systems cannot identify and classify
such named entities. For example,

‘‘ ےھجمنیقیںیھناتآناتسکاپیکاہمیٹیمیسلنئافتیجایگےہ ‘‘(mujhayyaqeen
naheen ata, lekin Pakistan semi-final jeet gia ha, I can’t believe
but, Pakistan Hockey Team won the semi-final), is classified
as –ve. The words ‘‘ ناتسکاپ ” (Pakistan), ‘‘ یکاہ ” (Hockey), and
‘‘ یمیسلنئاف ” (Semi-final) are the named entities [57,65]. There is a
need to develop a named entity recognition tagger that can distin-
guish between such words. The probability-based statistical tech-
nique can be an excellent choice for the development of efficient
named entity tagging [67].

We have identified important methods for creating lexical
resources (lexicon, corpus) required for Urdu SA in response to
RQ2. The existing techniques for lexicon and corpus creation have
several limitations: (i) entries in the existing Urdu lexicons are lim-
ited with no provision of sentiment scores of opinion words; (ii)
there is a lack of publicly available sentiment annotated corpus
for Urdu sentiment analysis [6], [50]; (iii) domain-specific words
play a vital role in the sentiment orientation of Urdu text. However,
these are ignored [52,21]. Therefore, Lexicon extension is required
by adding the synonyms of opinion words and by adding POS tags
to each entry [6]. Sentiment words can portray different meanings
if spoken or written in a different domain, so a lexicon should
include domains of such sentiment words. A machine-readable
sentiment dataset of user sentiments is therefore required, as all
the available datasets focus on the news domain which point
towards objective datasets. There must be a classification mecha-
nism for words which are not found in the lexicon. The creation
of correctly annotated Urdu corpus suitable for conducting senti-
ment analysis can be constructed from existing Urdu websites in
different domains, such as news, finance, politics, sports etc. by
using web crawling or bilingual translation methods.

In response to RQ3, we have identified different sentiment clas-
sification techniques required for Urdu SA, such as subjectivity
classification using opinion lexicons and semantic orientation
using lexicon-based and corpus-based methods. Different chal-
lenges are identified as: (i) Urdu sentiment analysis algorithms
based on the supervised learning and unsupervised techniques
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have more domain dependency, and performance of such algo-
rithms across multiple domains is yet to be verified [52,48] ; (ii)
lexicon-based subjectivity analysis is not entirely suited to distin-
guish subjective sentences from objective sentences as the lexicons
do not cover all the sentiment words [58]; (iii) there is no proper
mechanism for the detection and scoring of diverse types of nega-
tions and modifiers, as modifiers and negations alter the sentiment
score and sentiment classes [4]; (iv) an emoticon can express an
opinion in text. However, to the best of our knowledge, no work
has been performed on the sentiment classification concerning
emoticon analysis and scoring [18,21]; (v) slang terms are fre-
quently used in user-generated reviews on social networking sites
[21], however, these are not considered in Urdu sentiment analy-
sis; (vi) most of the existing Urdu sentiment analysis systems work
at the sentence level, not providing overall classification and scor-
ing of the entire document [52,48]; (vii) Urdu sentiment analysis
with deep learning paradigm is yet to explored [52]; and (viii) Fur-
thermore, domain-specific sentiment analysis in Urdu has not been
investigated [24]. The aforementioned issues can be addressed by
following suggestions identifed from litrature: (i) the hybrid classi-
fication approach at the sentence-level, using different classifiers,
such as the Slang Classifier Emoticon Classifier, OpinionWord Clas-
sifier, Modifier and Negation Classifier and Domain-Centric Classi-
fier in a stepwise mode, can be investigated to classify the Urdu
reviews more thoroughly and accurately [21]; (ii) A corpus-based
subjectivity detection is also an excellent option for researchers,
where heuristic rules for subjectivity analysis can be used. Sense
tagged word lists are also prime candidates for subjectivity classi-
fication [58]; (iii) Different heuristic rules can be introduced to
detect the presence of modifiers and negations for efficient senti-
ment classification of Urdu text [5]; (iv) the acquisition, detection
and classification of Emoticons in Urdu sentiment analysis can be
performed using techniques proposed and applied on English text
[17]; (v) the acquisition, detection and classification of slang in
Urdu sentiment analysis can be performed using techniques pro-
posed and applied on English text [21]; (vi) an integrated frame-
work is required that can classify Urdu text at levels, such as a
sentence, and document. Such frameworks have already been
implemented in other languages [17]; (vii) Ontology-based con-
cept level sentiment analysis for Urdu text can be investigated
for accomplishing deep learning tasks [64]; and (viii) Domain-
specific words can be incorporated for efficient sentiment classifi-
cation by applying different statistical techniques [21].

5.2. Qualitative and quantitative evaluation

In previous sections, we have presented different Urdu senti-
ment analysis techniques. To develop practical applications, there

is a need to choose the technique with the best performance. How-
ever, due to different factors, it becomes difficult to perform a
direct comparison between reported techniques. Firstly, such sys-
tems are tested on varying datasets, which makes the comparison
difficult. Furthermore, the contributing authors present the meth-
ods at an abstract level with lack of sufficient detail in their arti-
cles, which may make them impracticable for the future
researchers.

Keeping in view the aforementioned issues, we used two data-
sets to implement the techniques described in the reported arti-
cles. During implementation, we tried our best to follow the
experimental setup and protocol as mentioned in the articles;
however, in certain cases due to limited explanations and lack of
sufficient detail, we had to omit such sections of the methodology
or had to assume what the authors intended. For example, Ghulam
et al. [32] reported that they implemented the LSTMmodel for sen-
timent analysis in Roman Urdu, but they did not provide the detail
of parameters settings and feature selection, which may not be
similar to that of authors. Furthermore, they did not specify the
tools for the implementation of their technique, we used Anaconda
framework with Python.

In addition to the aforementioned simple and uniform imple-
mentation, we also performed a qualitative comparison of the
techniques. It is observed that comparative study of techniques
on one or more common datasets may not be a fair comparison
to the techniques designed for a specialized domain. For example,
Sana et al. [68] developed a system for Urdu emotion classification
in electronics and sports domain, whereas, it yielded poor perfor-
mance in our implementation due to use of other datasets, namely
books and drug.

We performed a quantitative evaluation of the different Urdu
sentiment analysis systems on two state-of-the-art datasets
acquired from [22] which contain positive and negative reviews
about books and drugs. We implemented existing techniques using
Anaconda based Jupyter notebook [12]. Table 8 shows both
reported accuracy of each study as well as the accuracy obtained
on account of implementation of the technique on the two datasets
in our experiments. Results depict that there is a difference
between the reported accuracy and the accuracy obtained in our
experiments. This gap is mainly due to lack of implementation
detail of the reported studies, which did not assist in reproducing
the exact implementation of the reviewed articles.

In a few cases, results in our experiments deviate from the
reported results due to the use of different datasets, parameter set-
tings, and tools. For example, in contrast to Bilal et al. [48] reported
accuracy (86%), we obtained 64% accuracy; Ali and Ijaz [9] reported
93% accuracy, but our experiments yielded 71%. These differences
between reported and experimental accuracies were due to use

Table 8
Quantitative Comparison of Urdu Sentiment Analysis Approaches.

Study Objective & Technique Performance Reported (Accuracy %) Performance in our experiments (Accuracy %)

Book Review Dataset Drug Reviews Dataset

Sana et al. [68] Machine Learning
Emotion Recognition from Urdu Text

75% 72% 71%

Asghar et al. [22] Lexicon-based 82% 72% 69%
Mukhtar and Khan [52] Machine Learning 84% 66% 68%
Mukhtar et al. [53] Machine Learning 87% 71% 67%
Rehman and Bajwa [66] Lexicon-based 66% 53% 51%
Mukhtar et al. [54] Rule-based 67% 54% 61%
Ghulam et al. [32] SA in Roman Urdu

Using Deep Learning Neural Network (LSTM)
95% 79% 75%

Sharf and Rahman [69] NLP techniques for Roman Urdu text processing 81% 59.09% 62.13%
Bilal et al. [48] Supervised Machine Learning

SA in Roman Urdu
79% 64% 61%

Ali and Ijaz [9] Supervised Machine Learning
Urdu SA

93% 71% 68%
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of different datasets used by researchers. For example, Rehman and
Bajwa [66] used news dataset, while we conducted experiments on
Book and Drug reviews; Mukhtar et al. [53] used seven different
datasets, while we used only two datasets.

Additionally, we used different lexical resources. For example,
Rehman and Bajwa [66] used a limited Urdu polarity lexicon, and
Sana et al. [68] used an annotated corpus of Urdu tweets, while
we used Urdu sentiment lexicon proposed by Asghar et al. [22].
Few of the aforementioned techniques were developed for senti-
ment analysis in Roman Urdu. For example, Ghulam et al. [32]
applied a neural network model for sentiment analysis in Roman
Urdu. We used two datasets in the Urdu language for implement-
ing the neural network model, and to evaluate the performance of
the system. Experimental results of our implementation suggest
that deep learning model, namely LSTM performed better than
other approaches and it is recommended that in future, investiga-
tion of different deep learning models for Urdu sentiment analysis
could bring more promising results.

5.3. Trends in Urdu sentiment analysis

A catalogue of papers in a column chart together with the year
they were published can be observed in Figs. 4–6. Our attention
was drawn to the fact that most papers on Urdu SA are related to
sentiment categorization, followed by text processing procedures,
and last on the list is the development of lexical resources.

For the most part, investigations on Urdu SA are directed
towards sentiment classification and text processing. Figs. 7–9
makes clear that while news datasets are widely harnessed for
the structuring of text-processing and sentiment categorization

Fig. 4. The number of articles according to year of publication with respect to text
pre-processing.

Fig. 5. The number of articles according to year of publication with respect to lexical resources.

Fig. 6. The number of articles according to year of publication with respect to
sentiment classification.

Fig. 7. Data sets used in the development of pre-processing modules of Urdu SA
systems.
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units, tweet datasets are least employed as a source for data during
experiments related to Urdu SA schemes. This situation is attribu-
ted to the fact that almost all dialogue in tweet datasets occur in
Roman Urdu rather than in unmodified Urdu language fonts.

6. Conclusions

Urdu sentiment analysis applications are rapidly gaining the
attention of individuals and organisations to obtain much-needed
feedback regarding products, policies, and events. Our aim in this
survey was to focus on state-of-the-art techniques used for text
pre-processing, lexical resources and sentiment classification of
Urdu text.

In this survey, we investigated an emanate problem of senti-
ment analysis in Urdu language and discussed three important
modules namely (i) preprocessing, (ii) lexical resources, and (iii)
sentiment classification, required for developing sentiment-based
applications. We investigated e different approaches for
developing Urdu-based SA applications, with emphasis on the
aforementioned modules. We propose guidelines for future
work to acknowledge and incorporate the following key points:
(i) To increase the accuracy of sentiment classification,
Urdu idioms and proverbs need to be addressed correctly, e.g.
‘‘ انوھدھتاہںیماگنگیتہب ‘‘(Behti Ganga main Hath dhona, to use the
available opportunity); (ii) Most of the reviews posted on social
media sites are written in Roman Urdu text. Therefore, this
requires thorough investigation using supervised, unsupervised
and hybrid classification schemes; (iii) Word sense disambiguation
is a least addressed area in Urdu text processing, needing further
attention. (iv)Emotion detection and classification in Urdu text is
to be acknowledged as a challenging task; (v) Concept level senti-

ment analysis in Urdu is to be acknowledged as a challenge, (vi)
Different machine learning and deep learning techniques need to
be investigated for Urdu sentiment analysis.

1https://github.com/stopwords-iso/stopwords-ur
2http://www.nltk.org/
3http://182.180.102.251:8080/tag/
4http://defence.pk/threads/urdu-hindi-slang-words-and-

phrases.78893/
5http://www.pakpassion.net/ppforum/showthread.php?

208726-Favorite-Urdu-slang-words!
6http://www.paklinks.com/gs/gupshup-cafe-and-formerly-gen-

eral-forum-/372223-urdu-slang terms.html
7http://www.shiachat.com/forum/topic/234987354-urdu-

slang-and-phrases/
8http://nation.com.pk/entertainment/21-Dec-2015/10-com-

mon-slang-phrases-that-pakistanis-use
7http://kt.ijs.si/data/Emoji_sentiment_ranking
8http://emojipedia.org/.
9http://emotion-research.net/projects/humaine/earl/proposal
10http://www.urduenglishdictionary.org/
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All procedures followed were in accordance with the ethical
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