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Abstract  

Sentiment Analysis is achieved by using Natural Language Processing (NLP) techniques and finds wide applications in analyzing 
social media content to determine people’s opinions, attitudes, and emotions toward entities, individuals, issues, events, or topics. 
The accuracy of sentiment analysis depends on automatic Part-of-Speech (PoS) tagging which is required to label words according 
to grammatical categories. The challenge of analyzing the Arabic language has found considerable research interest, but now the 
challenge is amplified with the addition of social media dialects. While numerous morphological analyzers and PoS taggers were 
proposed for Modern Standard Arabic (MSA), we are now witnessing an increased interest in applying those techniques to the 
Arabic dialect that is prominent in social media. Indeed, social media texts (e.g. posts, comments, and replies) differ significantly 
from MSA texts in terms of vocabulary and grammatical structure. Such differences call for reviewing the PoS tagging methods 
to adapt social media texts. Furthermore, the lack of sufficiently large and diverse social media text corpora constitutes one of the 
reasons that automatic PoS tagging of social media content has been rarely studied. In this paper, we address those limitations by 
proposing a novel Arabic social media text corpus that is enriched with complete PoS information, including tags, lemmas, and 
synonyms. The proposed corpus constitutes the largest manually annotated Arabic corpus to date, with more than 5 million tokens, 
238,600 MSA texts, and words from Arabic social media dialect, collected from 65,000 online users’ accounts. Furthermore, our 
proposed corpus was used to train a custom Long Short-Term Memory deep learning model and showed excellent performance in 
terms of sentiment classification accuracy and F1-score. The obtained results demonstrate that the use of a diverse corpus that is 
enriched with PoS information significantly enhances the performance of social media analysis techniques and opens the door for 
advanced features such as opinion mining and emotion intelligence.  
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 1  Introduction  

Due to its morphological richness and complexity, the Arabic language presents a challenge when it comes to Part 
of Speech (PoS) Tagging. In simple terms, PoS Tagging is a process of labeling the different words in a sentence 
according to their grammatical categories like adjective, article, noun, or verb. Though the definition is simple, it has 
wide applications, including sentiment analysis and word sense disambiguation, among many others. Very early on, 
Habash and Rambow demonstrated the fact that Arabic morphology is indeed incredibly complicated [1]. Their 
research states that if Arabic was to be morphologically analyzed based on features such as primary partof-speech 
(noun, verb, or adjective), voice, gender, number, or clitics details, there would be around 333,000 morphological 
tags with only 2,200 of which are currently found in the Penn Arabic Treebank's (ATB) first 280,000 words. Whereas 
if the same was done to the English language, it would only have morphological tag-sets of roughly 50 tags for all 
morphological variations. Kübler and Mohamed also affirmed that the language's morphological complexity may 
imply difficulties for Arabic PoS Tagging, since root words may refer to thousands of different word, which in turn 
may contribute to problems related to data scattering [2]. Furthermore, since Arabic words are complex, the PoS tags 
containing morphological information may refer to segments instead of whole words.   

Research by Hadni, Lachkar, Meknassi, and Ouatik [3] presented the three approaches typically used for part of 
speech tagging, namely: (1) The rule-based approach; (2) The statistical approach; and (3) The hybrid approach. The 
rule-based approach involves establishing a set of knowledge-based rules created by linguists to determine how and 
where to designate POS tags specifically. The statistical approach requires building an adaptable model and 
calculating its parameters using the previously-tagged collection of texts. Once this is completed, previously 
established patterns are used to decide the tagger for certain texts. In general, efficient statistical taggers are primarily 
identified based on Hidden Markov Models (HMM). Lastly, the hybrid approach consists of integrating the rule-
based approach with the statistical one. The latter is being used by most of the PoS Taggers lately, as better results 
are observed. The integration of PoS Tagging and Neural Networks is also finding its place among researchers. The 
concept of Neural Networks or Artificial Neural Networks (ANN) is defined as a machine learning approach that 
allows the processing of training data so that the computer learns a new function. Its learning is quite a long and 
complex process as the idea is based on the biological neural networks made up of nerve cells that naturally process 
information in most living organisms. The learning in these neural networks starts with the training data or the input 
layer that is then processed through many different hidden layers generating a weight represented by a number as it 
passes each one. As the weights pass through each subsequent layer, they are calculated in various and intricate ways 
until the output is derived. Throughout the training period, the weights are continually tested and adjusted until the 
training data that belongs to the same category produces similar results [4]. Though challenging, the usage of neural 
networks increases by the day because the applications are invaluable, especially with the increased use of the Arabic 
language in social media.   

Sentiment analysis techniques extract sentiments associated with specific subjects from an online document. 
Analysis of opinions is a task requiring a deep understanding of the textual context, domain knowledge, and linguistics 
[5]. Most Natural Language Processing (NLP) methods used for sentiment analysis require an accurate Part-of-Speech 
(PoS) tag information for a given text. This information is provided by automatic PoS tagging. While morphological 
analyzers and PoS taggers for the Arabic language were proposed [6], those existing solutions do not support Dialect 
Arabic texts, such as the ones found on social media. Indeed, Arabic social media content is predominantly expressed 
in Dialect Arabic, which differs from Modern Standard Arabic (MSA) in its vocabulary, semantics, and grammatical 
structure. Those fundamental differences require the adaptation of PoS tagging methods to the nature of social media 
texts. In addition, the lack of social media text corpora that are large enough to train a tagging model contributes to 
the fact that automatic PoS tagging of social media texts has been rarely studied.  
Indeed, existing corpora contain MSA terms that were extracted from newspapers’ content.   

Enabling the automatic analysis of social media content to extract sentiment and opinion intelligence is of great 
importance to governments and businesses. While, businesses are interested in learning about the people’s opinions 
of their brands, their products, and their reputation, they are also interested in early recognition of new trends (e.g. 
fashion, sports, and wellness trends). This information can be used to refine product offerings and gain a competitive 
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reasons that automatic PoS tagging of social media content has been rarely studied. In this paper, we address those limitations by 
proposing a novel Arabic social media text corpus that is enriched with complete PoS information, including tags, lemmas, and 
synonyms. The proposed corpus constitutes the largest manually annotated Arabic corpus to date, with more than 5 million tokens, 
238,600 MSA texts, and words from Arabic social media dialect, collected from 65,000 online users’ accounts. Furthermore, our 
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terms of sentiment classification accuracy and F1-score. The obtained results demonstrate that the use of a diverse corpus that is 
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edge in the market. On the other hand, governments monitor public opinion to understand prevalent views about the 
current policies and events, as well as identify extreme views and trends in public views that may represent 
problematic situations. For instance, a negative public opinion that keeps building up about a certain topic/situation 
over some time may lead to riots and civic disorder. To the best of our knowledge, there exists no standard method 
for the annotation and PoS tagging of Arabic social media texts in an accurate manner. In this work, we address this 
challenge by: 1) Proposing a novel Arabic social media text corpus containing more than 5 million annotated tokens 
and 238,600 MSA and Dialect Arabic words collected from online content; 2) Defining custom annotation rules that 
are suitable for social media text characteristics; and 3) Proposing a deep learning approach for sentiment analysis 
that demonstrates the value of PoS tagging in enabling the achievement of superior sentiment classification accuracy.   

The rest of the paper is organized as follows, in Section 2, the related work is discussed. This is followed by a 
presentation of our system architecture in Section 3, and a discussion of our corpus development and experimental 
results in Section 4. Finally, we conclude in Section 5.  

2  Related Work  

Part of Speech Tagging is the process of labeling or tagging a word in a body of text (or corpus) according to its 
corresponding part of speech. A particular word may be tagged as a noun or a verb, but in some cases, a word may 
hold another meaning contextually and, therefore, be tagged differently. In this section, we discuss some of the 
relevant works concerning Arabic PoS tagging.  

2.1  Arabic Language PoS Tagging  

PoS Tagging can be complicated for languages other than English, especially those with different scripts and 
intricate grammar rules, such as the Arabic language. Addressing this challenge, several academics have taken up the 
Arabic language as a subject for researches on PoS Tagging.  

Demonstrating a few of the earliest Arabic part-of-speech tagger results was how the APT tagger came into 
existence, marking the start of Arabic PoS Tagging development [7]. The challenges posed by the development in 
Arabic PoS taggers were defined when developing Brill's "rule-based" approach for Arabic PoS [8]. In its early stages, 
an architecture was developed for a Web-based Arabic tagger [9]. A supervised learning algorithm, Support Vector 
Machines (SVM), attained a 95.49% accuracy [10]. Similarly, another SVM-based algorithm was developed, in which 
it uses the Viterbi algorithm in decoding [1]. A reliability of 97% was accomplished for modern standard Arabic with 
HMM (Hidden Markov Model) PoS tagging for Arabic [11]. Whereas, when assessed on Egyptian Colloquial Arabic 
and the Levantine Arabic, it only achieved an accuracy of 69.83% [12] (Duh and Kirchhoff, 2005). Earlier on, the 
utilization of memory-based learning was investigated for morphological study and PoS tagging in written Arabic 
[13]. In addition to this, tagging Arabic words through an integration of rule-based methods on machine learning 
techniques was also explored [14]. A PoS tagging method was developed and implemented through the incorporation 
of a multi-agent architecture for vowel-marked Arabic texts [15]. The precision of the Arabic Morphosyntactic Tagger 
(AMT), which utilizes both pattern-based, and lexical and contextual methods, was identified to be 91% [16]. A 
research on PoS Tagger for Arabic Text [17] has included a summary of Arabic PoS Tagger development throughout 
the years.  

As is evident by the current literature, the development of Arabic PoS taggers has come a long way, with each new 
tagger being more effective and more elaborate than the previous one.  

2.2  Neural Networks based PoS Tagging  

Using Neural Networks to build and improve the performance of PoS tagging is a relatively new and an area that 
is not well investigated. Research by Zheng explored the use of deep learning for Chinese word segmentation and 
PoS tagging [18]. In this work, neural networks were trained with a perceptron-style algorithm (PSA). PSA-based 
neural networks are simple to execute and have an advantage in terms of speed over the maximum likelihood scheme, 
and the lower chance for mal-performance. The use of such neural network resulted in character representations for 
large unlabelled corpus and achieved an advanced output [18].   

Abumalloh et. Al., [19] presented an approach for an Arabic PoS tagger, based on neural network modelling. As 
they concluded their research, they stated that Artificial Neural Networks (ANNs) have been widely recognized in 
recent years as common models, especially in the field of computational linguistics. One of the many advantages this 
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technique offers is that it is useful in cases when the linguistic and grammar laws of a language are not understood 
due to the complexity of the language itself. Therefore, to gather knowledge, ANNs must be initially trained to learn 
so that expected or consistent outcomes are obtained for the given input data. The weights of the neuronal connections 
preserve the information acquired by this method. The ANN sequentially presents the patterns taken from the training 
vectors, and the weights and then be modified to "remember" the information represented by those vectors. Every 
input vector included in the training set is usually presented more than one time. This is done in order to generate 
desired results as the training algorithm must evaluate the convergence of the weights to those values. After training, 
the ANN became the developed PoS Tagger for the Arabic language. The authors of this work concluded that they 
were able to obtain encouraging results, and this may therefore bring more opportunities for others to explore this 
area for future projects.  

The studies discussed above have all expressed that PoS tagging based on neural networks have turned out to be 
extremely effective and have shown promising results. Our aim is to build on those results and build a PoS-enriched 
sentiment analyser that suits the characteristics of the Arabic language utilized in social media fora.   

3  System Architecture  

In order to build a performant sentiment analyzer for Arabic social media content, we follow five main steps, as 
depicted in Fig 1. The first step consists in the extraction of social media posts to build the needed dataset for our 
framework. Once collected, the data passes through a pre-processing and cleaning phase to remove unwanted symbols 
and tokens, then prepared to be used for training our Long short-term memory (LSTM) deep learning model. After 
training the model with different hyper-parameters, we select the configuration yielding the highest F1 score and use 
it to classify the sentiments of social media posts. In the coming sub-sections, we discuss in more details the pre-
processing stages and the design of the LSTM model employed. 

 

 
Fig.1. Part of Speech Tagging and Sentiment Analysis Framework  

3.1  Data Processing and Cleansing  

In this phase, we clean the social media posts to remove noise and unwanted symbols. The goal of this phase is to 
maximize the number of words whose embedding can be determined in the pre-trained word embedding model. 

 

 
 Fig.2. Social media data cleaning and pre-processing  

 
As depicted in Fig 2, the steps we follow for cleaning the Arabic comments are as follows:  

• Removing the dates, time, numbers (English and Arabic), URLs, and special symbols such as @ (mention 
symbol).  

• Replacing emoticons encountered in the comments with their emojis.  
• Removing the stop words – with the list of stop words encompassing MSA and Dialect Arabic, for example ( يز  

like), ( هد  this), and) ىتح  until).  
• Normalizing the words and removing unwanted punctuation marks and symbols.  
• Removing elongation and using a single occurrence instead.  

In relation to step 2, since the word embedding model does not contain representation for emoticons, we developed 
a mapping between known emoticons to their corresponding emojis. This way we do not lose the sentiment expressed 
by those emoticons. Emojis are tokenized by placing spaces between them, so that every emoji is looked-up on its 
own in the word embedding model. This helps when a group of emojis, with no spaces in between, appear in a 
comment while this combination might not have a corresponding word embedding. 
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edge in the market. On the other hand, governments monitor public opinion to understand prevalent views about the 
current policies and events, as well as identify extreme views and trends in public views that may represent 
problematic situations. For instance, a negative public opinion that keeps building up about a certain topic/situation 
over some time may lead to riots and civic disorder. To the best of our knowledge, there exists no standard method 
for the annotation and PoS tagging of Arabic social media texts in an accurate manner. In this work, we address this 
challenge by: 1) Proposing a novel Arabic social media text corpus containing more than 5 million annotated tokens 
and 238,600 MSA and Dialect Arabic words collected from online content; 2) Defining custom annotation rules that 
are suitable for social media text characteristics; and 3) Proposing a deep learning approach for sentiment analysis 
that demonstrates the value of PoS tagging in enabling the achievement of superior sentiment classification accuracy.   

The rest of the paper is organized as follows, in Section 2, the related work is discussed. This is followed by a 
presentation of our system architecture in Section 3, and a discussion of our corpus development and experimental 
results in Section 4. Finally, we conclude in Section 5.  
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Abumalloh et. Al., [19] presented an approach for an Arabic PoS tagger, based on neural network modelling. As 
they concluded their research, they stated that Artificial Neural Networks (ANNs) have been widely recognized in 
recent years as common models, especially in the field of computational linguistics. One of the many advantages this 
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3.2 Data Preparation  

In order to prepare the data to be used for training our machine learning model, two operations are conducted:  
1. Post Representation: Each social media post consists of a set of words that has variable lengths. In the data 
preparation phase, we replace each word in the comment by its corresponding word embedding from a pre-trained 
distributed word representation. We use the AraVec [20] word embedding. Each comment is represented as a 2D 
vector of dimension 𝑛𝑛	𝑥𝑥	𝑑𝑑, where n is the number of words in the comment and d is the dimensional length of the 
word’s vector representation. We use the AraVec skip gram model of dimension 300, i.e., 𝑑𝑑 = 300, to ensure that all 
the comments are of the same fixed size, by padding each comments representation by zeros. This way each comment 
will be of size	𝑛𝑛	𝑥𝑥	𝑑𝑑. 
2. Handling dialect words’ embedding: During the substitution of words in the comments by its vector 
representations, some words may not have a corresponding word embedding. There are different ways to handle these 
words, either by initializing their vectors with random values and considering them as dialect words (a special words) 
or by considering them as unknown words with no meaning which are then removed.  

3.3  Long Short-Term Memory (LSTM) Model  

To enable the accurate classification of sentiments in social media texts, we relied on a LSTM machine learning 
model, which was configured to the problem at hand. LSTM is a special kind of Recurrent Neural Network (RNN), 
capable of learning long-term dependencies [21]. LSTMs are explicitly designed to avoid the long-term dependency 
problem that was encountered with the standard RNN. A bidirectional-LSTM remembers the context of the previous 
words and the next words context [22].   

  
Fig 3: Simplified representation of our LSTM deep learning model for sentiment analysis  

As depicted in Fig 3, in our deep learning model, the words vector representation of each social media comment 
is first passed to each of the LSTMs (forward and backward), both with hidden layer size h. The final output of each 
LSTM is concatenated to yield a vector of length 2h. This vector is then passed to a fully connected layer with 
Rectified Linear Unit (ReLU) activation function. A dropout layer is placed after the LSTM layer and another dropout 
layer is placed after the fully connected layer. Finally, a softmax layer is added to classify the comments’ according 
to the sentiment class as illustrated in 3. We performed many hyper-parameters tuning experiments to select the best 
LSTM model. The selected model is the one achieving the highest F1-score among the tested models.  

4  Corpus Development and Experimental Results   

One of the key contributions of this work consists in the development of a new corpus for Arabic social media 
text analysis that is enriched with PoS information and was used for the training of our deep learning model. We now 
describe the process of development of this corpus and its unique features, before presenting the experimental results 
obtained. 
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4.1 Arabic Social Media Text Corpus Enriched with PoS Information  

In this work, we focused on the sentiment analysis of movie reviews, and developed two corpora for training 
purposes:  
• Stage 1 – WebCom: In the first stage, we developed WebCom, a newspaper text corpus that contains web 
comments collected from ida2at.com1 – a popular Arabic website treating topics related to Arabic art and literature. 
The corpus contains MSA web texts and comments written by 56 film reviewers and critics. Comments about 50 
movies were collected as raw data, and a subset was selected for manual PoS annotation. The selection of comments 
is carried out randomly from different users according to their posting frequencies. Each token is annotated with 
validated PoS tags. Four different types of social media texts were represented, namely: 1) Instagram comments; 2) 
YouTube comments; 3) Tweets; and 4) Facebook comments.  
• Stage 2 – WebTrain: In the second stage, we developed WebTrain – a social media-based corpus. The corpus 
was developed using comments from 65,550 users on social media. The selection of comments was conducted 
randomly from different users based on their posting frequencies, to obtain a corpus where different types of 
sentiments were represented. Furthermore, each token was manually annotated with validated PoS tags and 
synonyms, as mean to obtain a customized tagger for social media texts. The resulting corpus contains complete PoS 
information in the form of manually validate PoS tags, lemmas, and Arabic synonyms based on the WordNet [23]. 
To the best of our knowledge, WebTrain is currently the largest Arabic text corpus enriched with PoS information.  
Further statistical corpus information is given in Table 1.  

Table 1: Statistical information of developed corpus  
   WebCom  WebTrain  Total  

#Comments  520  330,235  330,755  
#Tokens  45,730  5,080,896  5,126,626  
#Words  8,600  230,000  238,600  
#users  56  65,550  65,606  

 
In order to provide a sufficiently large training dataset for our deep learning model, we combined WebTrain with 

the WebCom newspaper text corpus. This combination represents the largest manually annotated Arabic corpus, 
including more than 5 million tokens, 238 thousand words, 330 thousand comments and data collected from 65 
thousand users. As for the test dataset, it consisted of 12,519 collected comments and reviews of three popular  
Arabic movies, namely: “ سولفلا ’money”, “Les Baghdad دادغب صل  " ,and  “ اكنلابازاك   Casablanca " . An example of a test 
comment along with its PoS information is shown in Fig 4 and Table 2.  

  

 
Fig 4. Sample test social media comment  

 

Table 2: Analysis of sample social media comment  
Word  Synonym  PoS  lemmas  Meaning  

  Really دج   Noun  لاعف  دجب  ا
  Movie ملف   Noun ملیف  ملف 

  Its لكش   Noun حضاولا نم  ولكش 
  It is clear, Obviously رجف   Adjective عئار  رجاف 
  Work لغش   Noun لمع  لغش 
  High يلاع   Adjective عفترم  يلاع 
  Great خشف   Adjective میظع  خشف 

  Used to do دوع   Noun دوعتم  اندوعم 
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4.2 Experimental Results  

In order to obtain the optimal configuration for our LSTM model, we varied each hyper-parameter value and 
calculated the accuracy and F1-score. Table 3 presents the optimal configuration obtained for our model. 

Table 3: Optimal LSTM model parameters  
Hyper-parameter   Value  
LSTM hidden state dimension   200  
Number of units in fully connected layer   30  
Dropout rate  0.2  
Learning rate   0.001  
Number of epochs  10  
Batch Size  50  

 
To determine the performance of our system in relation to sentiment analysis, we conducted three main 

experiments. In the first experiment, we used our MSA newspaper text corpus (WebCom) as training dataset for our 
model and calculated the sentiment classification accuracy and F1-score for three sentiment categories (positive, 
negative, and neutral) when applied to our test dataset. The average classification accuracy obtained in this case was 
low (34.2%) due to the fact that our test dataset contained mainly Dialect Arabic text, which cannot be tagged and 
classified accurately by an MSA classifier and PoS tagger. In the second experiment, we trained our model on our 
social media text corpus (WebTrain), without including PoS information in the training corpus. The results obtained 
improved significantly when compared to the first experiment, reaching an accuracy of 63.78%. This improvement 
in performance is since the WebTrain dataset contained Dialect Arabic text, and thus was able to classify most of the 
test dataset text. In the third experiment, we combined the WebCom and the WebTrain datasets and included PoS 
information for Dialect Arabic as enrichment to the corpus used as training dataset. The results obtained were 
significantly higher than the previous two experiments, reaching an average accuracy of 89.31%. This improvement 
in performance is due to the richness of the corpus employed, which combines MSA with Dialect Arabic words and 
tokens, and is enriched with PoS information, thus demonstrating the value of PoS tagging for enhancing the results 
of sentiment analysis. The summary of the experiments’ results is shown in Table 4 and Table 5 details the 
classification accuracies of the three models, with respect to the positive, neutral, and negative sentiment categories. 
It should be noted that the negative sentiment category yielded higher classification accuracy for all three models, 
when compared to the positive sentiment category.  

Table 4: Model’s performance, using different training datasets  

Training Dataset  
Average  
Classification  
Accuracy  
(%)  

Average  
F1-Score  
(%)  

WebCom, with MSA PoS Tagging  34.2%  33.6%  
WebTrain, without PoS tagging  63.78%  61.75%  
WebCom with MSA PoS tagging + WebTrain with Dialect Arabic PoS tagging  89.31%  88.26%  

 
Table 5: Sentiment analysis results for the three categories of sentiment  

Training Dataset  Classification Accuracy (%)  
  Positive 

Sentiment  
Neutral 

Sentiment  
Negative 

Sentiment  
WebCom, with MSA PoS Tagging  29.4%  35.60%  34.81%  
WebTrain, without PoS tagging  60.72%  60.08%  63.11%  
WebCom with MSA PoS tagging + WebTrain with Dialect Arabic PoS tagging  85.7%  91.24%  88.65%  

 
5  Conclusion  

With the proliferation of social media platforms, there is a vast amount of user-generated content that can be used 
as source of information and provide an indication of people’s sentiments in relation to occurring events. A growth 
in the population of social media users is observed in the Arab region, which constantly witnesses social, economic, 
and political changes. In this paper we proposed a new Arabic social media text corpus that is enriched with PoS 
information and showed the impact of using such corpus along with a deep learning model on the performance of 
sentiment analysis. Our approach was verified using social media content for Arabic movie reviews and comments.  
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4.2 Experimental Results  
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model and calculated the sentiment classification accuracy and F1-score for three sentiment categories (positive, 
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in performance is due to the richness of the corpus employed, which combines MSA with Dialect Arabic words and 
tokens, and is enriched with PoS information, thus demonstrating the value of PoS tagging for enhancing the results 
of sentiment analysis. The summary of the experiments’ results is shown in Table 4 and Table 5 details the 
classification accuracies of the three models, with respect to the positive, neutral, and negative sentiment categories. 
It should be noted that the negative sentiment category yielded higher classification accuracy for all three models, 
when compared to the positive sentiment category.  

Table 4: Model’s performance, using different training datasets  

Training Dataset  
Average  
Classification  
Accuracy  
(%)  

Average  
F1-Score  
(%)  

WebCom, with MSA PoS Tagging  34.2%  33.6%  
WebTrain, without PoS tagging  63.78%  61.75%  
WebCom with MSA PoS tagging + WebTrain with Dialect Arabic PoS tagging  89.31%  88.26%  

 
Table 5: Sentiment analysis results for the three categories of sentiment  

Training Dataset  Classification Accuracy (%)  
  Positive 

Sentiment  
Neutral 

Sentiment  
Negative 

Sentiment  
WebCom, with MSA PoS Tagging  29.4%  35.60%  34.81%  
WebTrain, without PoS tagging  60.72%  60.08%  63.11%  
WebCom with MSA PoS tagging + WebTrain with Dialect Arabic PoS tagging  85.7%  91.24%  88.65%  

 
5  Conclusion  

With the proliferation of social media platforms, there is a vast amount of user-generated content that can be used 
as source of information and provide an indication of people’s sentiments in relation to occurring events. A growth 
in the population of social media users is observed in the Arab region, which constantly witnesses social, economic, 
and political changes. In this paper we proposed a new Arabic social media text corpus that is enriched with PoS 
information and showed the impact of using such corpus along with a deep learning model on the performance of 
sentiment analysis. Our approach was verified using social media content for Arabic movie reviews and comments.  
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