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Abstract

Xukang Lu, Ph.D. The University of Memphis. December 201érfé*mance Optimiza-
tion and Dynamics Control for Large-scale Data Transfer idéarea Network.
Major Professor: Prof. Qishi Wu

Transport control plays an important role in the perforneantlarge-scale scientific
and media streaming applications involving transfer ofjéadata sets, media streaming,
online computational steering, interactive visualizatiand remote instrument control. In
general, these applications have two distinctive claséé&ssport requirements: large-
scale scientific applications require high bandwidths tovenloulk data across wide-area
networks, while media streaming applications requirelstabndwidths to ensure smooth
media playback. Unfortunately, the widely deployed Traission Control Protocol is
inadequate for such tasks due to its performance limitation

The purpose of this dissertation is to conduct rigorousydital study of the design
and performance of transport solutions, and develop agrated transport solution in a
systematical way to overcome the limitations of currenhgport methods. One of the
primary challenges is to explore and compose a set of feasiote options with multiple
constraints. Another challenge essentially arises fromréimdomness inherent in wide-
area networks, particularly the Internet. This randommeast be explicitly accounted
for to achieve both goodput maximization and stabilizatear the constructed routes by
suitably adjusting the source rate in response to both nmktamd host dynamics.

The superior and robust performance of the proposed trainsplation is extensively
evaluated in a simulated environment and further verifieoltgh real-life implementations
and deployments over both Internet and dedicated conmectioder disparate network
conditions in comparison with existing transport methods.

Xi



Chapter 1

Introduction

1.1 Overview

Transport control is an important factor in the performantéarge-scale scientific and

media streaming applications involving transfer of larggadsets, media streaming, on-
line computational steering, interactive visualizatiand remote instrument control. In
general, these applications have two distinctive claséé&ssport requirements: large-
scale scientific applications require high bandwidths tovenloulk data across wide-area
networks, while media streaming applications requirelstaandwidths to ensure smooth

media playback.

Scientific applications: High-performance computing and networking technologa&h
enabled large-scale scientific collaborations in varicumains such as earth science, cli-
mate, and high energy physics among multiple national kEbades within U.S. Depart-
ment of Energy and other research institutes across themaiihese collaborative sci-
entific applications [1-4, 59, 60, 121] typically generatéossal amounts of simulation or
experimental data, on the order of terabytes at present@iytes in the near future, which
must be stored, managed, and transferred to different gpbal locations for distributed
data processing and analysis. Typical examples includge Emulation datasets produced
by an eScience application on a supercomputer that needrtoied to a remote storage

site or to another site where the analysis takes place, anguting workflows involving



remote visualization of large datasets.

The success of these collaborative scientific applicatiotisally depends on adequate
network accesses to the data generators, i.e., computiegparimental facilities. The
efforts to support these large-scale applications on shi&aetworks have not been very
successful since very little guarantees can be provideti®throughput or dynamics and
the available bandwidth varies depending on concurrenaréttraffic. In view of the
limitations of existing methods, dedicated connectiorferc promising solution to ef-
fectively support these network-intensive applicatioasduse they provide large capacity
for massive data transfer. In fact, the importance of deddcaonnections has been well
recognized, and several network research projects arentlyrunderway to develop such
capabilities [5-12, 35, 51, 107, 137, 139]. Given dedicatlednnels, transport protocols
are the key to delivering the provisioned bandwidths to {hy@ieations. Moreover, when
dealing with large amounts of data and storage, scientitta aeed to interact with mul-
tiple heterogeneous storage and file systems, each witkretiff interfaces and security
mechanisms, and to pre-allocate storage to ensure unim ptie generation and analysis.
The success of these scientific applications also dependlknléta management systems,
which provide common access interfaces to storage resguasenell as advanced func-

tionality such as dynamic space allocation and file manageoreshared storage systems.

Media streaming applications: Live media streaming applications often require the col-
lective use of massively distributed network resources thedefore are not adequately
supported by the traditional client-server architectundlee Internet. Peer-to-peer (P2P)
overlay networks enable efficient resource sharing inidisted environments and provide
a highly effective and scalable solution to this problem, i 135]. The performance
metrics of streaming applications mainly concern throughjitter, and latency, and to a
large degree, these performance metrics rely on the oveetayork topology, upon which

the streaming application is built. Therefore, constngtan efficient overlay network



topology has become a fundamental task in streaming apiphsa

Given a well-structured overlay network topology, trangpootocols are again the key
to achieving and sustaining an acceptable level of quafiseovice (Qo0S). Streaming ap-
plications often require streaming media be sent with ptatlle delays, which are in stark
contrast with the delays experienced over the Internetjcodarly by the messages sent
using Transmission Control Protocol (TCP) [74]. In suchlagions, a stable transport
channel serves as a “carrier” for streaming media. Sinc#édies stable, the delays of the
packets that constitute the flow have low levels of jittett tan be filtered out at the desti-
nation. Consequently, the streaming media carried by thackets have stable end-to-end
delays suitable for sustaining a streaming level that essssmooth media playback and
continuous media supply. Without such transport stabifity stable throughput needed in

these applications cannot be sustained over wide-arearietw

1.2 Problem Statements

In this section, we describe the problems associated wigie{acale scientific and media

streaming applications, and the problems we aim to solveigdissertation.

1.2.1 Scientific Applications

We tackle two main problems in scientific applications: disry of data transfer paths

and transport control for goodput maximization, which aiefty described as follows.
1.2.1.1 Resource Provisioning

Several network and storage research projects are cyrmemdlerway to meet the afore-
mentioned networking and storage requirements of largie scientific applications. How-
ever, the existing tools, systems, or services have a vaitell user scope thus far mainly

because their deployment requires a certain level of nétvost reconfigurations and most



science users are even not aware of their existence ingdethn networks. As new com-
puting and networking technologies rapidly emerge, engtiinctionalities are progress-
ing at an ever-increasing pace, unfortunately, so are thardics, scale, heterogeneity, and
complexity of the networked computing environments. In ynaases, application users,
who are primarily domain experts, need to manually configureé execute their routine
data-centric tasks over networks using software tools #ineyfamiliar with based on their
own empirical studies, oftentimes resulting in unsatigfacperformance in such diverse
and dynamic network environments. The challenge of utijzihese services is over-
whelming when the user is unfamiliar with the systems anduees available to them.
This challenge is exacerbated by the difficulty of using onifi@r networking technologies
while overcoming an often steep learning curve towards g ption.

Apparently, the discovery of available networking and aty@ technologies is a critical
step towards their wide adoption. In other words, scieneesunust be made aware of these
existing technologies with consideration of the data maeminthey intend to execute in
their target network environments. However, users areafitevilling to explore alternative
data transfer options due to the burdensome discovery dimation process of advanced
network protocols and the difficulty of constructing andtiteg various network paths.
While a better data movement strategy may exist, users alweyd to use slower but

more familiar alternatives.
1.2.1.2 Transport Control for Goodput Maximization

In the goodput maximization problem, we aim to explicitly account for thgndmics of
network environments to maximize application goodput @esticated connections.
Even with a high-bandwidth dedicated channel, an inapjmtgtransport protocol may

lead to a low bandwidth utilization, resulting in a slow ditansfer. The design of transport

1Goodput only counts the user payload and is equivalent imeveal throughput if packet duplicates and
protocol headers are negligible.



protocols is critical to achieve high link utilization andtsfy applications’ networking re-
guirements. From a transport protocol’s perspective,addedd channels obviate the need
for explicit congestion and fairness control. However, application throughput is still
critically affected by a number of parameters that requaneful selection and tuning. As
indicated by the measurements over dedicated channelk fh6%acket loss at high send-
ing rates is often non-zero and the delay variations comw@mtrivial random components.
Due to the lack of a system-wide advance reservation schibmeata receiver running in
a shared computing environment with other resource-demgmdrkloads such as visu-
alization and data analysis tools, oftentimes could noaiolgufficient system resources
to process packets arriving from high-speed links, theesfeading to significant packet
drops at the end system. Many transport protocols send diviegaknowledgment for a
dropped data packet to ensure transmission reliabilityhigh data rates, generating and
sending acknowledgments at the receiver consumes CPU tichenay interfere with the
host’s receiving process, which probably leads to even rpaoket drops. Consequently,
simply a priori fixing the source sending rate right at the connection capacunlikely

to maximize the throughput at the destination since it @ibhyccauses losses at rates that
depend on technologies used to provision the connectiomamaimics of the running en-
vironment. Instead, the source rate must be continuouglstedl to match suitable rates,
which yield the maximum goodput at the destination, whictuim involves accounting at
some level for connection effects as well as host effects@aoemponents such as Network
Interface Card (NIC), CPU, memory and file systems.

The widely deployed TCP, which has been proved to be rembyrisaiccessful on the
Internet, is not adequate to make full use of the high linkac#ty in wide-area dedicated
networks because its Additive Increase Multiplicative B2ase (AIMD)-based conges-
tion control algorithm does not perform well with links ofghi Bandwidth Delay Product
(BDP). UDP-based transport protocols typically employetént threads to receive, ac-

knowledge, and store packets, respectively, in order teemehan overall high transport



performance. However, due to the lack of a parallel packatgasing scheme in the kernel
and the application, only one thread is actually runningdostime all packets arriving
from high-speed links, therefore leading to an inefficiesgaurce utilization on the end
system. The multi-core processors that are widely deplayetrapidly evolving make it
now possible to improve application throughput by impletivena parallel receiving strat-
egy in these UDP-based transport protocols. In order tomtiparallel data streams for a

single data transfer, multiple data receiving processest briexecuted on different CPUs.

1.2.2 Media Streaming Applications

We tackle two main problems in media streaming applicatitm@ology construction and

transport control for goodput stabilization, which areeHyi described as follows.
1.2.2.1 Topology Construction

Due to the high resource demand, live media streaming atjgits are not adequately
supported by the traditional client-server architectundlee Internet. Peer-to-peer (P2P)
overlay networks enable efficient resource sharing in idisied environments and pro-
vide a highly effective and scalable solution to this probfd 3, 14, 135]. There are three
types of overlay architectures widely adopted in P2P-béisedstreaming systems: tree-
push mechanism, mesh-pull mechanism, and hybrid mechds#jifi22] [42] [133] [102]
[82] [50] [134] [90].

Tree-push mechanism requires live streaming system totamaithe topology of the
peer tree. It is the most natural architecture for overlayticast, but is vulnerable in
response to changes in the tree structure caused by peers. dlhesh-pull mechanism re-
duces the cost of maintaining tree structure. Neverthglkdssreases the redundancy traf-
fic among peers requesting for Buffer-Mapping. Recent coatp& study [99] of mesh-
pull and tree-push in static and dynamic scenarios showsrtesh-pull exhibits a superior
performance over tree-push, which statically maps costené particular overlay tree or

diversely places peers in different overlay trees. Howeusrther measurement study [73]

6



with a goal of exploring the global characteristics of a mpah PPLive system shows that
a mesh-pull live streaming architecture still incurs lotaytsup delays and playback lags,
ranging from several seconds to a couple of minutes, dueefidient peering strategies
and video chuck scheduling schemes. In the hybrid mechampsers are divided into
Super Peers (SPs) and Normal Peers (NPs) based on thegeseayiacity such as upload
bandwidth, online status, and CPU speed. Since SPs areafjgmaore stable with higher
upload bandwidths than NPs, tree-push is usually appliedR® and mesh-pull is em-
ployed among NPs to handle peers’ frequent joining and ihgangquests. This mechanism
enables SPs to accommodate peers’ churn and fully utilzedtwork resources of NPs.
The performance metrics of these streaming applicatiomslyn@oncern throughput, jitter,
and latency, and to a large degree, these performance sedlycon the overlay network
topology, upon which the streaming application is builtefidfore, constructing an efficient

overlay network topology has become a fundamental taskeéausting applications.
1.2.2.2 Transport Control for Goodput Stabilization

In the goodput stabilization problem, our research objeds to dynamically control the
source rate such that the goodput is stabilized at a desived |

In a well-structured overlay network topology, we stilly&n a good transport proto-
col to achieve and sustain an acceptable level of qualitenfise (Q0S). In general, the
requirement of a stable flow at a target throughput levelmsi&umentally at odds with the
traditional notions of fair bandwidth sharing in the Interenvironments. Note that regular
TCP-based Internet traffic competes with concurrent trédfi@ fair share of the available
bandwidth while the applications requiring stable chasrm@hn to achieve a smooth data
flow at a fixed rate. In practice, TCP and some other UDP-ldwedport methods have been
most often used to transmit streaming media in the curremtighly successful) implemen-

tations of the above applications, but their performancenud been very satisfactory. TCP



“shares” bandwidth with all concurrent sessions throughAHditive Increase Multiplica-
tive Decrease (AIMD) congestion control algorithm. But doethe specific non-linear
AIMD dynamics, it lacks the ability to maintain a stable amda®th flow to the destina-
tion.

In lightly loaded networks with large bandwidth links, TCRpides a higher goodput
since it occupies the “available” bandwidth. It is possitueestrict TCP flows to a cer-
tain level by throttling the flow window or explicitly adopiy a low priority mechanism
such as TCP-LP [88]. But in such methods even very smalldrbffrsts will result in an
“underflow”; in other words, they will not be able to sustanetflow levels. In heavily
loaded networks, TCP underflows more frequently since pialtosses drastically reduce
congestion window size, possibly below the desired gooliwel at the destination. More
generally, the sawtoothed pattern in the variation of cetige window size controlled by
the AIMD algorithm exhibits non-smooth dynamics that makehallenging for TCP to

provide stable goodput.

1.3 Main Approaches

We propose a unified transport framework with two componediéga route planner and
transport control. Data route planner helps applicatioqpdéoee and compose a set of fea-
sible route options and transport control suitably adjtistssource rate in response to both
network and host dynamics for goodput maximization andilstabion on the constructed
routes. These two components, each of which takes a diffaygsroach for a different

application type, interact with each other to accomplightdisks of data transfer.

1.3.1 Data Transfer Route Planner

1.3.1.1 Large-scale Scientific Applications

We design and develop a Network-aware Data Movement Adyi$@DMA) utility to en-

able automated discovery of network and system resourakadanse the user of efficient



strategies for fast and successful data transfer. NADM@ratts with existing data/space
management and discovery services such as Storage Rebtamagement [15], transport
methods such as GridFTP [16], and network resource provigicsystems such as TeraP-
aths [17] and OSCARS [9]. NADMA acts as a route planer to exgoémd compose a set of
feasible route options and provide them to the user alonlg pgtformance estimations as
well as specific steps and commands to authorize and exeatat¢rdnsfer. The efficacy of
NADMA is demonstrated in several use cases based on its inguitation and deployment

in wide-area networks.
1.3.1.2 Media Streaming Applications

The purpose of overlay network topology construction is &dsexplore and establish data
transfer paths for media data delivery. We formulate an@stigate a specific type of
problem to maximize the minimum node throughput in Tree @oicion (max-minTC),
which aims at optimizing the system’s stream rate by constrg an efficient spanning tree
among SPs. We consider two scenarios: (i) When the overlayonle is incomplete, we
prove max-minTC to be NP-complete by reducing from the De@enstrained Spanning
Tree problem and propose an efficient heuristic algorithihen the overlay network is
complete, we rigorously prove that the same heuristic &lgoryields an optimal solution

to the max-minTC problem.

1.3.2 Transport Control

1.3.2.1 Large-scale Scientific Applications

The selected route by NADMA might be an Internet path or a ckdd path over net-
work like UltrascienceNet. A major challenge for goodputxin@ization over wide-area
dedicated connections is to compute and adapt various @&sand transport parameters
automatically, whose estimates are subject to the vanatthe to connection and host
effects as well as the finite window effects. In particulede estimates contain seem-

ingly stochastic components that are connection- and $ypestific, and must be explicitly
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accounted for to achieve high link utilization. Based on ghmamatical analysis of the
impact of system factors on the performance of transpotbpods, we proposBeak Link
Utilization TransportPLUT) that incorporates a performance-adaptive flow admtrech-
anism to regulate the activities of both the sender andvecai response to system dy-
namics and automates the rate stabilization for throughmaxtimization using stochastic
approximation methods, as opposed to the manual parameiegtin many other UDP-
based transport protocols in high-performance dedicagdlarks. We also explore the
use of multiple parallel connections to improve the perfance of a TCP-based transport
method. To the best of our knowledge, a very limited numbefiirts have been made in
employing parallel UDP connections for data transfer inickteéd networks. We propose
Parallel PLUT (Para-PLUT) to further improve the perforroaof PLUT by using parallel
UDP connections to take advantage of the full power of nudtie processors. We conduct
theoretical analysis to investigate the impact of multiecprocessors on the performance
of transport protocols and design a rigorous approach tptagdy determine the number
of parallel UDP connections for high transport performandf conduct an extensive set
of experiments on simulated and real-life networks, anth Bohulation and experimental

results illustrate the performance superiority of our msgd algorithms over existing ones.
1.3.2.2 Media Streaming Applications

Given an efficient overlay network topology, the design ahsport protocols is impor-
tant to achieve and sustain an acceptable level of qualisenfice (QoS). The difficulty
of goodput stabilization over wide-area networks esskytises from the randomness
inherent in the end-to-end delays observed at the apmicédvel, particularly over the
Internet, where routing changes also significantly affeatket delays and losses other
than queueing delays [136]. This randomness must be etplézicounted for in order
to stabilize the goodput at destination by suitably thirgtthe source rate in response to

network dynamics and statistics. We propose Transportil&ttion Protocol (TSP) to
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provide reliable transport with stable goodput at a givegdarate. TSP features a rate- or
window-based flow control method using User Datagram Pobt@¢DP) packet streams
to transport both data and acknowledgements. The sountirggrate is dynamically con-
trolled based on the estimates of destination goodput eswdride at the source. Roughly
speaking, the source rate is continuously adjusted to beogippately equal to the sum
of goodput and loss rate estimates. We conduct an extensiva gxperiments on sim-
ulated and real-life networks, and both simulation and arpental results illustrate the

performance superiority of our proposed algorithms oveésterg ones.

1.4 Dissertation Organization

The rest of the dissertation is organized as follows:

* In Chapter 2, we provide general research backgroundrrdbon and conduct a

comprehensive survey of related work;

* In Chapter 3, we introduce the framework and componentsstoposed integrated

transport solution;

* In Chapter 4, we propose and develop a route planer to explod compose a set
of feasible route options, and design novel transport prdsoto maximize transport

performance over dedicated connections;

 In Chapter 5, we investigate the complexity of topology stoumction problems and

tackle the problem of stabilizing transport dynamics inrtasenetworks;

* In Chapter 6, we present the network environmental settangd implementation
details, and conduct an extensive set of performance di@hsaand comparisons
of the proposed transport protocols for both goodput statibn and maximization

using theoretical calculations, simulations, and realvoet deployments.
* In Chapter 7, we conclude our work and discuss future rebedirections.
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1.5 Main Contributions

This dissertation has made the following contributionsofield of transport control:

1. We propose a route planer to explore and compose a setsilileeoute options and
provide them to the user along with performance estimatisnsgell as specific steps

and commands to authorize and execute data transfer;

2. We conduct a mathematical analysis to investigate theangf system factors on

the performance of transport protocols;

3. We propose a performance-adaptive flow control mechatosmgulate the activi-
ties of both the sender and receiver in response to systeamntyga to achieve the

maximum attainable goodput;

4. We propose a rate control mechanism to adjust the sendiadgar goodput stabi-

lization at the estimated maximum attainable goodput;

5. We conduct theoretical analysis to investigate the irngaaulti-core processors on
the performance of transport protocols, and design a rigoapproach to adaptively

determine the number of parallel UDP connections for highgport performance;

6. We investigate the complexity of topology constructioolppems with rigorous NP-

completeness proofs, and propose efficient heuristic ithgos;

7. We propose a new class of protocols capable of stabilaitrgnsport channel at a

specified throughput level in the presence of random netagniamics;

8. We conduct an extensive set of data transfer experimebtsth simulated and wide-

area networks for design validation and performance vanat transport protocols.
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Chapter 2
Background Survey and Related Work

2.1 Resource Provisioning

2.1.1 Network Resource Provisioning

The importance of dedicated connections has been well needy and several network
research projects [5-8,10-12, 35,51, 137, 139] are clyrentierway to develop such ca-
pabilities. Such dedicated channels are a part of the dapegbenvisioned for the Global
Environment for Network Innovations (GENI) project [18].ufthermore, such deploy-
ments are expected to increase significantly and prolderdd both public and dedicated
network infrastructures across the globe in the comingsye&vidence of this trend in
production networks is reflected by Internet2 creating MidtProtocol Label Switching
(MPLS) overlays using ION [19], and ESnet offering both MPlL@nels and dedicated
Virtual Local Area Networks (VLAN) using OSCARS. Here, weopide a brief overview

for several of these network research projects.

2.1.1.1 UltraScience Net (USN)

UltraScience Net is a wide-area experimental network &gstio support the develop-
ment of networking capabilities needed for next-generatiomputational science appli-

cations [107]. USN provides dedicated high-bandwidth de#nfor large data transfers,
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and also high-resolution, high-precision channels for finatrol operations. The data
plane of USN consists of four thousand miles of dual OC192heotions spanning Oak
Ridge, Atlanta, Chicago, Seattle and Sunnyvale shown. &heanections are switched
in the core at SONET level using Ciena CD-CI switches and eveigioned at the edges
using Forcel0 E300 switches at the Ethernet level. Dedlazgttannels of maximum 10
Gbps capacity can be provisioned on USN at layer-1 and [2y#r150 Mbps resolution.
Layer-1 or SONET connections are provisioned exclusivelyveen the CD-CI switches
with capacities ranging from OC3 to OC192. Layer-2 chanaedsprovisioned between
E300 switches via SONET paths between core switches withottzgs ranging from 150
Mbps through 10 Gbps. Also, layer-2 channels can be prawsidetween core CD-CI
switches but at lower capacities, ranging from 150 Mbpsughol Gbps.

USN utilizes the OC192 links between Ciena SONET switch&RitlL and Chicago
to realize OC21C connections of lengths 700, 1400, ..., 680&s by suitably switching
them. At the end points, USN maps 1 Gbps Ethernet onto OC2&gsliy realizing 1 GigE
connections of various lengths. On ESnet, 1 Gbps VLAN-tdgg®LS tunnel is set up
between Chicago and Sunnyvale via Cisco and Juniper routlish is about 3600 miles
long. USN peers with ESnet in Chicago. and 1 GigE USN and E&metections are cross-
connected using ForcelO Ethernet switch. Together, tm$iguration provides hybrid
dedicated channels of varying lengths, namely 4300, 57009900 miles, composed of

Ethernet-mapped layer 1 and layer 3 connections.

2.1.1.2 On-demand Secure Circuits and Advance Reservati@®ystem (OSCARS)

Energy Sciences Network (ESnet) [20] provides DOE scientisth comprehensive con-
nectivity to the global Internet and high-bandwidth acdesBOE sites and primary sci-
ence collaborators. ESnet shares its optical network watérhet2 [21], a U.S. national

Research and Education network, on a dedicated nationalififsastructure. The ESnet
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network is comprised of two distinct core networks, an IRuoek and a Science Data Net-
work (SDN). ESnet’s IP network functions as a Tier 1 inters@tvice provider to ESnet
sites with direct connections with all major commerciabnatk providers. ESnet’s SDN is
designed to address the growing need for guaranteed batihdwjidarge-scale collabora-
tions such as the LHC. The SDN is composed of more than 60 18 Gitjcal circuits and
provides the means to dynamically provision guaranteegh-bhapacity bandwidth between
science facilities for DOE researchers to access timeitsanapplications and exchange
large datasets.

The OSCARS [9] enables on-demand provisioning of guarariaeadwidth virtual cir-
cuits (VCs) at layer 2 (Ethernet VLANS), and layer 3 (IP) vintEESnet. OSCARS utilizes
a graph-based algorithm to determine the path for a ciresgnvation request. Topology
and capacity information is harvested from the network ckvionce an hour and is then
imported into the OSCARS topology database. When a newitieservation request is
received, a base topology graph is generated from the dagabking into account any ex-
isting reservations whose time ranges overlap with the eeervation. Path computation is
subsequently performed on the base topology graph takingotount the parameters and
constraints specified in the VC reservation, such as somddestination endpoints, band-
width, or VLAN tagging. OSPF-TE [78], Multi-Protocol Lab8&witching (MPLS) [112],
and Resource Reservation Protocol (RSVP) [39] are usediiageaVIPLS-LSPs on which
the dynamic layer 2 and layer 3 VC services are built. Addaity, Label Switched Path
(LDP) [38] is used to support layer 2 VCs as defined in the EoBIR&9] protocol. The
management of bandwidth usage and congestion control dniBamore and SDN link is

accomplished by VC admission control and by QoS parameters.
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2.1.1.3 TeraPaths

The TeraPaths [17] project at Brookhaven National Laboygd®NL) investigates the com-
bination of DiffServ-based LAN QoS [101] with WAN MPLS tunisen creating end-to-
end (host-to-host) virtual paths with bandwidth guarasit&éhese virtual paths prioritize,
protect, and throttle network flows in accordance with sgeeaments and user requests,
and prevent the disruptive effects that conventional ngkflows can cause in one another.
TeraPaths deals with the problem of supporting efficientalske, predictable peta-scale
data movement in modern, high-speed networks. Since tivriets a shared medium, its
default transport behavior is so-called "best effort,” efhessentially treats all data flows
as with the same level of priority, urgency, and equal sigaoirbandwidth. In a networked
environment, it is not always the case that all data flows khbe treated equally. Some
tasks can consume more bandwidth than others, such as vidsad-time device controller
data, and some data must be delivered by a specific deadkhén & typical environment,
an email transfer containing a large file attachment couddught an important, multi-day
data transfer. Also, it is impossible to maintain fair shgrof network resources among
user groups sharing a connection (the group with more floasives more bandwidth). It
is therefore important to be able to prioritize and proteetsfic data flows, and to schedule
network bandwidth and usage.

The service offered by TeraPaths creates end-to-end @bost computer to destina-
tion host computer) virtual paths with guaranteed bandwidt specific data flows. This
setup is realized by coordinating the configuration of thes@and destination sites, which
are controlled by TeraPaths instances, and by automatingdirfacing with WAN provider
systems to reserve bandwidth for these flows. This virtuidl jsatied to a specific data flow,
or group of flows, and is active only while the flows are presastsuch, there is no impact
on other network users when the authorized data flow is w&ctileraPaths is a fully-

distributed system: each site instance needs to know omlytatself and how to connect
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to other TeraPaths and WAN nodes. The system is implementedlg in Java, for porta-
bility, as a set of web service layers. Access is achieved &gns of a web interface for

manual reservations and an API for direct invocation frorthimiother applications.

2.1.2 Storage Resource Provisioning

When dealing with large amounts data and storage, the mtemieed to interact with
multiple heterogeneous storage and file systems, each iffehetht interfaces and security
mechanisms, and to pre-allocate storage to ensure dateatjeneand analysis tasks can
take place successfully. SRMs [22] are Grid storage sesyiceviding common access
interfaces to storage resources, as well as advancedduoatity such as dynamic space
allocation and file management on shared storage systeris SR standard specification
against which multiple implementations can be developdds @pproach proved to be a
remarkable and unique achievement, in that now there arépteuSRMs developed in
various institutions around the world that inter-operate.

SRM research has developed into an internationally coatdiheffort between sev-
eral DOE laboratories including Lawrence Berkeley Natldraboratory (LBNL), Fermi
National Accelerator Laboratory (FNAL) and Thomas Jefbardlational Accelerator Fa-
cility (TINAF), as well as several European institutionkisicoordinated effort lead to the
development of multiple SRMs at various institutions amdine world, including BeSt-
Man [23], CASTOR [24], dCache [25], DPM [26], and StoRM [27]T.he most recent
version of an SRM developed at LBNL, is called the Berkelayr&yje Manager, or BeSt-
Man [23]. BeStMan is designed in a modular fashion, so thatit be adapted easily
to different storage systems (such as disk-based systeass storage systems, such as
HPSS, and parallel file systems, such as Lustre) as well ag ddferent transfer proto-
cols (including GSIFTP, FTP, BBFTP, HTTP, HTTPS). BeStMaimiplemented in Java in
order to be highly portable. It provides all the functionkted to space reservations, dy-

namic space allocation, directory management, and pirofifigs in space for a specified
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lifetime. It manages queues of multiple requests to get ofil@s into spaces it manages,
where each request can be for multiple files or entire direxeto When managing multi-
ple files, BeStMan can take advantage of the available n&thandwidth by scheduling

multiple concurrent file transfers.

2.2 Topology Construction

There exist a number of tree construction algorithms initkeedture with a different focus
on delay, scalability, tree depth, or reliability. The tiegsed overlay network topology
construction algorithm is referred to as a parent selecioz@tegy in tree management,
which provides a parent the privilege to select a peer tostrainstream data. In [119],
Sripanidkulchaket al. proposed an efficient random algorithm that requires noailtapo-
logical information. Gueet al.[66] proposed a high-bandwidth-first algorithm, which lays
out peers according to their outbound bandwidth capaciiibe tree-based topology con-
struction problem could be also considered as an optimal sElection problem for each
newly joining peer with the requirement that the maximaérgable bandwidth of a feasi-
ble path is not less than the requested bandwidth. DijlstmaBellman-Ford shortest path
algorithms are often used for this purpose. The widest sebgath algorithm [65], the
shortest widest path algorithm [125], and a utilizatiorsdxh shortest path algorithm [98]
were proposed to solve route computation. They assigrréifteveight factors to limit the
hop count and balance the network load. Jaetisl. [75] proposed a heap algorithm to
construct overlay topology by moving high-bandwidth andigdived peers upward in the
logical tree to provide better service quality.

Degree constraints are considered extensively in mutticas construction to reduce
the overall cost or latency. ZIGZAG [122] distributes medantents to many clients by
organizing them into an appropriate delivery tree rootethatserver and including all

and only the receivers. The join, departure, and optinozapiolicies of the delivery tree
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must follow a set of rules proposed to bound the tree heightnade degree. These rules
reduce the end-to-end delay from the source to a receivde thiere is no guarantee in re-
ceiver’s throughput. Yangt al.[132] modeled the overlay multicast tree construction as an
NP-complete degree-constrained minimum spanning trel@lgmmo They used a heuristic
based on Prim’s algorithm to construct the initial overlaylticast tree and also proposed a
proactive approach to restore overlay multicast treesderaio minimize the disruption of
services due to node departures. ALMI [102] organized afrp@s a minimum spanning
tree where the cost of each link is an application-specifitrimevhich was implemented
as the application-level delay between peers. SCATTERCASJ] constructed the over-
lay topology based on a randomized three-step protocotiwthins a routing protocol on
top of the mesh to build source-rooted distribution treebe Touting protocol used the
unicast latency as its distance metric to ensure that patttsei overlay topology reflect
the underlying IP topology by favoring nodes that are claséhe IP topology over more
distant nodes. Meret al. [100] modeled topology construction as a combinatorial-opt
mization problem and computed spanning trees for P2P gvedavorks. They proposed
a distributed algorithm (TreeOpt) for spanning tree optation to reduce the overall com-
munication time between any pair of nodes in the graph. Setall. [116] formulated the
optimal multicast tree problem as a minimal delay multi¢d&DM) problem and the net-
work topology optimization problem as a minimization prerol of server bandwidth cost.
They proved MDM to be NP-complete and proposed severalisokito it.

Some efforts in overlay network tree optimization have ac#jmegoal to maximize
throughput. Cuket al. [55] investigated the problem of achieving the max-min iate-
cation for all clients, which maximally utilizes the networesource, while maintaining
max-min fairness. They proposed a distributed algorithmotmpute the max-min rate al-
location for any overlay multicast tree and proved that fuagdhe optimal tree whose max-
min rate allocation is optimal among all trees is NP-conglehen the network is modeled

as a complete graph. They also proposed a heuristic algofih overlay multicast tree
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construction with an approximation ratio of 1/2. Waigal. [124] studied the multi-path
routing problem and proved it to be NP-complete. Zhal.[140] [141] introduced overlay
networks with linear capacity constraints (LCC) and inigeged two problems for widest
path and maximum flow. Kiret al.[80] proposed an algorithm to find an optimal tree with
maximum average incoming rate under two network model agsarns: (i) access links
that connect hosts or LANs are bottlenecks causing corugesthile backbone links are
loss-free; and (ii) access links have incoming and outgbegdwidths that do not affect
each other.

The max-minTC problem in our study differs from the aforetimmed ones in that we
consider a set of super peers with an arbitrary topology hadptimization objective is
to maximize the minimum node throughput in the tree for adghig the highest system

throughput.

2.3 Transport Protocol Optimization

The network protocol is a standard procedure for faciligtilata transmission between
nodes geographically distributed in networks [84]. Theinational Organization for Stan-
dardization (ISO) has created a Reference Model of OpereB8yBiterconnection (OSI),
which consists of seven layers: Application, Presentati&ession, Transport, Network,
Data Link, and Physical. TCP/IP Reference Model is the madéehy employed model in
all computer networks, from the ARPANET to the worldwidedmtet, which consists of
five layers: Application, Transport, Network, Data Link,daRhysical. The base function
of the transport layer in the network protocol stack is tovde data transferring service
to the user applications. The OSI and TCP/IP layering moedihéds two protocols at the

transport layer: Transmission Control Protocol (TCP) aséiDatagram Protocol (UDP).
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2.3.1 Protocols in Transport Layer

TCP is a reliable, connection-oriented, byte-stream-bagsetocol. TCP uses a variety
of mechanisms to guarantee reliable transmission and piteta achieve fair sharing
of network resources among users, such as byte sequenositjyy@ acknowledgement,
lost packet retransmission, congestion avoidance/regoaed sliding-window based flow
control. The TCP congestion control based on Additive laseeand Multiplicative De-
crease (AIMD) algorithm unfavorably imposes a major methogical limit on transmis-
sion throughput and results in complicated end-to-end ahycswith links of high Band-
width Delay Product (BDP). TCP increases the congestionl@ircwin by one Maximum
Segment Size (MSS) every Round Trip Time (RTT), and halvesiite in the presence
of detected packet loss. TCP’s additive increase polickdiatly in favor of low BDP
connections and TCP’s throughput is inversely proporii@nth RTT. Furthermore, TCP
detects packet loss either by timeout of an unacknowledggehent or several duplicated
acknowledgements. If packet loss is caused by network cbioge TCP is able to achieve
a reasonable link utilization. However, many observatiwenge shown that packet loss is a
poor indicator of network congestion, especially in higleeg dedicated networks where
congestion has actually been pushed to the end system. diigestion shift deludes TCP
into increasingwin conservatively and decreasingin aggressively, both to an excessive
degree, resulting in very low application goodput.

UDP is a simpler protocol providing unreliable, connecle®s, datagram-based deliv-
ery. The unit of data processed by UDP is usually called datag UDP offers a direct
way to send and receive datagrams over networks, which mibkesh faster than TCP
in terms of transmission rate, but its performance suffensftransmission errors and un-
reliability in either one of these situations: packet Igeicket partially damaged, packet

delivered out of order, and packet duplicated.
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2.3.2 TCP Enhancements

In recent years, many changes to TCP have been introducedptove its performance
for high-speed networks [63]. Efforts by Kelly have resdlie a TCP variant called Scal-
able TCP [79]. High-Speed TCP Low Priority (HSTCP-LP) is aPFCP version with
aggressive window increase policy targeted toward higidbadth and long-distance net-
works [87]. In some cases when interacting with certain sypktraffic, it has been ob-
served and proved that TCP could exhibit even chaotic dyo&fhD4, 123]. An empirical
study also shows that TCP cannot adapt well to online garffea2], which carries sim-
ilar control packets but with less transmission reliapitéquirements. A number of new
TCP variants such as TCP Vegas [48,49, 93, 94], Fast Activeu® Management Scalable
(FAST) TCP [76], TCP BIC [131], and TCP CUBIC [109] have beenantly proposed to
reduce the AIMD dynamics by employing a smoother (linearudic) rate control func-
tion based on queuing delay, loss rate, or event time insteaiplicate ACKs. TCP Vegas
measures timeouts were set and round-trip delays for eaekepin the transmit buffer and
uses additive increases in the congestion window. The FA®&sed on a modification of
TCP Vegas. The difference between TCP Vegas and FAST TChnhlibe way in which
the rate is adjusted when the number of packets stored isnadl er large. TCP Vegas
makes fixed size adjustments to the rate, independent ofdrald current rate is from the
target rate. FAST TCP makes larger steps when the systemthgfdrom equilibrium and
smaller steps near equilibrium. This improves the spee@do¥ergence and the stability.
TCP BIC is an implementation of TCP with an optimized conigestontrol algorithm for
high speed networks with high latency. TCP BIC is used bywlefa Linux kernels 2.6.8
through 2.6.18. TCP CUBIC is a less aggressive and moreragsitederivative of BIC,
in which the window is a cubic function of time since the laghgestion event, with the
inflection point set to the window prior to the event. CUBIQuised by default in Linux
kernels since version 2.6.19.

The Explicit Control Protocol (XCP) has a congestion conttechanism designed for
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networks with a high bandwidth-delay-product (BDP) [77]atBgram Congestion Con-
trol Protocol (DCCP) is a newly emerged UDP-like protocdttprovides a congestion-
controlled flow of unreliable datagrams. This protocol igijealarly useful for multi-media
applications that prefer timeliness to reliability, bualso not meant for stabilizing the data
stream at a target rate [81]. The Stream Control Transmmd3iotocol (SCTP) is a hew
standard for robust Internet data transport proposed biyntbmet Engineering Task Force
[120]. Other efforts in this area are devoted to TCP buffeirtg, which retains the core
algorithms of TCP but adjusts the send or receive buffesdizenforce supplementary rate
control [61,103,113]. However the congestion and fairmesgrol of these TCP enhance-
ments still hinders the performance these protocols caieeelior high-speed dedicated
networks.

Since multiple TCP connections are simply faster than deimge, the simplest way for
achieving a faster transfer, without introducing a new @stign control algorithm, would
be a flow that sends data over multiple connections, e.gdFGR [16] [36] and bbcp [28].
This approach is effective, yet suffers from several prnolsiesuch as unfairness to other
TCP streams, complex and inefficient multiplexing and deipleking data, difficulty to
determine the optimal number of streams [67] [68] [95]. ThalMCP [54] protocol
imitates the behavior of n standard TCP flows by having an egitigher increase factor
than the standard TCP protocol (n/cwnd) and decreasing ithelow size by (n - 0.5)/n in
case of congestion. MulTCP has an aggressive sending rete isiexperiences a smaller
loss rate. Probe-Aided MulTCP (PA-MulTCP) [83] is based onlMCP, and it tries to
overcome the problems of MulTCP. PA-MulTCP employs proloedatermine a loss rate,
which is closer to the loss rate experienced by a real TCPttialoss rate of the original
MulTCP. Stochastic TCP collapses a set of parallel TCP stsdato a single TCP stream
by partitioning a single TCP congestion window into a setiainal TCP streams that are
stochastically managed to emulate the behavior of a caledf parallel TCP streams.

MPAT [114] is a scalable algorithm for fairly providing déffential services to TCP flows
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that share a bottleneck link. MPAT preserves the cumuldéireshare of the aggregated
flows even where the number of flows in the aggregate is large uSe of multiple parallel
connections to improve the performance of a TCP-basedgoatsethod has been studied

in [37] [70] [69] [115].

2.3.3 UDP-based Protocols

Several UDP-based high-performance transport protocle bheen developed to over-
come TCP’s throughput limitations for high bandwidth coctiens, although not neces-
sarily optimized for dedicated connections. Such reseeifonts include Hurricane [126],
UDT [64], FRTP [138], PAUDP [62], Tsunami [29], RBUDP/Lamtream [71, 130],
RAPID/RAPID+ [40,57], PAPTC [97], PAT [96], and many othésge [72] for overviews).

SABUL/UDT features with high performance, fairness, fdgnand reliability. SABUL
uses UDP to transfer data and TCP to transfer control infoema UDT is an improve-
ment over SABUL, which uses UDP only for both data and coritri@rmation. SABUL
uses an MIMD rate-based congestion control algorithm. UB&sDAIMD (AIMD with
decreasing increases) as its rate control algorithm, adsdcwith a bandwidth estima-
tion technique to determine the increase parameter, eVesithe similar efficiency with
MIMD, but is superior with regard to fairness. FRTP is desigrior wide area circuit-
switched networks. Because circuit-switched networksresresources in a dedicated
manner, congestion control is not required during the datester. FRTP focuses on fixing
the sending rate at an value carefully chosen in order tdgedid¢ceptable circuit utilization
and low receiver buffer overflow. FRTP separates data chamaecontrol channel through
separate NICs, which means that data is transferred onntgtaivhile control messages
are transferred over the Internet. RBUDP targets to keégquiitization as full as possible
during data transfer. It aggregates acknowledgements el them from receiver to
sender at the end of the data transfer.

The aforementioned transport issue in shared network@mvients has been studied
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by a number of works. LambdaStream [130] uses receivingvat@s the primary metric
to control the sending rate. However the interval measunémebably yields very tran-
sient values, which are inefficient in networks with higrelaty. In [40] [58], Banerjee
et al. and Datteet al. studied feedback-based network-scheduling approachesaltbw
the receiver to deliver feedback to the sender. Howevey, thenot accurately estimate
the context-switch intervals, as shown in [57], and can &sad to poor link utilization,
due to their “stop-and-go” approach. Furthermore, Dattal. [57] focused on dynami-
cally monitoring the packet loss at the receiving end hokene a large number of packets
may be dropped, to adapt the sending rate. But at high da&s, ig&nerating and sending
packets retransmission requests at the receiver consutdgi@e and may significantly
interfere with the data receiving process. Banegeal. [41] investigated an approach
to estimate the end system network 1/0O bottleneck rate byl@nmy an off-line process
(System Evaluation Process) to generate the effectivéebettk rate tables. However, the
off-line generation of an accurate bottleneck rate taldlectng all host dynamics is a very
time-consuming process, and the subsequent parametetiGelequires active human in-
volvement. Compared to PAPTC [97], PAT [96] further imprduhe overall goodput
over dedicated links by employing a more aggressive flowrobntechanism, which in-
corporates the dynamics of running processes into the leéilmo of maximum attainable
goodput. But PAT requires extra efforts followed by trialdaerror parameter tuning to
find out the optimal values of the rate increase and decreasar$ for different hardware
configurations. These protocols require finer manual tunirgarameters to achieve high
throughput. This tuning required an intricate knowledgegflementation details, and is
typically very labor-intensive and somewhat unstructur&tle underlying optimizations
are ad-hoc and must be repeated for each different connettiereby incurring the efforts

all over again.
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Chapter 3

An Integrated High-Performance
Transport Solution

In this chapter, we first present the design of an integratmasport solution, and then

introduce its main functional components.

3.1 Integrated Transport Solution Design

The proposed integrated transport consists of two funatioomponents: data route plan-
ner and transport control. These two components interatt @#ch other to accomplish
the tasks of data transfer. Data route planner helps apiplsaexplore and compose a
set of feasible route options and transport control surtabljusts the source rate in re-
sponse to both network and host dynamics for goodput maatmiz and stabilization on

the constructed routes. For large-scale scientific agmics, the selected route might be
an Internet path or a dedicated path over network like UlteaceNet. Transport con-
trol maximizes bulk data transfer performance on the seteiute. For media streaming
applications, the route planner explores and composes @ $edsible routing paths for

streaming media delivery, which could be also considered@sogy construction prob-

lem. Transport control stabilizes media streaming at aré@devel to achieve and sustain
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Figure 3.1: An Integrated Transport Solution.

an acceptable level of quality of service over the constditbpology. This unique trans-
port solution has great potential to impact the science atdark community by aug-
menting the traditional way of data transfer. Fig. 3.1 shtvesframework of the proposed

transport solution.

3.2 Functional Components

3.2.1 Data Transfer Route Planner
3.2.1.1 Large-scale Scientific Applications

In many cases, large-scale scientific application users,avl primarily domain experts,
need to manually configure and execute their routine dat&ricéasks over networks using
software tools they are familiar with based on their own etogi studies, oftentimes result-
ing in unsatisfactory performance in the diverse and dynaratwork environments. For
these scientific application users, the route planner esabltomated discovery of network

and system resources and advises the user of efficientggémfer fast and successful data
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transfer. The route planner allows the user to specify thiecgodata by using metadata or
logical names and interacts with the remote metadata s=sraied replica location services
(RLS) to identify the physical locations of these data itend stores the information in a
cache for quick access. It is designed to support genericdistovery mechanisms based
on web services. The route planner automatically discavetsork resource provisioning
systems such as TeraPaths [17] and OSCARS [9] as well as dyuaitities with Storage
Resource Management [15], and transport methods such dBTHi[16]. It estimates the
network performance of a transfer strategy using both aonaated ICMP-based network
performance measurement as well as a manual protocol-pastimance measurement.
At the end, the router planner explores and composes a seasibfe route options and
provides them to the user along with performance estimatisnwvell as specific steps and

commands to authorize and execute data transfer.

3.2.1.2 Media Streaming Applications

Live media streaming applications often require the ctileause of massively distributed
network resources and therefore are not adequately s@obbyt the traditional client-
server architecture in the Internet. Peer-to-peer (P2Bjl@y networks enable efficient
resource sharing in distributed environments and provitiggaly effective and scalable
solution to this problem [13, 14, 135]. For these appligaicthe route planner explores
and composes a set of feasible routing paths for streamigandelivery, which could be
also considered as topology construction problem. Theerplainner finds a spanning tree
whose minimum node throughput is maximized among all péssipanning trees of the
given overlay networks. By maximizing the minimum node thigbput in tree construction,
the route planner improves the level of streaming qualityafbthe users, which can not be

achieved by increasing the average throughput.
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3.2.2 Transport Control

Transport control is an important factor in the performan€¢he large-scale scientific
and media streaming applications involving transfer ajéaglata sets, and streaming me-
dia, computational steering, interactive visualizatiang instrument control. In general,
these applications have two broad classes of networkingnegents. Large-scale scien-
tific applications need high bandwidth to move bulk data serhe wide-area networks.
The media streaming applications require stable bandwiodtnsure good media playback
and continuous supply of streaming media. The widely deggloyransmission Control
Protocol is inadequate for these tasks due to its perforendrasvbacks.

A main challenge in the goodput maximization over wide-atedicated connections
is to compute and adapt various data rates and transpornptees automatically, whose
estimates are subject to the variations due to connectidrmast effects as well as the fi-
nite window effects. The transport control component ratgd the activities of both the
sender and receiver in response to system dynamics and aetothe rate stabilization for
throughput maximization using stochastic approximatiathads, as opposed to the man-
ual parameter tuning in many other UDP-based transporbpotg in high-performance
dedicated networks.

The difficulty of goodput stabilization over wide-area netis essentially arises from
the randomness inherent in the end-to-end delays obsettied application level, partic-
ularly over the Internet, where routing changes also sicamfily affect packet delays and
losses other than queueing delays [136]. The transportalacamponent explicitly ac-
counts for this randomness to stabilize the goodput atrigtn by suitably throttling the

source rate in response to network dynamics and statistics.

29



Chapter 4

Maximizing Transport Performance
over Dedicated Connections

In this chapter, we present how the integrated transpautisol works for large-scale sci-
entific applications. We first propose and develop a datasteamouter to explore and
compose a set of feasible route options and provide themetaiskr along with perfor-

mance estimations as well as specific steps and commandshiariaa and execute data
transfer in Section 4.1. In Section 4.2, we propBsek Link Utilization TranspoiPLUT)

to maximize data transfer performance over the discoveegitdted path. We will also

introduce Parallel PLUT (Para-PLUT) in Section 4.3, whiaktlier improves the perfor-

mance of PLUT by using multiple parallel UDP connectionsatketadvantage of the full

power of multi-core processors.

4.1 Bulk Data Transfer Route Planner

We design and develop a Network-aware Data Movement Ad{INADMA) utility to
enable automated discovery of network and system resoarmesdvise the user of ef-
ficient strategies for fast and successful data transferDIMA is primarily a client-end
program that interacts with existing data/space manageameidiscovery services such as
Storage Resource Management [15], transport methods sUghdETP [16], and network

resource provisioning systems such as TeraPaths [17] a@dARS [9]. NADMA acts as
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Figure 4.1: NADMA framework: functional components and tohflow.

a route planer to explore and compose a set of feasible rqtiteng and provide them to
the user along with performance estimations as well as peatéeps and commands to
authorize and execute data transfer. The efficacy of NADMAemonstrated in several

use cases based on its implementation and deployment inasé@enetworks.

4.1.1 NADMA Architecture and Functional Components

As shown in Fig. 4.1, the NADMA framework consists of a Usetelface with a User
Request Interpretation component that interacts withratbenponents for Data Discov-
ery, Network Quality of Service Discovery, Transfer PratbiDiscovery, and Performance
Estimation to identify and develop data movement stratetfieough a Data Movement
Workflow Generation component.

The client end of NADMA is a downloadable software progranthvé user interface

that communicates with a lightweight web service. The NADMent interacts with
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existing data management, discovery, and movement todlsenvices such as SRM and
GridFTP, as well as existing network resource provisiorsggtems such as TeraPaths,
OSCARS, and ESCPS to generate workflow-based solutionsaataement. The server

end of NADMA is based on a web service and provides a clientiaidtration interface to

manage a database of discovered storage and network regrawgsion systems.

4.1.1.1 User Interface and Request Interpretation

The User Interface provides a general means for users toisdata movement requests
based on SRM, gsiftp, http, https, bbftp, scp, sftp, and soldw interface also displays
the discovered host and network information as well as thelt@nt data movement sug-
gestions.

As shown in Fig. 4.2, in the main interface of NADMA, the useputs the source and
destination hosts, the data files to be transferred, andattetp which the transferred files
should be saved. Both source and destination fields couldh®r @ URL or an IP address.
Note that this graphical user interface might be removeterfinal version for integration

with other actual data transfer tools such as GridFTP.
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Figure 4.3: The user profile page.

To discover the system resources of the source and destisdtosts, the user may
provide access information such as an account the user lthgsmmachines, the protocols
the user wishes to use for data transfer, and the user acdetsits for each of these
protocols through the user profile page as shown in Fig. 418th@ page, the user may
also upload a list of user certificates to be used for accgs$lserremote host.

For each proposed data transfer solution, the correspgmditwork path is visually
displayed on a dynamically generated map. The route infoomdetermined by NADMA
is used to produce the path layout by first matching the inéeiate nodes of each route
against a Geolocation IP database using the NADMA web sea then placing them
onto the map using Google Static Maps API.

The User Request Interpretation component is responsibliatierpreting the request

and invoking the corresponding functions.
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Figure 4.4: Data discovery interface for Earth System Grid.

4.1.1.2 Data Discovery

In addition to specifying a particular dataset, the userss arovided the capability of
discovering the dataset of interest using the built-in d&geovery component. The dataset
properties including source location and dataset size @t@ratically determined when
the user selects a target dataset from the dataset discov@gonent.

NADMA allows the user to specify the source data by using et or logical names.
The data discovery component interacts with the remotedataervices and replica loca-
tion services (RLS) [30] to identify the physical locatiafshese data items and stores the
information in a cache for quick access. NADMA is designedupport generic data dis-
covery mechanisms based on web services, and we use theSyatém Grid (ESG) data
discovery web service as an example for testing purposesu3ér can search for data by
only providing a dataset ID, which is submitted by NADMA in aeqy to multiple data
repositories using the available data services. The seascifts from those geographically
located ESG gateways are assembled and presented to thdssfown in Fig. 4.4, the
location and size of each data file with the matched ID arelayspl in the user interface.
Other information such as physical access points is cache:anay be used to determine

and compose the fastest transfer option.

34



| NADMA Administration =B %
File Edit
Modes | Organizations | Users| .
1
+- Node Name (D) Location ("L o ode 52
[ ani.gov (113) 40.85710
;; uckland.ac.nz (114) -36.8477 PR
1 bril.gov (115) 40.85710)
| |caltech.edu (116) 34,13422] Node Name: anl.gov
] |canterbury.ac.nz (117) 172.3022
T |cern.ch (118 46.27217] O Loigpaemis) 2
] |dnvestav.mx (119) 19, 509674 Location: 40.867109 Lat. |-72.881738 Lon.
| |demson.edu (120) 34,68272]
] |cornell.edu (121) 42.44864 Frotocols
] escs.ch {123) 46.02592;
] {fal.gov (123) 4137395 [ Trpe AL
| |giobusoriine.org (124) 41‘% Add Protocol )
] |harvard.edu (125) 42, 3820;
[ |hpec. ttu,edu (126) 33.5847241 | Type: CRDER. o saunbon
[ jilinois. edu (127) 40. 11334 —
(=] it (128) 4452114 | URI: Add Protocol |
[ jiu.teragrid.org (1289) 39, 16594] —_— <
| ivec.org (130) -31.9821 T
] [blgov (13 37,8752 [ |
1 Jleni-su. teragrid.org (132) 30,4106
| ncar. teragrid.org (133) 39.99074]
| |ncsateragrid.org (134) 40.11334]
] |nd.edu (135) 41, 70400 ‘ oK. ‘
| |ndgf.org (136) 55.63723| -
| |mersc.gov (137) [55.63723 lereprem - T
Delete Selected | [ Add Node ‘

Figure 4.5: A screenshot of the administrative view of thé&wervice driven database.

4.1.1.3 Network Profile Management Using Web Services

To provide accurate advising for data movement in dynamiwowk environments, it is
critical to collect and store status and resource inforomatncluding network topology,
provisioning services, data management and movementqamistavhich must be updated
in atimely manner. For this purpose, we create and mainta@tabase, which is accessible
by regular users for information lookup and by the systemiadhtnator for information
updates through web service calls. The user interfacedictieivith the remote centralized
database to retrieve network profile information. Bothrdlieequests and server responses
are encoded using Hessian binary web service protocol.

Since the network profile changes as new services are addedsbing services are
updated or removed, NADMA provides a set of system admatistn functions to add,
remove, and edit these catalog entries through an adnati@strinterface. Fig. 4.5 shows
an example of displaying all entries from a node table antireda node’s fields such
as organization and protocols supported via a web servisee@yAdministration window.

User can also choose to delete selected nodes or add additames in that same interface.
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4.1.1.4 Network Quality of Service Discovery

Different from best-effort IP networks, high-performanuetworks are capable of provi-
sioning dedicated bandwidths. The Network Quality of SeuDiscovery component is
designed to automatically discover network resource groming systems as well as host
capabilities with SRM and GridFTP services. This compotetacts with the NADMA
web service to determine if an end host has access to theleigbrmance network infras-
tructure and necessary provisioning services. The NADMA waervice queries a prede-
fined centralized network profile database of known submetglamains to determine the
resource availability without the need to query the sesvtieectly. If the source and desti-
nation hosts do not support some advanced networking gsrgicch as SRM and GridFTP,
NADMA tries to compose a data transfer path using known megtiate hosts in the same
domain or subnet in order to achieve the best possible peaioce over the WAN.

In addition to a possible high-performance network pathhwéserved bandwidth,
NADMA also explores a default Internet path between the a®and destination nodes.
If the source or destination node is a local host, NADMA idfégg the path between the
local host and the remote host using the existing tracemmutiacepath utility. If the sys-
tem natively supports the tracepath command using UDP,ptegerred to the standard

ICMP-based traceroute to minimize the use of superuseitggas.

4.1.1.5 Transfer Protocol Discovery

The Transfer Protocol Discovery component discovers teamsotocols that may be used
to support the desired data transfer. NADMA scans for opetspaf popular transfer
protocols such as GSIFTP, HTTP, HTTPS, BBFTP, SCP, SFTH-aRdSpecial consider-
ation is taken when initiating a third-party transfer fromeanote source host to a remote
destination host with respect to these protocols.

An open protocol port detected by the port scanner is corsildavailable only if it is

supported in the transfer scenario. There are three typearsfer options:
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» Local Host to Remote Hosfthe protocol is considered available if the destination

host port for the protocol is open.

» Remote Host to Local Hosifhe protocol is considered available if the source host

port for the protocol is open and the protocol supports glests.

* Remote Host to Remote Ho3the protocol is considered available if both the source
host and the destination host have open ports for the pridodahe protocol allows

third-party transfers.

Available transfer protocols are ordered by priority nunsb&ccording to the known
performance and general security of the protocol with pegfee given to security-conscience

massive data transfer protocols.

4.1.1.6 Bandwidth Estimation and Measurement

NADMA estimates the network performance of a transfer stnausing both an automated
ICMP-based network performance measurement as well as aaharotocol-based per-

formance measurement.

Bandwidth Estimation Using ICMP. Bing [31] is a standalone network performance
measurement program that computes point-to-point thrnouiglsing two ICMP
ECHO.REQU ESTpackets of different sizes between a pair of nodes. We coBieg
to a library that works on both Windows and Linux systems. PeReformance Estimation
component invokes the Bing library to estimate the endrd-@elay and the bottleneck
bandwidth of the network path.

The bandwidth is estimated for both reserved and Internstaork paths. However,
there are two distinct processes used to estimate the tetiebandwidth depending on

the type of network.
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» Reserved Network Bandwidth Estimatiohen a bandwidth reservation service
such as OSCARS is available between two endpoints, a dsfaatftest path is com-
puted based on the ESnet topology. The minimum link capatdgg the path is
reported to the user together with the bandwidth estimataruired from the Bing-
based estimation from the local host to its respective OSEAR)ress endpoint,
namely the intranet performance of the LAN. These two measants are intended
for the user to make an informative bandwidth reservatignest to OSCARS in the

future.

* Internet Network Bandwidth Estimatiorthe bottleneck bandwidth of the default
Internet path between the local host and the remote hostasthyi measured using
the Bing library. This bottleneck bandwidth provides a stag of the current In-
ternet traffic condition and can also be considered as agiiojeon the expected

performance in the near future.

Both bandwidth estimations require either the source ordénsination host to be a
local host due to the limitation of ICMP packets. NADMA doest perform ICMP-based

bandwidth estimation for third-party transfer.

Bandwidth Estimation using Transfer Protocol. When ICMP-based bandwidth esti-
mation is not available, NADMA offers a protocol-specifimioiavidth estimation method,
which can be used to select the most suitable transfer pbtbbe users can initiate band-
width measurement within NADMA to estimate bandwidth begwdwo hosts, including
two remote hosts. The bandwidth measurement based on disperisfer protocol such
as SCP or FTP involves sending a sequence of data packeteodnli sizes using that pro-
tocol, measuring the corresponding data transfer timesparforming a linear regression
whose slope approximates the path bandwidth and interggpbaimates the minimum

path delay. A linear regression line that computes the batttdvand delay of an Internet

38



~N

a

(o]
<

i
»

round-trip time (sec)

\

0

0 50 100 150 200 250 300 350 400 450 500 550 600 650 700
file size (KBytes)
@ bandwidth ——Linear (bandwidth)

Figure 4.6: A linear regression line to estimate the pathdbadith and latency between a
local SIUC node and a remote node in Connecticut: the x-aeesents the file sizes in
KB, and the y-axis represents the round-trip time in seconds

path between a local host at Southern lllinois Universiggtiondale (SIUC) and a remote
host in Connecticut is illustrated in Fig. 4.6 .

For instance, the FTP bandwidth measurement tool in NADMAasnees the band-
width between two FTP servers. This tool uses File eXchamgmebl (FXP) that is built
into the FTP standard. It allows file copy from one FTP-seteaanother using an FXP-
client without going through the local machine. To use thd’Foperation, both servers
must support and enable FXP. However, many servers do netihawabled by default due
to its potential security risks and the overhead of allonpagsive mode transfers, which

typically require a block of ports to be open in the systenwiaié
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4.1.1.7 Data Movement Workflow Generation

The Data Movement Workflow Generation component generabelsflows for data move-
ment by analyzing and combining discovered storage, hast,natwork resource infor-
mation to build feasible data movement strategies. Thenastid performance of each
transfer strategy including network bandwidth and trandigration is used to prioritize
transfer workflows and make specific recommendations togke Each workflow-based
data transfer strategy contains performance estimatietwark route as well as security
and transfer protocol information, and presents severtiBp instructional steps using

third-party tools to realize the recommended transfertswiu

4.1.2 System Implementation and Operation Procedure

NADMA is implemented in Java, consisting of a client fromtgeand a web service back-
end. The web service initiates a Hessian binary web servidew of Apache Tomcat to
provide a simple and secure SSL-enabled web service. Tledrmatuses MySQL to store
and query against a database of known advanced networkcessiarage and provisioning
systems as well as find the geolocation of IP addresses. iEme geénerates data movement
strategies in a three-step process involving Endpointi8patton, Network Discovery, and

Workflow Generation and Display.

4.1.2.1 Endpoint Specification

NADMA requires the entry of the source endpoint and destinatndpoint, one of which
may be a local host, for the desired data transfer. The tw@ants are sufficient for
NADMA to provide a detailed analysis, but the user may ogllyspecify dataset charac-
teristics and transfer constraints such as dataset saresfér times, and preferred transfer
protocols. Additional information provided by the useristssin determining routes more

suitable to the request of the user.
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If an endpoint is unknown, the dataset discovery tool maydsel o locate the desired
dataset. The dataset discovery tool interacts with medaskatwices to locate and retrieve
information about the desired data. The user may query tigettanetadata service for
a dataset of interest by keywords. The user selects front aflisatched datasets and

NADMA populates the appropriate endpoint and dataset mé&bion automatically.

4.1.2.2 Network Discovery

The source and destination endpoints provided by the usescanned to determine sup-
ported transfer protocols. The client application attesriptconnect to the common ports
of various transfer protocols to determine if the protosavailable. If the source or desti-
nation host is a local host, an Internet trace route is exelciat determine an Internet path
and an ICMP bandwidth test is performed.

The client queries the NADMA web service with the IP addresmed hostnames of
the endpoints to determine if the endpoints have accessvemadd network provisioning
systems, including bandwidth reservation networks suc®@8€ARS as well as known
SRM systems. The web service locates systems that are atesbwiith either the endpoint
hostname or a subnet of the endpoint IP address. Specifitriatmn about these systems
is retrieved from the database and sent to the client apijlica

Geographic locations of all endpoints and intermediatees@de determined by query-
ing the IP address geolocation database using the web sefMe client application de-
termines the geographic location of the IP address of eadpa@nt and intermediate node.
The city, state or province, country, postal code, and honigi and latitude are sent to the
client. The client uses this information to construct a méphe topology of potential

routes using the Google Static Maps API.
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4.1.2.3 Workflow Generation and Display

After the network, path, and location information have bde&tovered, the client appli-
cation generates multiple data movement workflows. The fiawis are limited by the
dataset characteristics and transfer preferences sieicifibe first step and organized by
priority of transfer protocols and adherence to datasetacheristics and transfer prefer-
ences.

The client application presents a topological overview lbasic network summary, in-
cluding discovered route information for a high-perforro@anetwork path with bandwidth
reservation as well as an Internet path with basic bandvwrddrmation. A summary of
the available transfer protocols are presented with liokstinch protocol-specific band-
width tests. The tests allow for additional authenticafigput from the user and perform
an automated bandwidth test using the given protocol.

A detailed analysis containing multiple data movementsgjias is also available. The
user may cycle through different workflows to view estimgpedformance, network path
and topology, and specific steps to realize each workflow dta transfer. Each step con-
tains general information about its function as well as ggecommands that can be exe-

cuted using third-party tools.

4.1.3 Case Studies
4.1.3.1 Case Study I: from University of Memphis (UM) to UM

Experimental Setup. The data source (dragon.cs.memphis.edu) and destination

(mouse.cs.memphis.edu) in this use case are both locatbd tampus network at UM.
The data source is an Intel Xeon Linux box with kernel 2.6e8fyipped with one 1 GigE
NIC, Intel(R) Core(TM)2 Duo CPU, 3 GBytes of RAM, and 250 GBgtof SCSI hard
drive. The data destination is a Dell Precision 490 Linux taith kernel 2.6.20, equipped
with a 1 Gigabit NIC, 8 Pentium 4 processors, 4 GBytes of RAM] 800 GBytes of SCSI
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Figure 4.7: The output in the use case from UM to UM.

hard drive. The available transport protocols include SCF[P and HTTPS. We have an

account and password on the destination host.

Data Movement Advising Output. As shown in Fig. 4.7, the discovered host and net-
work information is displayed in the source, destinatiamg aetwork panels. The source
and destination panels display the host profiles such asogtename, account, total mem-
ory, free memory, total disk, free disk, and available pcots. The OSCARS dedicated
channel service is not available between these two end.hblsésnetwork panel displays
the network profile such as the Internet path, bottleneckiWwatth in Mbps, path delay in
ms. In this use case, we estimate that the bottleneck batttigidbout 32 Mbps and the
path delay is around 0.2 ms. The workflow panel displays atkfl@v-based data transfer
options, and the user has the flexibility to explore the tke{@.g, path map) on each of

them.
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Figure 4.8: The network path in the use case from UM to LSU.

4.1.3.2 Case Study II: from UM to Louisiana State University(LSU)

Experimental Setup. In this use case, the data source (dragon.cs.memphissthg i
same as in Case | and the data destination (bit.csc.Isusthgated in the LSU campus
network. The data destination is a Linux box with kernel 206 equipped with 8 3.2 GHz
processors and 16 GBytes of RAM. The available protocoleidee SCP and HTTP. We

have an account and password on the data destination.

Data Movement Advising Output. As shown in Fig. 4.8, the discovered host and net-
work information is displayed in the source, destinatiord aetwork panels. We estimate
that the bottleneck bandwidth is about 18 Mbps and the pdttyde around 28 ms. The
network path corresponding to each workflow-based datafeaoption is displayed on a

Google map.
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Figure 4.9: A screenshot of the list of suggested nearbyshegh advanced networking
services in Case Study llI.

4.1.3.3 Case Study IlI: from Lawrence Berkeley National Latoratory (LBL) to Fermi
National Laboratory (FNL)

Experimental Setup. This use case handles an OSCARS-based high-performarece dat
transfer request. The source host (src.lbl.gov) is a nocktda at LBL, Berkeley, Califor-

nia. The destination host (dea.fnal.gov) is located at AB#tavia, lllinois near Chicago.

Data Movement Advising Output. After receiving the user inputs, the NADMA system
looks up the networking service profiles stored in multiéadbases and generates a list of
preferred source and destination URIs, which have advamewaborking services installed
such as SRM and GridFTP, and are close to the given endpdihis.list is sorted in a
certain priority order based on the capability of perforgimgh-performance data transfer.
The given endpoints are always placed on the top of the listely have those advanced
networking services installed. Fig. 4.9 shows an exampléhefsuggested intermediate
sources and destinations close to the endpoints.

Among these suggestions, the user may choose one sourceeddsiination based on

his or her preference and accessibility. Suppose that girehas chosen (srm://sim.Ibl.gov:8443)
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Information of the source and destination

Source Node URL: srm:/fsim.|bl.gov:8443 GridFTP: ¥/ SRM: ¥
Destination Node URL: gsiftp://cms-xenl3.fnal.gov: 2811 GridFTP: ¥/ SRM:
® Earliest Completion Time Display Path and OSCAR Reservation Info
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Figure 4.10: A screenshot of the map generated using Goadgle Maps API to display
the suggested routes and estimated performance in CaselBtud

as the source and (gsiftp://cms-xenl13.fnal.gov:2811Nasléstination from the suggested
list. The automatic port scanner also reports that bothsiueste GridFTP service running
at port 2811 and SRM running at port 8443. Note that the pamhisiag results can be
used to update the database. For any pair of selected sowdckesatination hosts, the user
can further examine the transfer route information andiptéke transfer performance by
interacting with OSCARS API. Based on the query results f@BCARS, the user is able
to explore the best bandwidth reservation solution on tedichted channel, either for the
shortest duration or for the earliest finishing time. Faugtration purposes, the map in
Fig. 4.10 displays a dedicated high-performance path wikrinediate routers at Kansas

City and Denver, reserved bandwidth, number of hops, sta€, tand end time.
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4.2 Peak Link Utilization Transport

Given the high bandwidth dedicated channel, inefficiemtgapert protocols will ultimately
lead to underutilized reserved bandwidth networks andifsigntly slower data transfer.
So the design of Transport protocols are very important toexe high link utilization
and satisfy large-scale scientific applications netwaykiaquirements. In this section,
we first provide a mathematical analysis to investigate thpaict of system factors on
the performance of transport protocols. Then we profesk Link Utilization Transport
(PLUT) that incorporates a performance-adaptive flow @dmtrechanism to regulate the
activities of both the sender and receiver in response tesydynamics and automates the
rate stabilization for throughput maximization using $tastic approximation methods, as
opposed to the manual parameter tuning in many other UDEduaansport protocols in

high-performance dedicated networks.

4.2.1 Performance Analysis of Single Packet Processing

We conduct an analytical study to investigate the impactyefesn factors on the perfor-
mance of transport protocols. To instantiate our analygesconsider the commonly used

Linux kernel.

4.2.1.1 Packet Processing Issues

When a new packet arrives, the NIC generates an interruptrengacket is put into the
kernel buffer by the card DMA engine. In general, heavily &yigg the CPU in other
compute-bound tasks during an interrupt may severely hiadenning process. To avoid
flooding the host system with too many interrupts, the injgricoalescence scheme col-
lects multiple packets and generates one single interarghem, therefore reducing the
amount of time that the CPU would otherwise have to spend ategbswitching to serve

multiple interrupts. The Linux kernel ussk buff structure to hold any single packet. The
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Figure 4.11: Packet processing flow in Linux.

pointers ofsk buff are held in a ring buffer in the kernel memory and manipuléitedugh
the network stack. If there are no free pointers in the rinfjebuincoming packets will
be dropped by the kernel silently. From the ring buffer, thekets are delivered to the
corresponding receiving function of the IP layer, which rexzes the packets for errors
and then forwards them up to the INET Socket layer (such asa@r@HP), which in turn
checks for errors and copies the packets into the socket/ecaffer. Then, the waiting
application wakes up and returns from a correspondingveasistem call that copies the
data from the kernel into the application buffer. For congane, we plot in Fig. 4.11 an
overview of Linux packet processing that involves the NICdweare, device drive, kernel
protocol stack, and application [110] [111].

The Linux packet processing flow shows that packet drops &kénnel could happen
in either the ring buffer, or the socket receive buffer, otth&ince the data receiving pro-
cess has a lower priority than the packet processing by ttmekand the Interrupt Service
Routine (ISR), packets are more likely to drop in the sockeeive buffer. Although UDP

is buffered on both the sender and receiver sides, we foculeoreceiver side since the
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receiver is under considerably more system strain thanaheées. The flow control mech-
anism of TCP is implemented to avoid packet drops in the veceiffer. However, the
UDP receive buffer might be overflowed if the packet recajvoimocess can not acquire
enough CPU cycles to consume the data in the buffer due to ©Rtémtion. In this case,
all incoming packets are discarded, hence wasting the gubfvocessing resources and
impairing the application performance. Therefore, it igical to employ a flow control
mechanism in UDP-based transport protocols to avoid hatiegender send data too fast

for the receiver to receive and process.

4.2.1.2 Single Connection With a Single Data Receiving Press

We assume that the packets are of a fixed size up to the Maximmansfer Unit (MTU)
and are placed in the receive socket buffer by the kernebpobstack at a mean Poisson
rate ofA. We further assume that the effective service time is expialéy distributed and
its mean isl% for packet processing carried out by the data receivinggg®cT herefore, the
time that the data receiving process spends in processng¢bming packet and writing
it to the disk is;;. We denote the quantit%r bya,ie.a= % LetT be the time in seconds,
M be the UDP buffer size in bytes, aBdbe the maximum number of packets in the UDP

buffer. Thus, we have:

M

B=[7g ] (4.2.1)

Since UDP was designed without transmission reliabilitprgntee, the default UDP
receive buffer size on most operating systems is set veryl.siftae kernel variable that
defines the maximum buffer size has different values in difiekernels. For example, in
Linux, the variable namedet.core.rmemmaxhas a default value of 131071 Bytes. Since
the MTU is of 1500 Bytes in the Internet, given this default ®Beceive buffer size, we
haveB that is equal to 88.

Based on the above assumptions, the packet receiving gribagstarts from the socket
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receive buffer to the user application can be modeled as &dvan birth-and-death pro-
cess where the state-space is finitely limited by the buffer gl6] [47] [56], as shown in
Fig. 4.12.

A A A A
OI0IDOID
B H il il
Figure 4.12: Markov state transition diagram for modeliaghet processing.
In this model, the states of the process are representee yithben of packets in the
socket receive buffer. Staferepresents the state where there are no packets in the socket

receive buffer, and statge 1 < n < B, represents the state where thererapackets in the

buffer. The steady-state probabil®y of this process being in statds given by:

)\n
I:)ﬂ:ﬁ‘l:)o7 n:1,2,...,B. (422)
Using the boundary condition:
Po+3B P =1, (4.2.3)
we obtain
1 1 1-a
71458 A" 1ta+al+..+aB  1—aBl 7

n=1pun
Using Egs. (3.12) and (3.11) in [47], we obtain the steadyegbrobability oh packets

being in the socket receive buffer:

(1—a)-a" 0<n<B
Pn:{ 1-oBH - (4.2.4)

n> B.

We plot in Fig. 4.13 this steady-state probability foe= ‘5". From the figure, we observe
that this probability decreases over the increasing nurabpackets in the socket receive

buffer.
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Figure 4.13: The probability af packets in a M/M/1/B queue.

The mean number of packets
in the socket receive buffer
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Figure 4.14: The mean number of packets in a M/M/1/B queue.

Since there are at moBtpackets in the socket receive buffer, this queueing system i

stable for all values ok andu. If A =y, thena =1 and

1

=——=R n=12..,B. 4.2.
B+1 ns ) & ) ( 5)

Po

The mean number of packets in the socket receive buffer endiy:

! (4.2.6)

_a _ _B+1  B+1
E[n] — 1-a 17UB+1 a 9 a % 17
25 a= 1

We plot in Fig. 4.14 the mean number of packets in the soclaive buffer as a

function of a, which clearly illustrates the effect of the increasing tnemof packets due
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Figure 4.15: Survivor function for the number of packetsdeveral values of alpha.

to the increase oft.

The probability of havingi or more packets in the socket receive buffer is given by:

P(>n packetsinbuffer = =7 P

_ 58 (1-a)-al
- j:n 1_aB+l
an_aB+1

The quantityP(> n packets in bufferis called the survivor function for the number
of packets in the socket receive buffer. We plot in Fig. 448 survivor function for
several different values af. We observe that ag approaches unity, the probability that
the number of packets in the receive buffer exceeds a giviere viacreases substantially
due to the small changes in

The utilizationp of this queueing system is defined as:

p = 1-h

l1-a
= 1-7— 81

a— Bl

- T OFL (4.2.8)

By Little’s law, the mean response time of this queueingesysis:
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E[n|
A

1[1 B-aPB
ul-a 1-abB

, a#l (4.2.9)

The throughpuG of this queueing system is defined as:

1—aB

(4.2.10)

The time to deplete the buffer siké when the packet receiving process runs out of its
time slice is given by:

T=1. (4.2.11)

On the other hand, the time to deplete the buffer Miaghen the CPU time is available

to process the arriving packets is given by:
T=—1. (4.2.12)

At time T, the UDP receive buffer is not able to accept any new packetdhaus will
have to drop them. The depleted UDP buffer results in the df&fDP datagrams received
by the kernel.

Eq. 4.2.10 has some important implications. (ixif> 1, the socket receive buffer
will become full after time, as shown in Egs. 4.2.11 and 4.2.12. In this situation, the da
receiving process is not able to consume all the packetdragrirom the network, which
ultimately results in packet loss in the UDP receive bufferhigh data rates, generating
and sending packet retransmission requests at the rea@mnsume CPU time and may
significantly affect the data receiving process. (ii)alf< 1, the data receiving process
has enough CPU cycles to consume packets but no enough pac&gilaced in the UDP
receive buffer. In this situation, the UDP receive buffeunlcbbecome empty and there are

still idle CPU cycles, either of which is a waste of systenoregses.
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Round n : Round n+1

Figure 4.16: Data receiving process running moégke representing the data receiving
process).

4.2.1.3 Mathematical Model for Data Receiving Process

Linux 2.6 is a preemptive multi-processing kernel whoseedciting policy is priority-
based and is explicitly in favor of I/O bound processes ireotd provide a fast process
response time (interactive processes are 1/0 bound). gsesare initially assigned with
static priorities, which can be modified dynamically by tleaeduler to fulfill scheduling
objectives. The Linux scheduler calculates a dynamic pyidlhrough the static priority
and interactivity of the process. A process with a higheeriadttivity is assigned with a
higher dynamic priority and hence runs more frequently. B d¢ontrary, CPU bound
processes receive a lower dynamic priority. The timeslica process is determined by
its dynamic priority per round of execution. Thus, impott@nocesses are assigned a
longer timeslice that enables these processes to run lomferold Linux CPU scheduler
recalculates each task’s timeslice usingn) algorithm implemented as a loop over each
task; while the newer Linux scheduler maintains two prjogitrays, an active array and an
expired array, wittO(1) complexity for priority updating. Processes move from tbtve
array to the expired array when they exhaust their timesli€ecalculating all timeslices
is just to switch the active and expired arrays [92] [91].

Based on the analysis of scheduling policy for Linux 2.6, ringime behavior of the
data receiving process is shown in Fig. 4.16. {getp andtexp be the CPU time and the

expired time assigned to the data receiving process, rigglgcandtt ot be the total CPU
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time assigned to all the running processes. We have:
tprp = timeslicé Porp). (4.2.13)

tror = timeslice Porp) +thimeslice(P.), R # Pore. (4.2.14)

The expired time for the data receiving process is:

texp = tror —tprRP. (4.2.15)

From Egs. 4.2.13,4.2.14 and 4.2.15, we know that the rurtivmegof the data receiving
process is contingent on its own priority and the system,ladniich includes all interrupt-
related processing and handling as well as the load of cogruprocesses. Note that
interrupt handling has the highest priority and is alwaylsesitled to run before other
tasks. Hence, a system with a high interrupt rate is not akiespond to the data receiving
process immediately, resulting in a decreased data reggigte. In an extreme case where
the system is completely occupied for handling interrughis data receiving process could
be temporarily suspended, resulting in significant packetds in the socket receive buffer.
Similarly, a system heavily loaded with concurrent proesssould not guarantee enough
CPU cycles for the data receiving process because procestsehigher priorities may
starve the data receiving process. To increase the dat&irgceate, one needs to either
increase the data receiving process’ priority or reduceyiséeem load. However, reducing
the system load does not seem to be a viable solution sincdatiaereceiving process
typically runs with other concurrent resource-intensivekioads in a shared computing
environment.

In order to show the effects of concurrent background wadtsoon the performance of
UDP-based transport protocols, we run iperf UDP on a locdiad¢ed connection, which
is provisioned by a back-to-back link between two Dell Psiexi 490 Linux boxes with
kernel 2.6.20, each equipped with a 1 Gigabit NIC, dual Remt# processors, 3 GBytes
of RAM, and 1 TBytes of SCSI hard drive. A CPU-bound programrmad Burncpu is
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Figure 4.18: Packet loss rate with and without concurresu$o

specifically designed and executed to emulate concurresttdamkground workloads. We
conduct four sets of transport experiments, in each of wHibHiles are transferred using
iperf. In the first set of experiments, no Burncpu proceszeéseted while in the other three
sets of experiments, 1, 2 and 3 concurrent Burncpu processdaunched, respectively.
The goodput performance measurements and packet losdaaipserf are shown in
Figs. 4.17 and 4.18. From these measurements, we obsettbdl@mmount of concurrent
background workloads has a significant impact on the tramggoformance of iperf. The
iperf UDP achieves high and stable goodputs when there ammourrent background

workloads, but yields lower goodputs of varying dynamictwti, 2, 3 concurrent Burncpu
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Figure 4.19: Sending, goodput, loss and retransmissiofilggaver 9900 mile 1 Gbps
USN-ESnet hybrid connection.

processes. The iperf UDP peak goodputs without backgrowrkl@ads and with 3 con-
current Burncpu processes differ in about 200 Mbps, whiduesto the limited CPU cycles
assigned to the iperf UDP when there are competitive backglevorkloads. In addition
to having higher goodputs compared to those cases with 2 aod@&irrent Burncpu pro-
cesses, from Fig. 4.18, we also observe that the iperf UDRowitbackground workloads

and with 1 concurrent Burncpu process has almost near-zei@ploss.

4.2.2 Transport Profiles

We collected throughputs, loss rates and retransmisstes o PLUT over USN-ESnet
hybrid channel as shown in Fig. 4.19, where each point in tiizbntal plane corresponds
to (T(t),I(t)). These profiles illustrate how the destination acknowleglgnnterval to-
gether with the source rate affects the transport perfocesmover dedicated channels. On
USN we utilize the OC192 links between Ciena SONET switch&3RNL and Chicago
to realize OC21C connections of lengths 700, 1400, ..., 680&s by suitably switching
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them. At the end points, we map 1 Gbps Ethernet onto OC21@&lfieealizing 1 GigE
connections of various lengths. On ESnet, 1 Gbps VLAN-tdgg®LS tunnel is set up
between Chicago and Sunnyvale via Cisco and Juniper routlish is about 3600 miles
long. USN peers with ESnetin Chicago, and 1 Gige USN and EQmetections are cross-
connected using Forcel0 Ethernet switch. Together, tmBgoration provides us hybrid
dedicated channels of varying lengths, namely 4300, 57009900 miles, composed of
Ethernet-mapped layer 1 and layer 3 connections. We alBpeutiSN infrastructure to
provision OC192 connections of lengths 1400, 6600 and 860&snm loopback configu-
rations. In each transport experiment, we employ a fixedqfdir (t), | (t)) such thafT (t)
controls the source rate ah(t) determines the ACK sending rate. By varying these two
parameters, we measure the corresponding source ratmadiest goodput, loss rate and
retransmission rate as plotted in Fig. 4.19. The ACK inteivaneasured in the unit of
Round Trip Time (RTT) of the connection. These transporfil@® provide us a revealing
insight into the parameter values to be employed by the p@mprotocol.

The peak throughput is achieved with low loss and low retrassion rate wheil (.) is
slightly below 10 microseconds aih@) is above 20 times the round trip time; if parameters
are manually set to values within these ranges, PLUT wilie@hthe peak throughput
of approximately 950 Mbps. These ranges are dependent ocotiteection as well as
host parameters, and can be manually identified if varioaBl@s area priori generated.
However, profile generation typically is a very time consagprocess (about 8 hours for
this case), and the subsequent parameter selection re@aiiee human involvement. In
Section 4.2.3, we present stochastic approximation msthm@utomate the process for
parameter selection that bypasses both the profile gemetd manual parameter tuning.

If the window sizeW(t) is fixed to be one datagram, we have the rate-based control
such that

Cnic x MDS

") = g ) MDS (4.2.16)
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Figure 4.20: PLUT control structure.

where the rat€yc is determined by the speed of the host NIC in “writing” to ceon
tion. The statistical effects afwin or W(t) and idle time on transport performances were
discussed in [127]. Note that the source rate calculateddoyl2.16 might differ signif-
icantly from the actual sending rate observed during filadfer. Besides the value set
for idle time, other host factors such as disk 1/0 speed,douffanagement process, and
CPU scheduling policy may all affect the actual sending sagaificantly. This is partic-
ularly true when high sending rates require peak procedsiration or the processor is
shared with other CPU-bound applications, where the idie iiself may not be precisely
enforced. Therefore, the destination goodput back-caiedlfrom a user-specified target
rate using Eq. 4.2.16 does not automatically match thettaae. Such host effects com-
bined with variations in connection delays and finite corapiah periods lead to random
components in the computed rates; such randomness mugtliztxaccounted for in au-
tomatically tuning the parameters. We assume that erra@dalthese effects are bounded,

which is justified by the small variations observed in our sugaments.
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4.2.3 Design of Peak Link Utilization Transport
4.2.3.1 PLUT Control Structure

PLUT employs a UDP-based transport control structure fek-tib-disk data transfer as
shown in Fig. 4.20. The sender (source) reads data seqlliefntan its local storage device
as a set of UDP datagramsMiximum Datagram SizgMDS), each of which is assigned
a unique continuous sequence number and loaded into thersbuffer. The receiver
(destination) accepts the incoming datagrams in the offdéeo arrival and keeps track of
the datagram sequence numbers in a check list. The recestagrdms are immediately
forwarded to a disk I/O module that handles datagram reorglér necessary and writes
them to the disk in order in the background. Based on thesstdttihe datagram checklist,
a list of positive or negative acknowledgments (ACK) of ldstagrams for the interval
| (t) are generated and sent periodically to the sender for setrimsion. The receiver’'s
maximum attainable goodput is is dynamically estimated semdt back to the sender for
source rate control.

As shown in Fig. 4.20, the data flow moves from source to dastin along the solid
lines and the acknowledgment feedback follows the dottegslfrom destination to source.
In this transport structure, there are two control operatiepresented by two shaded el-
liptic boxes: (a) source rate control through idle time andACK event interval control.
The transport performance over high-speed dedicated elmnritically depends on the
strategies used in these control operations. In severadfmat control protocols, a posi-
tive acknowledgment is sent for received data packets,wiinecessary for shared lossy
links in Internet environments. However, dedicated ché&asually provide much more
reliable connections, where packet loss is much smaller dmmnection capacities. At
high data rates, generating and sending acknowledgmettis a¢ceiver consumes CPU
time and may interfere with the host receiving process. [8nhyj accepting and processing

acknowledgments at the sender may also affect the hostragprbhcess. To achieve peak
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performance over dedicated channels, we employ a mixedoatkdgment mechanism
that sends an either positive or negative acknowledgmést afcarefully selected period
of time. We adaptively determine appropriate delay timesoded acknowledgments for

network connections based on link and host properties.

4.2.3.2 Sender-receiver flow equations

We consider a steady state flow of packets from a sender
original packets

to a receiver over a dedicated connection as shown jir / @

Fig. 4.21, wherein the time window over which various
(a) low sending rate — no loss

rates are computed are assumed to be sufficiently large to

retransmittegbackets

ignore the small window effects.

In particular, rate variations due to jitter in packet d

original packets

lays caused by connection and host dynamics are assumed _ ses
(b) balanced sending nlﬁg

to be negligible, which is verified by our previous trans- _
retransmitted packe

port performance measurements over dedicated con

tions [106]. Letrg(t) be the rate at which packets are sen

original packets

and letl(t) be the fraction of them that are lost before (c) high sending rate - high loss

losses

being read by the receiver, and hence have to be retrans-

Figure 4.21: Steady-state
mitted. Letx(t) be the fraction ofg(t) that corresponds

packet flows over a dedicated
to retransmitted packets. Thus the flogft) is composed _

connection.
of two streams of rategs(t) andx(t)rg(t) corresponding
to packets sent for the first time and retransmissions, céispdy. In general the goodput

gr(t) at the receiver depends og(t), | (t) andx(t), and there are three different regions:

(a) No loss region:Under very low sending rate, there are no losses and retissiems as

shown in Fig. 4.21(a) such thgk(t) = rs(t), which results in low utilization.

(b) Low loss region:Under the peak utilization and low loss rate, the retransahipackets
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are not lost as shown in Fig. 4.21(b). Thus we have
Or(t) = gs(t)[1 -1 ()] +rs(t)x(t)
= rs(t)[1—x(O][1 = ()] +rs(t)x(t)
=rs(t)[L—1(t) +x(t)I(t)].
When all lost packets are replenished in each window, we g&id (t) = rs(t)x(t) and
Or(t) = rs(t) |1 - [L—x()] S50
=rgt) [1—[1—x(t)] —sxU_
= rs(t)[1-x(t)].

This is an optimal region to stabilize transport since thekpgilization is achieved with

a low “wasted” bandwidth due to retransmissions.

(c) High loss region:Under the peak utilization and high loss rate, both origamal retrans-
mitted packets can be lost as shown in Fig. 4.21(c), and we hav
gr(t) = gs(t)[1—1(t)]+rs(t)x(t)[1-1(t)]
= IO =xO)1 - 1O)]+rsOx(t)[1—1(t)]
= rs(1-1)].

In practice, however, the above rates are computed ovee fivindow sizes, and the
packets experience non-constant delays at the destindiypically, jitter levels are more
prominent over MPLS tunnels compared to SONET circuits, la@avily-loaded, shared
end hosts lead to higher delay variations compared to dedidaosts. Consequently,
the estimatorsg(.), gr(.) and X(.) computed at discrete time points are random vari-
ables with typically unknown distributions. Their valuesvéate from their long term
averages, and in particular, they do not exactly satisfyetealities such agr(t) =
rs(t)[1— x(t)] due to randomness. The effect of such randomness necesditat uti-
lization of stochastic approximation methods, which hasoa-tivial effect on the un-
derlying transport method: the step sizes used in paramaeiptation must be appro-
priately varied as per conditions such as in classical RebMonro case [86]. In par-
ticular, methods that utilize fixed step sizes are not sefficito guarantee optimal re-

sults in all but very simple cases. To take into account sacldom effects, we define
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goodput-rate regressions Gr(r) = E[gr(t)|rs(t) =r], andgoodput-ACK regressioas
Gi(a) = E[gr(t)|I(t)=a]. Similarly, we haveoss-fractionand retransmission-fraction
regressionglefined as (r) = E [[(t)|rs(t) = r] andX(r) = E[X(t)|rs(t) =r].

Let g* be the maximum attainable goodput at the receiver over angledicated con-
nection. The objective of PLUT control is to stabilize both) andl(.) at suitable rates*

andl*, respectively, such that:

(@) Gr(r*) = g* = r*[1— X(r*)], which ensures that peak throughput is attained at low

loss rate, and
(b) G (I*) = mlaxG| (I, which ensures thatis optimally tuned.

We make the following assumptions about the regressiontifume and the underlying

random process based on the measurements from Section 4.2.2

(A.1) The goodput-rate regressi@g(r) is continuous and non-decreasing in both zero
and low loss regions, and botfr) andX(r) are continuous and non-decreasing in

r.
(A.2) The goodput-ACK regressidg (a) is a unimodal and differentiable function af

(A.3) The error magnitudes are bounded @#(.), G(.), L(.) and X(.). For example,

|Gr(r) — G(r)| < 1 for all r and someg.

(A.4) Error terms foIGg(.), G (.), L(.) andX(.) are not temporally correlated in the sense

described in the next section using the martingale property

We define two functions (k) anda(k) such thagr(k) = a(k)g* andrs(k) = a(k)g*.
The source rate control of PLUT at the sender is a two-stepggocorresponding to

the above two objectives:

(@) Instep one, the maximum attainable goodput is estintatgd(k) at time stegk, and

fs(k) is stabilized to achieve this goodput at a low loss rate. $tép involves the

63



adaptation based on monotdBg(.) andX(.), which makes it suitable for Robbins-

Monro [86] type stochastic approximation.

(b) In step two, the source rate is adjusted so that the medgoodpugr(k) at the
receiver stabilizes at the maximum achievable level forgiven connection. This
step involves the adaptation kfk) based on unimoda (.), which makes it suitable

for Keifer-Wolfowitz [86] type gradient descent method.

4.2.3.3 Source rate control for peak link utilization

At time stepk, for the measured source ratgk), measured goodpgk(k), and measured
retransmission ratgK), the equatiom(k) = §(k) /[1—X(k)] is only approximately satisfied.
Forrs(k) = a(k) - g*(k) anddr(k) = a - g*(k), the coefficient function are typicalb(k) >=
1 anda (k) <= 1. Thus there are two possible estimateg‘@k) based omg(k) anddr(k),
which yield two different values. We consider the followiggneral form that combines

these two estimates:
G (k) = [Fs(k)(1—R(K)]Par(K)* P, 0<B <1, (4.2.17)

where 3 is determined by host and link properties. Typicallyk) and X{(k) are more
stable compared tgr(k) since the the former are not subject to connection-leveavar
tions. For the specific case whemgk) = 1/a(k), we haveg® (k) = +/fs(k)gr(k). To ac-
count for randomness in measurements and the effects gf a@edhits variation of sending
raters(k) on goodput measuremegi(k), we apply a dynamic version of Robbins-Monro

method [86,118] to adjust the source rate to achieve thettgapdpug* (k) at the receiver:
Fs(k+1) = fs(k) — pe[Gr(K) — 7 (K)], (4.2.18)

where the time step adjustment coefficient is giveppy: b/kY for 0.5 < y< 1.0 andb > 0,
a suitably chosen constant. The sending rate will increfase imeasured goodpgk (k)

is less than the estimated maximum attainable googiffl} at low sending rates; while in
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the source rate control zone approaching the peak goodheugoodput measurement may
exceed the maximum goodput estimate due to increased sgtrsgion rate, causing the
sender to back off.

The step sizes satisfy the Robbins-Monro property nan;%iy)k =00 andkglplf < 00,

We assume that the errors satisfy the following martinged@erty forrs(k) =r:
E[g(k) —§"(K)|Fs(k) = r] = Gr(r) — [r(1—X(r)]PGr(r)* 7,
which essentially assumes that the errors are not cordedat®ss the time steps other than

throughrT.). Then the limit behavior of Eq. 4.2.18 is specified by the @ady Differential

Equation (ODE) (Chapter 5, [86]):
o _
dt

Under low loss condition, we approximate

E[g"(k) - r(k)] = E[§"] — Gr(F).

Then under the conditions (A.1), (A.3-4), the solution to B3 given by the stationary

point corresponding to

(
which in turn corresponds tGg(f) = f[1— X(X)] = g*. Thus the limit behavior of this
algorithm is to stabilize at sending rag(k) — f such thaga(k) — g* ask — c. Alterna-
tively, the required stability property can be derived tustalgorithm using the monotonic
property ofGr(.) andX(.) to show this convergence result as in [44]. Thus, this step en
sures that PLUT probabilistically stabilizes at a highigétion rateg® of the connection

while ensuring the low loss rate.

4.2.3.4 Destination ACK interval control for goodput maximization

At the destination, we adaptively adjust the ACK interigt) = 1* such that the good-
put is maximized, i.e.G(1*) = mlaxG|(I). The Kiefer-Wolfowitz Stochastic Approxi-

mation (KWSA) and Simultaneous Perturbation Stochastiprégpimation (SPSA) have
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been shown to be very effective in solving such stochastidmaation problems whose
gradient information cannot be directly obtained [117].

These two methods require

collecting at least two measure- A g(k+1)
g(k)
ments before making an adjust-
g(k—1

ment on control parameters for the 8( .)/%’
next time step. In transport con-

I(k-1) I(k+1)
trol, however, it might be difficult
to do so if the process dynamics >

k-1 k k+1 time step

change in the course of collecting

two measurements for the gradigig,,re 4.22: Approximation of goodput gradient in the
ent approximation. We apply &,ne_measurement SPSA.

one-measurement form of SPSA

to | (k) at the receiver for goodput maximization as follows:
[(k+1) =T(k) — @ (1(K)), (4.2.19)

wherel (k) denotes the ACK interval at time st&p% (1 (k)) denotes the SP approximation
to the gradient of goodput-ACK regressiGy(.) andcy is a scalar gain coefficient such that
ck — 0 ask — oo, E Ck = o and § cﬁ < o, As shown in Fig. 4.22, the goodput gradient
in the one-meaSLlJ(r:elment form (;(FéPSA is approximated as:

5 QR(‘f) —Or(k—1)
di- (I(k) —I(k—1))’

(4.2.20)

whered is a positive scalar.

We assume that the error process satisfies the followingmgafte property:
E(IIk) =1]=4(1)

, Which is similar to the above case in that errors are noetated in time domain except

throughf(.). Then under the conditions (A.2-4), the ODE specifying thetlbehavior of
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Eq. 4.2.19is given b%'; = E[Q(f)], which corresponds to the maximization®f(.) [86].
Thusi (k) — I* ask — o such thaiG (1*) = mlaxG| (I). The convergence to optimkl is
asymptotically and probabilistically guaranteed and dussdepend on the knowledge of

the underlying probability distributions.

4.2.3.5 Maximum attainable goodput estimation for rate adjistment

In our previous analysis, we ignored the impact of the comeurbackground workloads,
which vary during the data transfer period. As more backgdoworkloads are added,
tror increases. From Egs. 4.2.13, 4.2.14, and 4.2.15, we kndwhtisawill incur a larger
expired time for the data receiving process and vice verse probability of processes
changes in the running environment might result in a chapgiaximum attainable good-
putd*(k) during the data transfer. In this case, we are more intet@st@corporating the
dynamics of running processes into the calculatiog‘@k). Employing a mechanism in
PLUT such that the sender could suitably adjust its senditein response to dynamics of
the receiver is essential to maximize the overall goodpat dedicated links. The experi-
ences gained and lessons learned from the design of PAPTERAInenable us to propose
a more stable and efficient flow control scheme by removinduhing process for PAT’s
rate increase and decrease factors.

PLUT maintains a tabl&T at the receiver, which holds the estimated maximum attain-
able goodputs represented as a function of the number of lizfldd processdscpy and
I/O-bound processdd|p. This table is initiated as empty and dynamically updatedhdu
the process of data transfer. The change of the number oingipnocesses at the receiver
triggers the goodput estimation process to calculate tiemaximum attainable good-
put. Then the sending rate is adjusted for goodput stabidizat the estimated maximum
attainable goodput using the aforementioned stochagpiapnation methods.

Suppose at time stdp the number of running processes is changed.t betthe time

period in seconds between time stepndk+ 1, fb(k) and fb(k+ 1) be the size of the free
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buffer at time stefk andk+ 1, andfb = fb(k+ 1) — fb(k). Thenfb is the size of free
buffer depleted in the amount of timafter the change of background workloads, which is

given by:

fb= (§*(k+1) — G (K)) t. (4.2.21)

Rearranging, we see that the new maximum attainable gogdflut 1) can be updated
by the following equation:
fb

6" (k+1)=§"(K) + (4.2.22)

fb > 0 means the maximum attainable goodput needs increasing; 0 means the
goodput needs no adaption; afiol< 0 means its decrease.

In practice, we can sample the background Idalgs(K) /blcpy(k), the goodputr(k),
and the free buffer sizéb(k) at an carefully selected intervAl We denote such sequences
of bljo, blcpy, anddr(k) samples as< bljo(k) >= ...blijo(k—1)blio(K)blio(k+1)..., <
blcpu(k) >=...blcpy(k—1)blcpy(K)blcpu(k+1)..., < r(K) >=...Gr(k— 1)dr(K)Gr(k+
1)..., and< fb(k) >=...fb(k—1)fb(k) fb(k+1).... For thek-th control interval, if the
value ofblio(K) /blcpy(K) is different from the value dbl;o(k— 1) /blcpy(k— 1), the max-
imum attainable goodput needs to be updated and sent bale& sehder in the acknowl-
edgement. Le€ be the link capacity, which is known in advance with dedidateannels,

M be the size of buffer allocated at the destination. The flomtiwl follows these steps:

(1) Initialize parameters:
g"(0) —C,
fb(0) — M,
blio(0) — O,
blcpu(0) <O,
GT 0
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(2) The sender transmits data with the rate equal to the lplacityC, which is known

in advance with dedicated channels;

(3) Compute the difference of background workloatlg (k— 1) /blcpu(k— 1)
and blio(K) /blcpu(k); if there is difference, then proceed to Step (4); otherwise

proceed to Step (6);

(4) Check the maximum attainable goodput table GTGT(blo(K),blcpu(k)) is not

equal to 0, set
§" (k) < GT(blio(k),blcpu(k)), (4.2.23)

and send it back to the sender; otherwise, the maximum abiErgoodpug*(k)
is adjusted in the proportion of current CPU cycles assigoetthe data receiving

process by the Eq. 4.2.22, set
GT(blio(k),blcpu(k)) < §*(k), (4.2.24)
and send it back to the sender;

(5) The source rates(k) is stabilized to achieve this goodput at a low loss rate by the
Robbins-Monro Stochastic Approximation (RMSA) algoritlamd the acknowledg-
ment intervalf(k) is adapted to maximize the application goodput at the receiv
based on the Simultaneous Perturbation Stochastic Appaiion (SPSA) algo-

rithm.

(6) Return to Step (3).

4.3 Parallel Peak Link Utilization Transport

When a large number of packets arrive in the receive buffattipte threads or processes

can process these packets in parallel to achieve a highgaggréhroughput. Therefore,

69



employing an efficient parallel mechanism in UDP-basedsjpart protocols is critical to
improving application goodput and resources utilizatida.the best of our knowledge, a
very limited amount of efforts have been made in employingltel UDP connections for
data transfer in dedicated networks.

In this section, we first conduct theoretical analysis t@stigate the impact of multi-
core processors on the performance of transport protoodlsi@sign a rigorous approach
to adaptively determine the number of parallel UDP conwoestifor high transport perfor-
mance. Then we propose Parallel PLUT (Para-PLUT) to furtherove the performance
of PLUT by using multiple parallel UDP connections to take@utage of the full power
of multi-core processors. Currently Para-PLUT does nobaet for the impact of the

background workloads, which vary during the data transéeiogl.

4.3.1 Performance Analysis of Multiple Packet Processing

The UDP-based protocols without a multiple data receivoigeme employ a single thread
to process all incoming packets and therefore exhibit a ke n resource utilization on
the end system. These under-utilized system resourced beulised to further improve
application throughput. We conduct an analytical invedtan into the impact of multiple

data receiving processes on the performance of transpmidqmis.

4.3.1.1 Single Connection With Multiple Data Receiving Proesses

In this case, one UDP connection is built to do the data teansét like the case in subsec-
tion 4.2.1.2. But there are multiple data receiving proessanning in parallel to consume
data arriving from high-speed links as shown in Fig. 4.23this subsection, we provide
an initial analysis of the impact of this model on the datagfar performance.

A data receiving process can only handle one packet at a tich@d@nce, it is either in
a "busy” or an "idle” state. If all data receiving processes busy upon the arrival of a

packet, the newly arriving packet is buffered, assuming sbaket receive buffer space is
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Figure 4.23: Single connection with parallel data recejvin

available. When the packet currently in process is finisbed, of the waiting packets is
selected for service according to a queueing discipline.

We assume that the packets are of a fixed size up to the Maximamsfer Unit (MTU)
and are placed in the socket receive buffer by the kernebpobstack at a mean Poisson
rate ofA. We further assume that the effective service time is expialéy distributed and
its mean is% for packet processing carried out by each data receivinggss Letmn be
the number of data receiving process, dmdbe the UDP buffer size in bytes albe the
maximum number of packets in the UDP buffer, &d m.

We denote the quanti%% bya,i.e.a= ﬁ and the quantit)(ﬁ—) byp,i.e.,p= ﬁ
Based on the above assumptions, this packet processingHéivemploys multiple data
receiving to consume arriving data is a M/M/m/B queuing sgstvhich can be modeled
as a death birth process [46] [47] [56] [45], as shown in Fig44

In this model, the states of the process are representec yithben of packets in the
socket receive buffer. Staferepresents the state where there are no packets in the socket

receive buffer, and statg 1 < n < B, represents the state where thererapackets in the

buffer. The state-space is finitely limited by the bufferesiz
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Figure 4.24: M/M/m/B state transition diagram for modelpagket processing.

The steady-state probabiliB of this process being in staitds given by:

#:n Py 0<n<m-1,
Ph= meumpo m<n<B, (4.3.1)
0 n> B.
— A
And, becaus@& = )
(mrﬂ')n-Po 0<n<m-1,
Py=¢ ot p, <n<B, (4.3.2)
0 n>B
Using the boundary condition:
Po+ZniPri=1, (4.3.3)
we obtain
1
= a#1
(]ﬁaB m+1)(ma)m m—1 (ma)n 9
Py = 1+W+Zn:11 Al (4.3.4)
1 a=1

1+ (B—my1)+y ™t O°

The number of packetsin the queuing system is defined as the number of packets in

queueng plus that of in services. The mean number of packets in the queuing system is

given by:
B

E[n = ZlnPn. (4.3.5)
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The mean number of packets in the socket receive buffer endiy:
B
E[ng] = Z (n—m)P,. (4.3.6)
n=nm+1

The probability of havingh or more packets in the socket receive buffer is given by:

P(>n packetsinbuffer = =% P,

58 (1-a)-al
J=n 1 aB+l
a _aB—i-l

Because arrivals of packets are constrained by the sizeckésoeceive buffer, packets
can be received only when buffer is available. The effegbaeket arrival raté\ is less

thanA:

A= %APn

= A(1-R). (4.3.8)

And the differencel — A is the packet loss rate.
The throughpuG of this queuing system is defined as the number of packetegpsed

per unit time.

m—1

G = uz jP,-l-muz P;

= (1— Ps). (4.3.9)

By Little’s law, the mean response time of this queuing sysite

E[n]

R = —
A

4.3.1.2 Parallel Connections With Multiple Data ReceivingProcesses

In this case, multiple UDP connections are built to do thedetnsfer and each of these

UDP connections creates a data receiving process. Thespledhata receiving processes
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running in parallel to consume data arriving from high-gpeetwork. In this subsection,
we provide theoretical analysis on how the use of parallePUnnections affects the

transport performance and bandwidth utilization.

Socket Recv Buffer Data Receiving
Process

—__—O—

O O

Figure 4.25: Parallel connections each with a single dativing process.

We assume thah parallel UDP connections are established to transfer dadasingle
file transfer. Each of these UDP connections creates a degévirey process to consume
data arriving from high-speed links at the raterpfis shown in Fig. 4.25. Based on the
above assumptions on packet arrival and consumption, eax{tepreceiving flow starting

from the socket receive buffer to the user application is @hNI/B queueing system with

an arrival rate ofA /m. This aggregated system can be modeled as a special case of th

death/birth process, whose Markov state transition dragsdllustrated in Fig.4.26.
MNm MNMm ANm Nm
K B n n

Figure 4.26: Markov state transition diagram for modeliaghet processing.



By replacing the arrival rate in the equations derived irsgation 4.2.1.2 witiA /m, we
obtain the steady-state probability, mean response tintkwaiting time of this aggregated

gueueing system as follows.

1@ )
0= 1— (9B a#l.

Using Egs. (3.12) and (3.11) in [47], we obtain the steadyegprobability o packets

being in the socket receive buffer:

(4.3.10)
0 n> B.

By Little’s law, the mean response time of this aggregatezliging system is:

1. 1 B(m)°
AL

R = |, a#l (4.3.11)

The throughpuG of this aggregated queueing system is defined as:

1—(9)8
Ij(ﬁﬁ,a¢1 (4.3.12)

Q —
3IQ

G = A

s

4.3.1.3 Comparison of Single and Parallel Connections

We conduct further comparative analysis on single and lgtdDP-based transport pro-
tocols to show the difference in their performance such esutihput and mean response
time. These analysis results provide us a deep insight gdenefits of using parallel
connections and also help us determine the optimal numbearadlel connections for a
given system.

Since UDP was designed without transmission reliabilitargntee, the majority of

operating systems have a very small default UDP receivebsite. For example, in most
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Linux implementations, the default UDP receive buffer 9431071 bytes. Given the
MTU of 1500 bytes in the Internet, with this default UDP reeebuffer size, we have
B=88. In general, the packet processing capacity of the kerrabpol stack is much
larger than that of the application. Suppose that the langasket receiving rater of
each data receiving process is 2 Gpbs and the numlzérdata receiving processes is 3.
Based on Egs. 4.3.10, 4.2.10, 4.3.11, and 4.3.12, we olijperformance comparison of
mean response time and throughput between the single M8BIfflieueing system and the
combined system with 3 aggregated M/M/1/88 queueing systemesponse to increasing

packet arrival ratd , as shown in Figs. 4.27 and 4.28.
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Figure 4.27: Mean response time comparison with a servteeofad Gbps.
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Figure 4.28: Throughput comparison with a service rate obp<s

From these performance comparison curves, we observe sopuetant features and
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their implications. (i) Whem < u, these two methods have the same throughput and a
very small difference in mean response time. The data recgprocess in both methods
has sufficient CPU cycles to consume packets but no enoudfetsaare placed in the UDP
receive buffer. Under this circumstance, the UDP receifeebaould become empty and
there are still idle CPU cycles, either of which is a wasteystam resources. (i) When
g <A < 3u, the single M/M/1/88 queueing system has a much larger mesponse
time but a much smaller throughput than that of the combindsl/W88 queueing sys-
tem. This is because the packet arrival rate is beyond theepsing capability of a single
data receiving process even if there is unused computigiress available at the receiver.
The combined M/M/1/88 queueing system is able to obtain hdrithroughput by aggre-
gating multiple UDP connections to utilize the under-agélil computing resources. This
observation strongly indicates that the presence of noolte processors offers a great op-
portunity to achieve better transport performance by etkegunultiple threads at different
processing cores. (iii) Wheh > 3, the mean response time of the combined M/M/1/88
gueueing system increases quickly and approaches tha¢ sirthle M/M/1/88 queueing
system. Meanwhile, there is no more throughput improverbeoause the packet arrival
rate is beyond the system processing capability, whichm#ed by the total computing

power of the receiver host.

4.3.2 Para-PLUT Control Structure

Para-PLUT employs a UDP-based transport control strudturdisk-to-disk data transfer
as shown in Fig. 4.29. The data flow moves from source to dagiimalong the solid lines
and the acknowledgment feedback follows the dotted lir@s filestination to source. The
sender (source) reads data sequentially from its locahgéodevice as a set of UDP data-
grams of Maximum Datagram Size (MDS), each of which is asgignunique continuous
sequence number and loaded into the sender buffer. Pard-Bpehs multiple connec-

tions between the sender and the receiver, divides theeesgirof datagrams into a number
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of partitions, and assigns them proportionally to diffeldDP data channels based on their
throughput measurements for parallel transfer. On a coenpuith multi-core processors,
when the number of UDP data channels is larger than the nuofi@?U processors, Para-
PLUT performs parallel data receiving to increase the verehroughput by making full
use of the multi-core processors. Para-PLUT regulatesilres sending rate of each UDP
data channel by a pair of congestion windéi{t) and sleep or idle time (i.e., inter-window

delay)T(t) asin PLUT [129].

Source Rate Control
g = UDP Parallel Data Channel —»‘ Receiver Datagram Check List

Sender

v
e H ACK Event ) ]
Period Control Receiver Disk
1/0 Module

Retrgl;ir:;l)slsmn - UDP ACK Channel e

Figure 4.29: Transport control structure for disk-to-disia transfer.

A

Each UDP data channel accepts incoming datagrams in the oirdeeir arrival and
keeps track of the datagram sequence numbers in a sharddisthethe received data-
grams are immediately forwarded to a disk 1/0O module thatlemdatagram reordering
if necessary and writes them to the disk in order in the bamkgil. Para-PLUT opens
a UDP control channel for sending datagram acknowledgesrferrh the receiver to the
sender. Based on the status of the datagram checklistFR&fa-receiver generates and
sends a list of positive or negative acknowledgments (ACK)st datagrams to the sender

for retransmission through the control channel.
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4.3.3 Automatic Parallelism Tuning Mechanism

Para-PLUT uses multiple UDP data channels in a single fitesfea to improve the system
resource utilization and the aggregated throughput padiace. However, the aggregated
throughput may drop if the numben of parallel UDP connections is too large because
of the increased overhead for scheduling (e.g. contexchwmig)) and coordinating these
concurrent threads on the end host. As in many parallelpahsethods, it is important
to determine the optimal number of UDP connections baseti®end system status.

In [129], PLUT uses stochastic approximation methods tonegé the maximum at-
tainable goodpug* of the data receiver at the beginning of data transfer. Pata¥ starts
from one UDP connection, and gradually increases the nuwiearallel UDP connec-
tions at the end of the transfer of every data partition uhgl Para-PLUT receiver sees a
decrease in its goodput measurements.Gyen) be the Para-PLUT goodput measured at a
certain interval, andn_; be the number of parallel UDP connections used for the posvio
data partition transfelR be the sending rate for the newly established UDP connection
andC be the link bandwidth. Para-PLUT takes the following stepadjust the number of

parallel UDP connections:

(a) Initialize parameters:

m « Mo,
R—g,
G(m_l) — 0,

wheremy is set to 1 as the initial number of parallel UDP connections.

(b) Transfer partitions of data through each UDP channelraadsure the aggregated

Para-PLUT goodpuB(m).
(c) Terminate the algorithm if the following inequality iatssfied:
G(m) < G(m_1);
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otherwise, set
R~ min(C—-G(m), g).
and proceed to Step (d).

(d) Increase the number of parallel UDP connections by ltheetending rate of the

newly added UDP channel to e and return to Step (b).
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Chapter 5

Stabilizing Transport Dynamics in
Overlay Networks

In this chapter, we present how the integrated transpautisalworks for media streaming
applications in P2P overlay networks. In section 5.1, we fasmulate and investigate a
specific type of problem to maximize the minimum node thrqughn Tree Construction
(max-minTC), and investigate the complexity of max-minT®@lgem. Overlay network
topology construction could be also considered as a patingpproblem subject to mul-
tiple constraints. So max-minTC works as a route plannexpioee and compose a set
of feasible routing paths for streaming media delivery. Thesection 5.2, we propose
Transport Stabilization Protocd[TSP) to stabilize transport channels over the composed
routing paths at a specified throughput level in the presehcandom network dynam-
ics. TSP dynamically adjusts the window size or sleep tinte@source to achieve stable

throughput at the destination.

5.1 Route Planner for Media Streaming Applications

5.1.1 Problem Formulation

An overlay network is often modeled as a complete graph uthgeassumption that there

is an overlay path between any two peers, which, however, maype always true. For
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example, when some selfish peers are reluctant to contriiaridwidth to other peers,
the overlay network can not be simply modeled as a completehgrin most local- and
wide-area networks, the computer nodes are of disparatemsyssources and the network
links (IP paths) are of different transport properties. &wsging on the underlying network
infrastructure, the topology of an overlay network may bmptete as in the case of the
Internet based on layer-3 IP routing, or not as in the caseost dedicated research testbed
networks using layer-1 or 2 circuit/lambda switching or MB?GMPLS techniques. Even
in Internet environments, the overlay network topology may be always complete be-
cause the network connectivity and resource accessibiligvailability could be largely
affected by system dynamics and firewall settings on eith¢ters or end hosts.

We model an overlay network as a directed gr&g{N, E) whereV is the set of nodes,
andE is the set of overlay links between all pairs of node¥,fV| = n. Each noder € V
has an incoming (downloading) bandwidth, an outgoing (agieg) bandwidth, a splitting

outgoing bandwidth, and a throughput, which are defined l&s/fs:

Definition 1. incoming bandwidth is the maximum downloading speed of a node. As evi-
denced in many commercial production networks, a node@icg bandwidth is typically
much higher than its outgoing bandwidth and the data ratel hence is assumed to be

unconstrained in our problem.

Definition 2. outgoing bandwidth b[v] € Z* is the maximum uploading speed of noge v
denoted by a finite constant value, which is much smaller tharincoming bandwidth

and usually causes a bottleneck of data transfer.

Definition 3. splitting outgoing bandwidth s|vi] € Z* is the bandwidth share over an out-
going overlay link of a node. In a tree-structured graph,hié toutgoing bandwidth of a
node v is blvi] and it has p child nodes, each of which is connected via ondayvink,

then svi| = b[vi]/p for each overlay link, assuming that the outgoing bandwifty is

LIn the current Internet access market, most Internet SerRioviders offer very limited uploading speed
compared to downloading speed.
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fairly shared by its p child nodes. This cost model is basetherfact that the transport
bottleneck is often located on or close to the end node (lds) m the underlying physical
network and the fair share of bandwidth is well supportedi®ywide deployment and use

of TCP or TCP-friendly protocols on the Internet.

Definition 4. node throughput r{vi] = min(r|vy|,s[vp]) is the data receiving rate of node

v; assuming a sufficiently large source data Fatehere b is \i’s parent node.

Any node must respect the following constraints: (i) flow stpaint, i.e., its throughput
does not exceed the throughput of its parent node (namebdacannot deliver more than
received), and (ii) capacity constraint, i.e., the sum @f tiroughput of all its children

nodes does not exceed its own outgoing bandwidth. Thesednsiraints are defined as:

rivif < bjw], k=0,1,2,..n—-1

viechid(v)

rivij—rivj] < 0, vj=parentvj), i=12,..n-1

Based on the above network models, we formulate the maxmpr@lem as follows:
given a directed weighted gragh= (V, E), outgoing bandwidttb[v| for each node € V,
and a specified root nodg € V, find a spanning tre& rooted at node/y in G whose
minimum node throughput is maximized among all possiblesjyay trees of G. The cor-
responding decision problem is: giv&{V, E) other related information, and a positive
integerp < r|vg|, doesG have a spanning tree in which any node has throughput at least
B?

In max-minTC, we assume that the overlay link capacity aedibde incoming band-
width are much larger than the node outgoing bandwidth aaddbt node has the largest

outgoing bandwidth. Therefore, the bandwidth of a path fthenroot node to any other

2If the bottleneck is limited by the source data rate, the teestruction problem becomes trivial.
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node is determined by the minimal splitting outgoing bardtiiof all the nodes on that
path. We maximize the minimum node throughput in tree corstyn to improve the level
of streaming quality for all the users, which can not be aadeby increasing the average

throughput.

5.1.2 Complexity Analysis of max-minTC

We proved max-minTC to be NP-complete by reducing from DCBégfee-Constrained
Spanning Tree) whose NP-completeness is well known in thature.

Theorem 1 The max-minTC problem is NP-complete.
Proof. To show that max-minT& NP, for a given grapl&(V, E)and an integef3, we
use the spanning tréeas a certificate fo6G. Obviously, checking if the throughput of all
nodes inT is larger tharB can be done in polynomial time. We prove its NP-hardness by
showing DCST<p max-minTC.

Let < G,k > be an instanckcstof DCST wheres = (V, E). We construct an instance
Imax—minTc Of max-minTC< G/, k’ > such thatG’ has a spanning tree in which no node has
throughput less thaf, if and only if G has a spanning tree in which no node has a degree
greater than k. First, we make a copy®fand denote it a&’ = (V,E). Second, we set
the specified root node), a source rate|vpg] and node outgoing bandwidbiv] = b,v eV
and a constant integ@r= b/k. The instancéyax_mintc asks if there exists a spanning tree
of G’ in which no nodes has throughput less tifarObviously, the transformation can be
done in polynomial time.

Now we prove that there exists a spanning tree in G in whichaaerhas a degree
greater thark if and only if there exists a spanning tree @f in which no nodes has
throughput less thap. Given a solutionTl to Ipcst, We can find a spanning tré€ in
G’ that corresponds to. It follows that no node has a degree larger tham T'. Based on
the instance construction, we know that every nod&’ihas the same outgoing bandwidth

b. The node that has the largest degree has the smallest modghibput, which is larger
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than or equal t(}z. Therefore, the throughput of any nodeTihis at leas{B = f—g, ie., T is
a solution tol max-minTc

Similarly, given a solutio’ to Imax_minTc, i-€., the throughput of any node T is at
leastB, we can find a spanning trdein G which is the corresponding spanning treel'of
The node with the smallest throughput in tfEehas the largest degree, which is less than

or equal tak. Therefore T’ is a solution tdpcsT. This concludes the proof.

5.1.3 A Heuristic Solution to max-minTC

We design a heuristic solution based on the search strafedy algorithm, which uses
a distance-plus-cost heuristic functiéfx) to determine the order in which the nodes are
visited in the tree. The heuristic functidi{x) is a sum of two functionsg(x), i.e., the
“path-cost” from the starting node to the current node, laxgl, i.e., an admissive heuristic
estimate of the distance to the goal. In our solutigix) andh(x) are defined as func-
tions of the outgoing bandwidth or streaming rate. For difeé optimization purposes,
these functions can represent different quantities sucheaavailable splitting outgoing
bandwidth, the smallest node throughput of a path rootechatnmde, the smallest node
throughput of a spanning tree rooted at one node, or simplptitgoing bandwidth itself.
This property makes our solution generic to fit in a wide vgrad multicast scenarios with
differentg(x) andh(x) functions. Here, we propose a specific heuristic algorithamed
Largest Bandwidth Sum First (LBSF), to solve the max-minT@htem. In LBSF,g(x)
andh(x) are defined as the available splitting outgoing bandwidtharigoing bandwidth,

respectively. We further define the following notations:

B: the list of outgoing bandwidths of all nodes.
nc(v): the number of child nodes ofthat have been selected for tree construction.
X : the set of nodes already added to the tree.

Y : the set of nodes that are not added to the tree yet.
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G(v) : the set of undetermined neighbor nodes.of
S(G) : the deterministic state of the links @ for constructing a tree.

f(v) : the function that determines the order the nodes are selé@m the graph for tree

construction.
g(v) : the function that is the available splitting outgoing bamdth of the current node.

h(v) : the function that denotes a "heuristic estimate” of thesgie minimum node through-

put if adding this node into the tree.

max: the maximum value of (v).

Algorithm 1 Algorithm LBSF(G, B,vo, I)
Input: networkG(V, E), outgoing bandwidth lisB, root nodevy and source data rate
Output: spanning tre€

1. X <V,

2: Y —V —vp;

3: forall (u,v) € E do

4. Y(u,v))=0;

5: forall veV do

6: nc(v) =0;

7. while Y #£ 0 do

8: max=0;

9: forall ve X,G(v) #0do
10: g(v) = %;
11: forall ue G(v),ucY do
12: h(v) = b[u];
13: f(v) =g(v) +h(v);
14: if f(v) > maxthen
15: max= f(v);
16: Vs =V,
17: Vi = U,

18:  S((vs, 1)) =1;

19:  nc(vs) = nc(vs) +1;

20: X <+ \;

21: Y« Y —V;

22: Construct the spanning tr@ein G using links{l € E|S(l) = 1};
23: return T.
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The pseudocode of LBSF is provided in Algorithm 1. LBSF cotegla spanning tree
rooted at a specified root node to maximize the minimum nodutfhput. This heuristic
algorithm takes a grap®, outgoing bandwidth lisB for all nodes, and root nod& as
input, and computes a spanning tree rooteghaf\t lines 1-6 in Algorithm 1, we initialize
the states of all links and the number of child nodes to be t@naéned. Initially, only root
nodevy is in X and all other nodes are ¥h Starting from the root node), at each iteration
(lines 7-23), we select the pair of nodes with the largesievalf f (v) as the current code
and the child node in the spanning tree, which means thap&ni®f nodes have the largest
sum of available splitting outgoing bandwidth and outgdiagdwidth. Once a child node
is selected, the state of the link between the current nodefanselected child node is
marked. This iterative search process terminates wherodésihave been selected, and
the final spanning tree is constructed by using only thos&aadmks. Since the algorithm
always picks up the node with the largest valud @f), nodes with larger splitting outgoing
bandwidths and its neighbor nodes with larger outgoing dfitis are generally deployed
at higher tiers of the spanning tree. The computational d¢exity of this algorithm is

O(|V|®) in the worst case.

5.1.4 An Optimal Solution for Complete Networks

When the overlay network is complete, LBSF appears similahé heuristic algorithm
in [55]. However, the network model and optimization objeetfunction in our problem
are different from those in [55]. We provide a rigorous proafthe optimality of LBSF
for max-minTC in this special case. With a complete netwbBSF always selects the
node with the largest outgoing bandwidth as a child of theenweih the largest available
splitting outgoing bandwidth.
Vs = argmax {&
wex,Gv)£o NC(V) +1

v; = argmaxblv]}. (5.1.2)
YveG(vs)

1, (5.1.1)
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Without loss of generality, we assume that the source rdedger than any other node’s
outgoing bandwidth.

Lemma 1. Child nodev; must be one of the nodes with the minimum node throughput
r[w] of the current spanning tree, which is equaﬁ%.
Proof. We prove this lemma by contradiction. Suppose that childenpds not one of
the nodes with the minimum node throughput. This means bHwaetis at least another
node already in the tree which has smaller node throughpmt tifis child node. Let the
node resulting in the minimum throughput g, and its parent node bgp. The claim is

r[v] > rlvoc]. Since node/yc results in the minimum throughputjvec] must be equal to

b[Vop]
nc(Vo

ok wherenc(Vop) is the number of children afteg: was added under,. There are

bvop]
) -
wherenc(vs) is the number of children beforg was added under. From the

two cases: (i) Ifvs was added to the tree beforg, based on Eg. 5.1.1, we ha
_blvs]
nc(vs)+1

definition, we know# > r[w]. (i) If vs was added to the tree aftey., there must be

< bVop) blvsp]
one ascendant nodgy, of vs which was added before and satisfies; $civo ”p) > nc(\,spﬁ’ﬂ

based on Eq. 5.1.1. From the definition, we k VS;’]H > r[v]. In both cases, we have
{rVoc] = no(‘ep } > r[w], which contradicts each other. Therefore, child nadis one of
the nodes with the minimum node throughput apel = no(\EZ)S]H

Lemma 2 The minimum node throughput of the current spanning trdarger than
or equal to the maximum outgoing bandwidth of all leaf nodhedliding the newly added
node.

Lemma 2 is obvious according to Lemma 1.

Theorem 2 LBSF constructs a spanning tree T with the maximized mimmmode
throughput among all the spanning trees for a given comgleteh.

Proof. Let R(T) be the minimum node throughput of the spanning fe¢eaf(T) be
the set of leaf nodes. We prove this theorem by showing tleastiéitement holds for any

partial spanning tred@ (k), k < |V|. This can be done as follows. Based on Lemma 1,

R(Tk) = (no?\EZ)S}Jrl)' Given any other spanning tré¢ with the numberk of nodes. Let
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S=T'—T be the set of nodes that are in spanning ffédut not inT, S =T — T’ be
the set of nodes that are in spanning ffebut not inT’. The outgoing bandwidth of any
node inS is larger than the outgoing bandwidth of any nodeSihecause LBSF selects
nodes with larger outgoing bandwidths first as shown in Ef25LetT,” be the spanning
tree generated by replacirgjof T, with S. T’ has exactly the same nodes &s and
R(TY) > R(TY), because increasing the node outgoing bandwidth does cotate the
node throughput. We consider two cases: (i) If any nedeleaf(Ty) is an internal node
in T/, thenR(T,’) < b[u]. Based on Lemma R(Ty) > b[u]. Then we geR(Ty) > R(T,).
(ii) If all nodes inleaf(Ty) are still leaf nodes im,’, thenleaf(Ty) < leaf(T,"). When
leaf(Ty) <leaf(T’), atleast one nodé among all internal nodes ify’ has a larger degree
than its corresponding noden Ty, which meansic(V') > nc(v) + 1. Since——~ [( }) > R(TY),

bl - bV] bjv

not > g Whereb(V) is equal tob(v), and (R(Tk) = foo 1, we get

nc(v3)+1)> = nc(
R(Ty) > BV] R(T). Whenleaf(Ty) is equal toleaf(T,”), let v be the node irl}’

o)
corresponding to nodes in Ty. If nc(v}) > nc(vs), which meanshc(\EZTLl = nt():[(\/v’])

where
b[vs] is equal tob[Vy], then we geR(Ty) > [( ]) > R(T,). Otherwise,nc(vg) < nc(vs),
which means that at lease one of the other internal ngtlesT,” has larger degree than its
corresponding node € Ty. As the above analysis, sho®§Ty) > R(T,’). Therefore, the

optimality statement holds for atky< |V|.

5.2 Transport Stabilization Protocol

Given an efficient overlay network topology, the design ahport protocols is important
to achieve and sustain an acceptable level of quality ofce(@0S). The media streaming
applications often require streaming media be sent witdiptable delays, which are in
stark contrast with the delays experienced over the Intepagticularly by the messages

sent using Transmission Control Protocol (TCP) [74]. lis g@ction, we present a network
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transport method that dynamically controls the sourcesath that the goodput is stabi-
lized at a desired stream level which ensures good medidatkyand continuous supply

of streaming media.

5.2.1 Transport Control Using a Window Structure

Source (Sender) Destination (Receiver)
js(tl igo (t
Congestion Window UDPFatfagriamisii B Receiver Buffer

W, (1) . TErhdagams

Sleep Time I5(t)
T.(0)

ls(t)* 9s(t) v

Detect and retransmit lost Acknowledgements
Acknowledge new datagrams
datagrams

Figure 5.1: Transport control model using two control pagters.

We consider a transport control method using a window sirecas illustrated in
Fig. 5.1. The sender or source divides the data into partzefMTU minus UDP and
IP header lengths (i.e., MTU — 8 bytes — 20 bytes), and seraifs th the receiver or des-
tination as UDP datagrams at the sending rate). The receiver reads and acknowledges
the incoming datagrams in the order they arrive. Upon theivat of a new acknowl-
edgement, the sender computes the goodput estigaétteand loss rate estimatg(t) as
the number of successfully acknowledged datagrams anduimber of lost datagrams,
respectively, each of which is divided by the time elapseitilo&t datagrams are reloaded
for retransmission right after they are concluded to havenbest. The goodput and loss
rate at the destination node are denotedybft) andlp(t). The goodput measurements at
the destination are sent to the source along with the acledgeiments. The measurements
collected at the source are used to estimate those at theatest node as explained later.

This transport control scheme maintains two parametergyesiion window and sleep
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time, both of which control the source-sending rate, bubhwlifferent effects on the good-
put. The congestion window, denotedW(t), is a counterpart ofwndin TCP. It repre-
sents the number of UDP datagrams that can be sent in a bdasit@s the computer and
communication hardware resources allow. The sleep timdlertime, denoted bys(t),
represents the amount of time the sender suspends trarmmigght after sending a full
congestion window of UDP datagrams until next burst trassion. Based on this flow

control model, the instantaneous source rate) can be computed as:

_ We(t) . We(t) _ 1.0 (5.2.1)
Ts()+Te(t)  T4(t) +Véc\5\t/) VT\Z((tt)) 1 Lo

rs(t)

whereT(t) =W;(t)/(BW) is the time needed to continuously send a full window of UDP
datagrams. It is determined by the congestion window sigecammunication hardware
resources, and mostly by the system bandwidth BW, i.e., tedmum speed at which the
sender host can generate the bit signal and put it on wire.slEep timeTg(t) is akin to
RTT of TCP. Generally we havg(t) < Ts(t) due to the long delay, widely available high
bandwidth, and relatively small packet size in wide-areavneks. Note that the intezwin

delay in TCP is approximately set to the value of RTT.

5.2.2 Goodput Stabilization of TSP

We consider the problem of transport control for stabiligan flow from a source node
Sto a destinatiorD at a specified goodput level over a wide-area network, tylgitiae
Internet, in the presence of dynamically changing backggowaffic. A message made
up of a number of data packets is sent from source r®ttedestination nod®. Both
data packets and acknowledgements may be delayed or losbdugariety of reasons
such as buffer occupancy levels at intermediate routereaddosts. The objective is to
achieve a specified constant target gooduat the receiveD by dynamically controlling
the transmission rates(t) at the sende® through the adjustment made on the congestion

window or sleep time. We collect measurements of goodp} at source to estimate the
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destination goodpuip(-). The main difficulty is that the relationship betwegsy(-) and
rs(t) is very complicated.

Due to the randomness in network traffic, the destinatiordgabgp(-) is a random
variable even at a fixed source raggt) = r. The presence of router buffers, host buffers,
and the interaction between the NIC and host CPU, in genesalts in a non-linear rela-
tionship betweens(t) andgp(-). As a result, it is not possible to simply “back calculate” a
suitable value of g(t) to achieve the desired goodput level. Instead, we rely onveeall
statistical properties of these parameters.

We define the destinatiagpodput response regressian:

M(r) = Elan(0)lrs(t) = 1] = [ goG(dgo. 1), (5:2.2)

whereG(-, r) is anunknowndistribution function of the real-valued random variabteat
a given constant sending rate It is practically infeasible to provide a general analgtic
form for the range ofjp, which could be observed, though, for a specific sendingusitey
a large number of measurements in a specific real networkamaent. We assume that
M(-) is completely unknownFor the analytical results, we assume it to be constanten th
first part of analysis, and then consider it to be time-vagyimthe second part. Note that
even the first condition is quite general in that no constsaane imposed o6(-, r) except
its existence; since it can be infinite-dimensional, it gn#icantly more general than the
stationary condition under parametric distributions.

We assume that the destination goodput response regrésgoally monotoniat the
target goodpuglp (t) = g* such that there exists a target source rasatisfyingM(r*) = g,
and the goodput response regressiamanotonidn the vicinity ofr*, i.e.,

M(r)>g* if rg(t)>r",

: (5.2.3)
M(r)<g® if rg(t)<r®.

This monotonic assumption has been validated by extersal@etwork performance mea-
surements conducted in [128] at a target level below thdablai path bandwidth. Infor-

mally, by maintainingrs(t) = r*, we would achieve an average goodputgdf and an
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increase (decrease)iifiresults in an increase (decrease)(r*). In general, computing
r* is difficult based on the information about the packet trassions and acknowledge-
ments alone sinc&(-, r) (and hencé(-)) is completely unknown. Note that based on the
transmissions and acknowledgements, we can only infeis$figiersions ofM(+) in the
vicinity of actual sending rates.

As defined in Eqg. 5.2.1, we may control the source rafe) by adjusting either con-
gestion window/\(t) or sleep timelg(t) individually, or both simultaneously. Generally,
many different transport control problems can be solveddwigutingWe(t) and/orTs(t)
dynamically to achieve the optimal source sending ratesveier, the two-way statistical
analysis conducted in [128] indicates that these two patiensistrongly interact with each
other, which could lead to unstable control if both are adjdsimultaneously. Therefore,
we adjust one parameter at a time while fixing the other asritbestin the following two

subsections.

5.2.3 Congestion Window Adjustment

We shall first fix the sleep time and dynamically adjust thegestion window to stabilize
the goodput at a desired level given a time-varying goodesponse regression. From

Eq. 5.2.1 we have:
Ts(t)

We(t) = 1.0/rs(t) — 1.0/BW'

(5.2.4)

Consider that the sleep time is fixedTgtt) = Ts, and the desired goodput level is chosen
within the initial monotonically increasing part of the giput response regression; hence,
the sending rate is a small portion of the network bandwidtd.may rewrite this equation
in an approximate form:

TS

We(t) ~ Torn rs(t). (5.2.5)
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It follows that the sending rate can be also approximatetesitio of the varying conges-

tion window to the fixed sleep time:

At time stepn+1, we apply a new sending rate based on the new congestiatowisize
We, nt1, Which is computed as follows:

a-Tg
na

We, ni1 =We,n— (Oh—0%), (5.2.7)

where the gain coefficierd- Ts/n? of the step adjustment size will be chosen as specified

later.

5.2.4 Sleep Time Adjustment

Besides the congestion window, the source rate is alsoataiile through sleep time.
From Eq. 5.2.1, we obtain the expression for sleep figg in terms of window\(t) and

sending rateg(t) as follows:
Ts(t) =We(1)(1.0/rg(t) — 1.0/BW). (5.2.8)

Again, since the desired goodput is targeted at a level mawhrlthan the network band-

width, we may rewrite it in the following approximate formtwia fixed windowA\,:

Similarly, the source rate is approximately determinedHzyratio of the fixed congestion

window to the varying sleep time:
rs(t) ~We/Ts(t). (5.2.10)

At time stepn+1, the new sleep time is computed as follows to update thdilsgmate to a

new value:

1.0

Ts,n+1: .
%_ an/\z/xv (On—9")

(5.2.11)
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After rearranging, we have the following recursive updatimocedure for sleep time:

1.0 B 1.0 B a/\We
Tsner Tsn na

(g —9g"). (5.2.12)

We define a new sleep time variaﬁlé/?n = % and obtain the following:

/ ’ a «
Ts,n+1:Ts,n_m‘(gn—g ) (5.2.13)

where the gain coefficierﬁ(%wc of the step adjustment size will be chosen as specified in

the next subsection.

5.2.5 Performance Analysis

The TSP rate control methods defined above are instantsatibthe classical Robbins-
Monro Stochastic Approximation (SA) method described inegal as follows:

M1 ="n—&(Oh—g*) =rm— 3 (gnh — g*),

nt1="n—&(On—g )_ n— fa (On — 9%) (5.2.14)
a>0, 3 <a<min(l, w)

whereg, = a/n? is the gain coefficient of the step adjustment size gnés a random

variable denoting the goodput estimate at the source. Hssichl RM conditions on the

gain coefficients or step sizes are more general and are lgyen
+oo +o0
'Z)Si = oo, .stiz < oo, (5.2.15)
i= i=
whereg; — 0 wheni — +oo, andg; > 0 for alli. Our results are valid under these general
conditions, but we use Eq. 5.2.14 for concreteness. Notahbkamost important consid-
eration for applying the RM stochastic approximation methm source rate control is to
explicitly account for the random components and delaycedfen performance measure-
ments.
We will present two stability results. First, we considé-) to be stationary. By
tagging the goodput estimates to the acknowledgements Dpnrve estimate two loss
rates: fromSto D, and fromD to S. We obtain the estimatay, by using either one of the

following two ways:
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1. subtracting from source rate the mean loss rate estimateSto D;
2. adding to the acknowledgement rate the mean loss estiratd® to S.

In the special case of symmetric loss rate [105], there issealho tag the acknowledgments
since the loss rate can be estimated as the half of differeeiveeen the sending rate and
received acknowledgement rate. In either case, the estigaits unbiased at fixed sending
rater(t) =r. We also clip the sending rate values to be below a fixed botihds at the

time stepn we have the following two properties:

E[Onlfi, Gi, 'n, i <n]=M(r,) foralln, (5.2.16)

2

Var[gnlri, gi, n, i <n] <o° foralln. (5.2.17)

The recursive procedure in Eq. 5.2.14 can be rewritten as:

Mt1="n— n%(Mn—g*) - n%(gn— Mn),

(5.2.18)
a>0i<a<l,

where the noise term&, — M;,), denoted bydM,, are the martingale differences [85].
Eq. 5.2.16 describes the martingale property, which tagetiith the properties of the step
size adjustment coefficiesh, = & guarantees the convergenge— r* with probability

one.
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Chapter 6

Performance Evaluation and
Comparison

In this chapter, we conduct an extensive set of performavaiei@ion and comparison of
the proposed transport protocols for both stabilizatioth mx@ximization using theoretical

calculation, simulation, and real-life wide-area netwsork

6.1 Performance Evaluation for PLUT

6.1.1 Implementation of PLUT
6.1.1.1 Sender buffer management

We now present the details of Sender Datagram Buffer Manage(8DBM) and receiver
acknowledgment scheme. The initial PLUT implementatiopleys a simple static circu-
lar buffer management that allocates a buffer of datagrantistarates that buffer for trans-
mission. This has its merits: indexing with random acceaslyfsimple implementation,
and no expensive allocation/deallocation of heap-dynan@mory. There is, however, one
critical flaw in that the static buffer has a chance of “overiloy” in the case of a persistent
datagram loss or delayed receiver retransmission reqistn the flow window in the cir-
cular buffer cannot advance, the sender will not load datagruntil the first outstanding

datagram is acknowledged, hence drastically reducingubead transport throughput.
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Figure 6.1: Initial buffer states.Figure 6.2: Buffer states after
receiving acknowledgements.
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Figure 6.3: Buffer states after
reloading.

To solve this SDBM problem, we designed a new data structufidwee Tier Dynamic
Queuing Buffer (3TDQB) and a dynamic buffer management meht® not only fix but
provide a failsafe measure for buffer overflow as well as letvansmission frequency.
This 3TDQB is composed of: 1st tier — Linked Queue, 2nd tieirkéd List, and 3rd tier
— Linked List. These three tiers implement three bufferstaQeam Queuing Buffer (DQ),
Outstanding Pointer Buffer (OP), and Reload Pointer BUf#?), respectively. Note that
the DQ is dynamically allocated at the start of the protooddlteviate allocating memory
from the heap during protocol runtime, while the OP and R oohtain the pointers to the
datagram buffer space allocated in DQ. This process is sioWig. 6.1 via the DQ’s four
datagramsG_[1—4]). Once allocated, the total number of nodes the DQ initialdated
will not change except under extreme circumstances. The(E orks in a descending
manner. Each datagram will travel through the tiers cortsexty before being flushed,
reloaded and returned to the DQ. The DQ is a queue in whiclydates reside awaiting to
be sent.

As shown in Fig. 6.1, once served, the datagram will be plgtelded through a
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Figure 6.4: Control flow diagram at the PLUT receiver.

pointer) in the OP buffer where it waits for acknowledgmewini the receiver. When

acknowledged, the datagram is then placed in the RP buffdiushing of the accepted
data and reloading of the new data, as shown in Fig. 6.2. AB@elepletes of all data-

grams, the RP then reloads the DQ with an address change \aa shé&ig. 6.3 so that

the DQ now points to the flushed/reloaded datagrams on thth&creating a new queue
without new memory allocation.

The 3TDQB provides a failsafe feature to overcome the budferflow problem in
the static circular buffer management scheme. Consideiotlmaving case: The DQ has
served all remaining datagrams, the RP lies empty, and fmeseason the OP has not
yet received an acknowledgment. This is the 3TDQB’s worsecscenario in that all
datagrams reside in the OP buffer. This is similar to theutaicbuffer implementation,
resembling a buffer overflow. To counter the overflow, the 8BDallocates datagrams
from the heap to continue sending while waiting for acknalgi®ent from the receiver,

thus never completely stopping the stream of data, jusiciaguhe datagram sending rate.
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6.1.1.2 Acknowledgment types

As shown in Fig. 6.4, we implement four different types ofaakledgment at the receiver:
NXT (Next), RXM (Retransmission), TNT (Timeout Next), anD (Timeout Retrans-
mission). For every normal ACK control period, if all datagrs received so far are in
continuity, an “NXT” ACK is generated and sent to the sendé¢ngrwise if there are lost
datagrams (i.e., “holes” in the datagram checkilist), tloeixeer compiles a list of lost data-
gram sequence numbers and sends them with a “RXM” ACK. If nagtam is received
within a certain period of time, a timeout event is triggendtere the receiver sends either a
“TNT” ACK if all datagrams received so far are in continuity,a “TMO” ACK enclosing
the lost datagram sequence number list if there are “hotetiie@ datagram checklist. For
all ACK types, the receiver measures the current instantigoiband sends it to the sender
as part of the acknowledgment. On the sender side, for eadming acknowledgment,

we apply rate control using the goodput measurements exttloghe acknowledgment.

6.1.1.3 PLUT Monitor

The PLUT Monitor provides a layer between the operatingesysstate information in
Linux environments and the transport protocol that needsstate information for flow
control. We obtain the required state information by usiitg@Top library [32] to read the
Iproc filesystem. The virtual file systefproc contains a hierarchy of special files which
represent the current state of the kernel, and stores themation of the processes cur-
rently running. After reading the PID and state (runningleeping) for each process from
this filesystem, PLUT checks the state of these processesitaage processes changes. A
process is considered as CPU-bound if it is always readyrtavhen its state is checked

and as 10-bound if the state of this process is different ffamning” [43].
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Dedicated Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput Mean Standard
channels #1 (Gbps) | #2 (Gbps) | #3 (Gbps) | #4 (Gbps) | #5 (Gbps) | #6 (Gbps) | #7 (Gbps) | #8 (Gbps) | #9 (Gbps) | #10(Gbps) (Gbps) deviation

ORNL-CHI

USN EoS 954.22 954.57 954.78 954.58 954.03 951.70 953.94 954.57 952.64 954.42 953.95 0.996

CHI-SUN

952.11 952.13 952.09 948.92 952.41 951.39 952.16 947.27 950.41 951.69 951.06 1.707
ESnet MPLS

ORNL-SUN

EoS/MPLS Mixed 952.14 952.03 952.11 951.67 949.29 952.02 950.32 952.85 951.06 946.73 951.02 1.829

Figure 6.5: PLUT performance comparison with iperf.

6.1.2 Experimental-based Performance Evaluation
6.1.2.1 Wide-area dedicated connections

We collect goodput measurements using iperf and PLUT oveéd Bi&d ESnet. For iperf
TCP, the number of streanmsis varied between 1 and 10, and for iperf UDP, the target
rate is varied as 100, 200, ..., 1000, 1100 Mbps; each set asumements is repeated 100
times. First, we compare USN and ESnet connections of |en@fe0 and 3600 miles,
respectively, and their concatenation. TCP throughputagimized whem is around 7
or 8 and remained constant around 900, 840 and 840 Mbps folESOMPLS and hy-
brid connections, respectively. For UDP, the peak througigp957, 953 and 953 Mbps
for SONET, MPLS and hybrid connections, respectively. Tthese is a difference of 60
Mbps and 4 Mbps between the TCP and UDP peak throughputgataggly, over SONET
and MPLS connections. There is a difference in peak throughaphieved by TCP and
UDP in all cases, in particular, 57 and 93 Mbps for SONET and.Blleonnections, re-
spectively. This difference is in part due to the congestiontrol of TCP, and the high
UDP bandwidth makes it a viable candidate for transportesthere is no “congestion” on
dedicated channels. We measured file transfer rates ov& tomnections using PLUT,
which achieved 954, 951 and 951 over SONET, MPLS and hybnuhections, respec-
tively. The hosts used in these experiments are Intel XeomdLiworkstations, each of
which is equipped with 4 GB memory, four 3.2 GHz CPUs, one 1ENC, and one 10
GigE NIC. The results are summarized in Fig. 6.5. Thus PLUADbIe to achieve actual file

transfer rate within 3 Mbps of iperf UDP bandwidth estimatall three types of dedicated
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Table 6.1: Input file sizes in file transfer experiments.

Idx. of transfer case 1 2 3 4 5 6 7
File size (MB) 100| 300| 500| 800 | 1000| 1500| 2000

connections.

6.1.2.2 Local dedicated connections

For performance comparison, we run PLUT, UDT (version 4md) &Bsunami (version 1.1)
on a local dedicated connection, which is provisioned byckita-back link between two
Linux boxes with kernel 2.6.30, each equipped with one 1 QWE and one 10 GigE
NIC, Intel(R) Core(TM)2 Duo CPU, 3 GBytes of RAM, and 1 TByi&sSCSI hard drive.
Physical packet loss rate in optical fiber cables is consitleery small (around 10)
and packet loss could happen at end hosts or switches. Asatedi by measurements
over dedicated channels [108], the packet loss at high sgndies is not negligible and
the delay variations contain non-trivial random composenetem [33] provides network
emulation functionality for testing protocols by emulatithe delay, packet loss, packet
duplication and re-ordering of wide area networks. In oyreziment, the packet loss rate
and delay are emulated by netem. And the packet loss ratwayset to be 1.

Case A: 1 Gbps, disk-to-disk transfer.In this case we generate test data from the disk,
the link bandwidth is set to be 1 Gbps, and the link RTT is sddted25ms. We transfer
seven files with different sizes using these three trangpetihods in comparison. For each
file size, we run 10 tests using each transport method anglctaibrresponding throughput
measurements. Tab. 6.1 tabulates the file sizes used in Blevieansfer experiments. The
mean and standard deviation of the average throughput mezasnts for seven different
file sizes obtained by each of these three protocols areedlaitFig. 6.6. We observe that
PLUT consistently achieves higher throughput than UDT asdnémi. The maximum

possible throughput achieved by PLUT is about 970 Mbps anlitfik.
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Figure 6.7: Memory to memory performance comparison ovepfsdink.

Case B: 1 Gbps, memory-to-memory transfer. We set up another experiment on
the same link as in Case A to test the memory-to-memory teaps&iformance of PLUT.
The throughput measurements are plotted in Fig. 6.7, wheremy include the perfor-
mance comparison between PLUT and UDT because Tsunamigivdrd) does not sup-
port memory-to-memory data transfer. This experiment destrates that PLUT without
disk I/O activities is able to sustain an average througlap @80 Mbps over this 1 Gbps
link, which is within 4 Mbps of the iperf UDP bandwidth estitea\We observe that UDT
also achieves a higher throughput than that achieved in €ase

Case C: 10 Gbps, memory-to-memory transfer with different ink delay. We now
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Figure 6.8: Performance comparison over a 10 Gpbs link witarént RTT.

use alocal dedicated connection of 10 Gbps for further p@doace comparison on memory-
to-memory data transfer. This link bandwidth is provisidiiy connecting two 10 GigE
NICs back-to-back and all other network and transport abs&ttings remain the same as
in Case A. To investigate the impact of link RTT on the PLUTfpenance, we conduct
data transport experiments by varying link RTT from 0.04 50 2ns. Since the network
delay is not constant, each selected RTT in the experimeisvaased on a normal distri-
bution. The average throughput performance measurenw@m®&UT and UDT are plotted

in Fig. 6.8, where both protocol’s throughput decreasegleith the increase of RTT.

Case D: 10 Gbps, disk-to-disk transfer.We set up another experiment on the same
10Gbps link as in Case C to test disk-to-disk data transfdopaance. The link RTT is
set to be 125ms. We transfer seven files with different sizasguthese three transport
methods in comparison as in Case A. The corresponding mehstandard deviation of
the average throughput measurements of these three piotoe@lotted in Fig. 6.9, which
again illustrates the performance superiority of PLUT cu&T and Tsunami. From the
measurements of iperf UDP, we know that the maximum achlex@ndwidth is about 3.1
Gbps on this link. The increase in link bandwidth shifts tleétleneck from the network

to the end hosts. As a result, the maximum throughput actlibyePLUT in this case is
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Figure 6.10: Memory to memory performance comparison oQegfbs link.

about 2.4 Gbps.

Case E: 10 Gbps, memory-to-memory transferWe test memory-to-memory trans-
fer on the same link as in Case D and all other network andpgahsontrol settings also
remain the same. Fig. 6.10 plots the corresponding PLUT &bd@ throughput measure-
ments. The maximum throughput of PLUT reaches 2.5 Gbps ahiliges at that level.

Case F: 10 Gbps, memory-to-memory transfer with concurrenbackground work-

loads. We test memory-to-memory transfer on the same link as in Eaaed all other
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Figure 6.11: Memory to memory performance comparison o@eGfbs link with back-
ground workloads.
network and transport control settings also remain the s&uwecpu is a CPU-bound pro-
gram designed and executed to emulate concurrent hostioacidgworkloads. In this ex-
periment, 10 seconds after the data transfer begins, weiexne first concurrent Burncpu
process at the data receiver, which will run 25 seconds. Angktonds after the data trans-
fer begins, we execute the second concurrent Burncpu moebsch will run 30 seconds.

Fig. 6.11 plots the corresponding PLUT and UDT throughpuasoeements. From
these measurements, we observe that the amount of condoaekground workloads has
a significant impact on the performance of each transpomodetUDT also adapts to the
workload changes but adopts a somewhat more conservatgveaatrol than PLUT. UDT
has a relative unstable throughput measurement, becaegeatket loss rate increases
when several CPU-bound processes compete for CPU resources

Case G: 10 Gbps, memory-to-memory transfer with differentink MTU. The previ-
ous experiments use the default MTU (1500 Bytes). To ingagtithe impact of link MTU
on the PLUT performance, we conduct data transport expetsrigy varying link MTU
from 3000 to 9000 bytes over the same 10 Gbps connection agsea E. The throughput
performance measurements and standard deviations for Rir&Tabulated in Fig. 6.12,

where the maximum throughput is more than 7.3 Gbps.
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Link MTU (Byte) Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput | Goodput Goodput Mean Star)dgrd
#1 (Mbps) | #2 (Mbps) | #3 (Mbps) | #4 (Mbps) | #5 (Mbps) | #6 (Mbps) | #7 (Mbps) | #8 (Mbps) | #9 (Mbps) | #10(Mbps)| (Mbps) deviation
3000 3833.87 | 3638.49 | 3837.67 | 3588.69 | 3796.16 | 3524.89 3627.23 | 3569.66 | 3757.78 3630.39 3680.5 115.28
4000 4453.02 474519 4451.08 4510.52 4740.97 4771.68 4743.89 4491.91 4667.82 4431.95 4600.8 144.31
5000 5172.70 5169.18 5189.87 5167.06 5169.90 5195.95 5482.91 5464.07 5473.70 5211.91 5280.9 145.25
7000 6566.56 6224.71 6568.56 6472.92 6237.34 6276.81 6182.01 6588.95 6252.93 6503.08 6387.4 165.9
9000 7045.62 7032.46 7051.13 7005.08 6990.82 7362.09 7330.65 7025.61 7337.69 7040.57 7122.2 153.97

Figure 6.12: PLUT performance over a 10 Gpbs link with défe@rMTU sizes.

6.2 Performance Evaluation for Para-PLUT

6.2.1 Implementation of Para-PLUT

We implement a proportional datagram allocation schempdaallel transfer at the sender.
Once the largest number of parallel UDP connections is exhdhe sender divides the rest
datagrams into several partitions, one for each connectioa partition size is proportional

to the throughput measurement of the corresponding UDPnehan

6.2.2 Experimental-based Performance Evaluation

For performance comparison, we run Para-PLUT over the saca¢dedicated connection
asin 6.1.2.2. In our experiment, the packet loss rate aray @k emulated by netem. The
packet loss rate is set to beF0oand the link RTT is set to be 125ms.

Case A: 1 Gbps, memory-to-memory transferWe set up one experiment on the same
1Gbpslink as in PLUT to test the memory-to-memory transéfgymance of Para-PLUT.
The throughput measurements are plotted in Fig. 6.13. Mpsrenent demonstrates that
Para-PLUT almost reaches 100% of link utilization by usiaggtiel UDP connections.

Case B: 10 Gbps, memory-to-memory transferWe test memory-to-memory trans-
fer on the same 10Gbps link as in PLUT. Fig. 6.14 plots theesponding Para-PLUT
throughput measurements. The maximum throughput of Patd-Reaches 3.1 Gbps,

which is around 20% higher than the maximum throughput readly PLUT.
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Figure 6.13: Memory to memory performance comparison oveplts link.

In both cases we studied, the proposed Para-PLUT methodstamtty achieves better

performance than PLUT and other protocols.
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Figure 6.14: Memory to memory performance comparison oQebfbs link.

6.3 Performance Evaluation for Topology Construction

We conduct a set of experiments based on simulated and rt&ainks of various sizes and
topologies for performance evaluation. The proposed LBI§Brighm is compared with
a Greedy algorithm and la Degree Constrainek+DC) algorithm that were previously
implemented in the LStream live streaming system [34]. Thee@y algorithm always
selects the neighbor node with the largest outgoing barttvatithe current code as the

child node in the spanning tree at each iteration, startiog fthe root node, and the next
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Table 6.2: Network parameters for performance comparistnwéderk-DC, greedy, LBSF,
and LABF algorithms

N
w
I
(6)]
o
\l
(0]
©

Index of problem size 1
Number of nodes 46

10(12 14| 16| 18| 20

0o

Table 6.3: Throughput performance comparison betweB&, Greedy and LBSF algo-
rithms.

Simulation results / Experimental results

Alg 1 2 3 4 5 6 7 8 9
K-DC 180 | 160 | 100| 150 | 100| 113 | 120 [ 86 | 70
/167 | /145| /91 | /124 | /88 | /76 | /64 | /68 | /23
Greedy 100 | 160 | 100| 50 | 140|140 | 120 | 90 | 130
/98 | /143|/91 | /34 | /76 | /102]|/102| /68 | /56
LBSE 180 | 160 | 100| 200 | 160| 170 | 120 | 100 | 140
/167 | /156 | /88 | /189 | /96 | /124 | /102| /96 | /92

iteration of search starts from the selected child node. KFBE algorithm first sorts the
nodes by their capacities in a decreasing order, and theswadghbor nodes to each node
(also starting from the root node) until the degree constiais reached. Both greedy
and degree-constrained strategies have been widely ussalvt® similar multicast tree

construction problems, and therefore are suited for perdoice comparison.

6.3.1 Experimental-based Performance Evaluation

We build a live streaming testbed by deploying 20 compufasis) in a local area network
and run LStream, the P2P live streaming system developedebpiiEducation and Re-
search Network [34] on each of these nodes. For a convemfarence, we tabulate these
network parameters in Table 6.2. The source video streamatagis set to be 400 Kbps
in our experiments. The outgoing bandwidth of each node mdigored to be a random

guantity in a range from 200 Kbps to 800 Kbps in the granyait20 Kbps. We run three
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Table 6.4: Network parameters for performance comparistnwéderk-DC, greedy, LBSF,
and LABF algorithms

Index of problem size 1 | 2 3 4 5 6 7 8 9 10
Number of nodes 20140 |60 |80 |100|120| 140|160 180| 200
Number of links 60| 120| 180 | 240| 300| 360 | 420 | 480 | 540 | 600

algorithms in comparison to compute three trees in each ofe®lay networks with dif-
ferent numbers of nodes varying from 4 to 20 at an interval md@es. We then construct
the tree topology accordingly for streaming experiment eollect their minimum node
throughput performance measurements as tabulated in ahleshere the corresponding
simulation results are also provided in pair for comparistie observe that the experimen-
tal results match well with the simulation results, whicHigates the accuracy of our cost

models and also validates our assumptions on the locatitiredfandwidth bottleneck.

6.3.2 Simulation-based Performance Evaluation

To account for the lack of network and system resources, whduconduct simulation-
based performance comparison among these three algontingsa large set of simulated
networks. For a given number of nodes and links, each siedila¢twork is created with
a randomly generated network topology, and a random ougdmandwidth within a range

from 0 to 32767 Kbps is assigned to each node.

6.3.2.1 Scalability

In the first set of simulations, we test the scalability ofsta¢hree algorithms based on a
series of 10 simulated networks, indexed from 1 to 10, wittagyimg number of nodes
from 20 to 200 at an interval of 20 nodes, and a varying numbienks from 60 to 600 at
an interval of 60 links, respectively. For a convenient refiee, we tabulate these network

parameters in Table 6.4. The capacity or outgoing bandwafigach node is randomly
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assigned. The capacity or outgoing bandwidth of each nodadomly assigned.
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Figure 6.15: Minimum node throughput performance compar{snean and standard de-
viation) among three algorithms based on a series of 10 atedihetworks of various sizes
ranging from small to large scales.

For each given network size, we create 10 random instandbsdifferent network
topologies. We run three algorithms in each of these 10 né&twstances and compute
the minimum node throughput of three resultant trees. Thannaad standard deviation
of the minimum node throughput measurements in 10 instdiocesach network size are

plotted in Fig. 6.15. We also plot in Fig. 6.16 the performaspeedups of LBSF over the

L BSF-KDC or Greedy
“=(kDC or Greedy

k-DC and Greedy algorithms defined , Which shows that the LBSF
algorithm achieves at least 90% higher minimum node thrpugtihan the&-DC algorithm

and up to 5 times improvement over the Greedy algorithm.

6.3.2.2 Robustness

We conduct a second set of simulations to study the robustfethese three algorithms
based on 10 simulated networks of 400 nodes and a varying emafillinks from 1000
to 10000 at an interval of 1000 links. Similarly, for eachegivmumber of links (note that

the number of nodes is fixed to be 400), we create 10 randoranioss with different
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Figure 6.16: Performance speedups of LBSF over DC and Giegslyd on a series of 10
simulated networks of various sizes ranging from small tgdascales.
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Figure 6.17: SMinimum node throughput performance consparimean and standard
deviation) among three algorithms based on a series of lllaied networks of 400 nodes
and a varying number of links from 1000 to 10000 at an inteo¥dl000 links.
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Figure 6.18: Performance speedups of LBSF &BxC and Greedy based on a series of
10 simulated networks of 400 nodes and a varying number ks firom 1000 to 10000 at
an interval of 1000 links.

network topologies. The mean and standard deviation of imemam node throughput
measurements obtained by each of these three algorithn@siiistances for each number
of links are plotted in Fig. 6.17 and the corresponding pentnce speedups of LBSF over
the other two algorithms are plotted in Fig. 6.18. We alsaeolss that LBSF consistently
achieves at least 100% higher minimum node throughput thak-DC algorithm and
almost 60 times improvement over the Greedy algorithm bexdUBSF approaches the
optimum as the number of links increases.

Both the Greedy and k-DC algorithm select the pair of cumeate and child node only
based on the nodes outgoing bandwidth without considenimgyailable splitting outgoing
bandwidths. Note again that the minimum node throughput path from the root node
to any other node is determined by the bottleneck splittutgoing bandwidth. Therefore,
a node with a large outgoing bandwidth but a relatively sraadlilable splitting outgoing
bandwidth degrades the performance of all its downstreates\aBut LBSF always picks
up the node with the largest value bfv) which considers both nodes available splitting

outgoing bandwidths and outgoing bandwidths which resnlts much higher minimum
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node throughput than the other two methods.

6.4 Performance Evaluation for TSP Based on Simulations

and Experiments

6.4.1 Simulation-based Performance Evaluation

TSP flow ( n1 s1 ) TSP flow

100Mbs | s3 ) TCP flow1
2ms

Figure 6.19: Simulation setup for TSP stabilization.

We first evaluate TSP’s performance in a controlled simateénvironment using the
NS3 simulator. As shown in Fig. 6.19, we create a networkltgpothat consists of 4 com-
puter nodes in two separate local-area networks connelatedgh fully duplex network
links. All the local network links have a bandwidth of 1 Gbpwlaa link delay of 6560 ns
while the wide-area network link between routers r0 and slehbandwidth of 1 Gbps and
a link delay of 200 ms. We deploy a TSP sender on n1, which isetted to a TSP sink
on n3.

We conduct two sets of transport experiments in this siredlaietwork environment.
In the first case, the sending rate of two TCP flows is set to bebpsviand hence the
peak available bandwidth of the network connection is ad@uMbps. We set the target
goodput of TSP to be 7 Mbps, and set the parametef9.8 anda = 0.8. In the second

case, we increase the link bandwidth between r0 and rl to 48sMhd the sending rate
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Figure 6.20: Goodput stabilization at a target rate = 7 Mbpk &w = 0.8 anda = 0.8,
adjustment made on sleep time.
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Figure 6.21: Goodput stabilization at a target rate = 15 Mijtk a = 0.8 anda = 0.8,
adjustment made on sleep time.

of both TCP flows to 10 Mbps, while all other network and trarggettings remain the
same as in the previous case. The peak available bandwidhie aetwork connection in
this case is about 20 Mbps. We set the desired goodput of TB® 16 Mbps. We collect
instantaneous goodput measurements at an interval of 1@®Imosh cases and plot TSP’s
goodput stabilization performance in Fig. 6.20 and Figl6r2spectively. We observe
that TSP is able to stabilize at the target level with a lovelef transport dynamics. The

stabilization performance of TSP in other simulation sggiis qualitatively similar.
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6.4.2 Experiment-based Performance Evaluation
6.4.2.1 Implementation Details and Network Settings

We implemented the TSP transport method in C++ on Linux dpgyaystem. The TSP
sender consists of two child threads, one for sending thegdains, and the other for re-
ceiving the acknowledgements. The source rate contrdieckkactivities such as RTT es-
timation, packet loss detection, goodput and loss rateutzlon, are carried out in the
receiving thread upon the arrival of each acknowledgemEmé. source rate is controlled
by the transport dynamics defined in Eq. 5.2.7 or 5.2.13 tjindbe adjustment made on
either congestion window or sleep time. Besides the threacketeiving datagrams, a sep-
arate child thread in the receiver stores or forwards ireodatagrams to user applications.

TSP provides reliable data transfer by assigning a sequamober to each packet and
retransmitting those lost ones. We consider four diffetgpes of acknowledgment at the
receiver: NXT (Next), RXM (Retransmission), TNT (Timeouéext), and TMO (Timeout
Retransmission). For every normal ACK control period, Ifddtagrams received so far
are in continuity, an NXT ACK is generated and sent to the sematherwise if there are
lost datagrams (i.e., holes in the datagram checklist) rebeiver compiles a list of lost
datagram sequence numbers and sends them with a RXM ACK datagram is received
within a certain period of time, a timeout event is triggevdtere the receiver sends either
a TNT ACK if all datagrams received so far are in continuityaoTMO ACK enclosing
the lost datagram sequence number list if there are holéeiddtagram checklist.

We tested the TSP transport method over one Internet caanettM (University of
Memphis)-LSU. The Internet connection is of low bandwidtieiofew thousand network
miles with high LAN traffic at both ends. For each set of exenmts on the Internet con-
nection, we run concurrent control traffic as well as on-laost LAN background network
traffic such as HTTP, FTP, and SSH, during the experimentsdiothe robustness of our

method. The source rate is controlled through eitigf) or Ts(-) to stabilize at a giveg*.
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Sinceg* is lower than the available bandwidth, the target source medtches the desired
goodput level with very little packet loss. Therefore, we . 5.2.1 to determine the
initial values of congestion window and sleep time. We aatdgequalitatively similar sta-

bilization between several other nodes connected over-aiela networks, and the above

results are typical.

6.4.2.2 Performance Comparison with TCP and DCCP on UM-LSU G@Gnnection

We first conduct TSP transport experiments on UM-LSU conoe@&nd compare its per-
formance with that of two widely deployed transport protecd@CP and DCCP [81]. Both
end hosts, cow.cs.memphis.edu and robot.rrl.Isu.eduegtaarly configured Linux work-
stations with 2.6.25 kernel and are connected to their sparding local campus network
through one GigE network interface card (NIC). To closelgraine the microscopic be-
haviors of these three protocols in comparison, we colletiintaneous goodput measure-
ments at an interval of 100 ms, which is about 2-3 times thaddtip time (RTT) of this

wide-area connection.
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Figure 6.22: Performance comparison of instantaneousmaadmpled at an interval of
100 ms using TCP, DCCP, and TSP targeting 5 Mbps.
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A test message of 100 Mbytes is created on the LSU host ansféraed to the UM
host. The instantaneous transport performance measutefoeT CP, DCCP, and TSP
targeting 5, 10, and 15 Mbps are plotted in Figs. 6.22, 6.88,&24, respectively. The
source rate is controlled through the adjustment of the estign window size only. For
these three target rates, we select the starting points Bfar®/ 0) = 42,Wq0) = 84,
andW q0) = 127 datagrams, respectively, with fixed sleep tifrs¢t) = 100 ms,a= 0.8,
anda = 0.8. We observe that TSP experiences significantly less toahdgnamics at
the specified target rates than the other two protocols sigfur the maximum possible
goodput. Note that the peak available bandwidth of this ectian is slightly more than
15 Mbps achieved by TCP during the course of the experimdaten at this peak rate,
TSP is able to stabilize without significantly affecting carrent TCP traffic. We also plot
the average goodput measurements for these three protadeig. 6.25, which clearly
shows that TSP achieves the smoothest goodput among tledrbmea global perspective.

To produce cleaner performance curves, we use average gfsadphe rest of the TSP
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experiments where we focus more on the robustness of TSheestigate the effects of

parameter selection on TSP transport performance.

6.4.2.3 Effects of TSP on Concurrent TCP

Since TCP is the de facto standard for reliable end-to-ema wansport and carries the
majority of the traffic in today’s Internet, any new tranggmotocols are generally required
to be TCP-friendly to be widely deployed in Internet envimeents. To study the effects of
the proposed TSP on regular TCP traffic, we conduct two t@mgxperiments on UM-

LSU connection using the same network and control settisgs &ubsection 6.4.2.2. In
the first experiment, we run a single TCP session, while insémnd one, we run one
TCP session and one TSP session targeting 5 Mbps concyrroenloth end hosts. Three
instantaneous goodput performance curves sampled atswmahof 100 ms from these two

transport experiments are plotted in Fig. 6.26 for comparis
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Figure 6.26: Effects of TSP on concurrent TCP traffic.

We observe that the concurrent TCP flow only experiencesta%udrop in average

goodput from 13.27 Mbps of the single TCP flow to 12.86 Mbpsiciistrongly indicates
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the TCP-friendliness of TSP. We repeat these experimentgter Internet connections
with different target rates, and observe qualitativelyyvamilar effects of TSP on TCP:
TSP does not affect the performance of concurrent TCP trsiffimificantly as long as the
target rate is controlled within a fraction of the peak aafalié connection bandwidth, which
is in good line with the goodput requirement of control chelan The design goal of TSP
is not to aggressively grab as much bandwidth as possiblafgressing other traffic, but
to strategically utilize a small portion of the availablendaidth where one can achieve
a smooth data flow with predictable delays and dynamics fatrobcommand delivery

purposes.

6.4.2.4 Concurrent Control over UM-LSU Link
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Figure 6.27: UM-LSU link: concurrent control channels & ®lbps and 3.0 Mbps, re-
spectivelya = 0.8,a = 0.8, adjustment made on sleep time.

To investigate the interaction between concurrent TSP ftbasemploy the same rate
control strategy, we conduct experiments where two coeotif SP control channels tar-
geting 2.0 Mbps and 3.0 Mbps, respectively, are establiskiedthe same UM-LSU Inter-

net path. The goodput and sending rate performance measoteare plotted in Fig. 6.27,
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which shows that both flows stabilize at their correspondamget levels. Extensive exper-
imental results have shown that as long as the total reqthredghput of multiple control
channels is less than the available path bandwidth, coeruitSP transport sessions us-
ing the proposed stabilization method are able to live “p&adly” without significantly
affecting each other’s performance.

In all the above experiments, we observed that the meas@Bdydodput converges to
the target rate quickly within a few seconds or less. Our erpntal results show that the
TSP goodput stabilization is robust against the presengarajus concurrent TCP traffic

such as HTTP, FTP, and SSH.
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Chapter 7

Conclusion and Future Work

Our research effort was focused on a rigorous analyticalystd the design and perfor-
mance of transport solutions, and develop an integratedpiat solution to overcome the
limitations of current methods. We have presented the rated transport solution, which
consists of two functional components: data route planndrteansport control. This ar-
chitecture enables easy implementation of new route ptanas well as easy evaluation
of new transport control protocols.

This final chapter begins with a summary of the contributiohshis dissertation in
section 7.1. Section 7.2 lists some limitations as well agindelines for future research

work.

7.1 Contribution

Below we highlight the contributions of this dissertation:

7.1.1 Route Planner for Bulk Data Transfer in Scientific Appiications

NADMA explores and composes a set of feasible route optioispaovides them to the
user along with performance estimations as well as speddjgssand commands to au-
thorize and execute data transfer. Our work systematigallgstigated the design and

implementation issues of a high performance route plarrdoiitk data transfer. NADMA
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identified the main challenges in the wide adoption of newvodting and storage tech-
nologies and proposed appropriate solutions. As a regydtication users can accomplish
their data-centric tasks by following specific steps andmamds to authorize and execute

data transfer.

7.1.2 Peak Link Utilization Transport

PLUT incorporates a performance-adaptive flow control raa@dm to regulate the activi-
ties of both the sender and receiver in response to systeantga and automates the rate
stabilization for throughput maximization using stocimapproximation methods. Para-
PLUT identified the problems associated with PLUT and furtimproved the performance
of PLUT. To the best of our knowledge, Para-PLUT is the firah$iport protocol that at-
tempts to use parallel UDP connections to take advantageeditl power of multi-core

processors in maximizing application throughput.

7.1.3 Route Planner for Streaming Media Delivery

We formulated a novel tree construction problem max-minte. proposed an efficient
heuristic algorithm named LBSF to solve max-minTC problebhe goal of LBSF is to
optimize the system’s stream rate by constructing a spgrinége whose minimum node
throughput is maximized among all possible spanning tréésecoverlay network. LBSF

addresses both scalability and robustness.

7.1.4 Transport Stabilization Protocol

We identified the difficulty of goodput stabilization overderarea networks. TSP explic-
itly accounts for the randomness inherent in wide-area oids\to stabilize the goodput at
destination. While TSP is highly efficient, it is not necefgaggressive. It is friendly to

concurrent TCP flows.
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The superior and robust performance of the proposed trainsplations is extensively
evaluated in a simulated environment and further verifieoltgh real-life implementations
and deployments over both Internet and dedicated conmectioder disparate network

conditions in comparison with existing transport methods.

7.2 Limitations and Future Work

Although Para-PLUT employs an parallel mechanism to imeihe application goodput
and resources utilization, it didn’t account for the impatthe background workloads,
which vary during the data transfer period. The parallelisming mechanism employed
in Para-PLUT needs to be adjusted to achieve the maximdkehetik rate by taking the
varying background workloads into consideration. Thusy flew control approaches in
the context of multiple parallel connections need to be libgped to estimate the best rate
at which the end system can consume packets coming from tiverke This best rate will
be sent back to the sender for source rate control.

The depletion of a fixed buffer results in the drop of the dataen there might be
plenty of free memory on the receiving end host. It is neagstgadesign an automatic
buffer adaption mechanism to decide whether the receiertbnéeds to be resized and to
what extent the receiver needs to be adjusted. Furtherrasriie number of competing
workloads increases or decreases, the number of parallelection should decrease or
increase correspondingly. It is critical to design an awtoally mechanism to adjust the
number of parallel connections in response to the end hogtrdics to achieve the maxi-
mum goodput. We will design an integrated dynamic controtima@ism to automatically
adjust buffer size and the number of parallel streams andHi@@ptimal values for those

parameters.
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