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PREFACE 
 

 The work presented in this dissertation will be described in five chapters. 

Chapter one will contain a general introduction to my work, discussions of 

significance of data, and a literature review. Chapter two contains a manuscript 

published in the Journal of Biological Chemistry (2014) entitled 

“PHOSPHOLIPASE D FACILITATES EFFICIENT ENTRY OF INFLUENZA 

VIRUS ALLOWING ESCAPE FROM INNATE IMMUNE INHIBITION,” and is 

presented in the final accepted format of the journal as per the rules set forth by 

the dissertation preparation guide. Chapter three will detail findings from 

investigations of the role IRF3 during influenza virus infection. In chapter four, I 

will present work I’ve done to uncover the role of MxA during early innate 

immune signaling after influenza virus infection, and chapter five will be a brief 

conclusion regarding my dissertation as a whole. 
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 ABSTRACT 

Oguin III, Thomas Howard. Ph.D. The University of Memphis. May 2015. 
Innate Immune Induction in Influenza Infection. Co-Major Professors:  Paul 
Thomas, Ph.D and Omar Skalli, Ph.D. 
  
 Influenza virus is a threat to public health on a global scale. Each year, 

millions of people are infected with influenza virus leading to hundreds of 

thousands of deaths. Despite progress in developing anti-influenza drugs, every 

antiviral compound used has caused influenza strains to mutate and become 

resistant to the drug. In order to improve our defenses against influenza virus, 

novel research strategies are needed. The innate immune system is the first line 

of defense against incoming pathogens. Many signaling networks are involved in 

coordinating an efficacious response to viral insult. We have found that lipid 

signaling through phospholipase D is critical to influenza pathogenesis. Influenza 

virus exploits this signaling to quickly infect human lung cells and evade the host 

antiviral response. By inhibiting this process, we observed a marked protection 

from infection. One of the critical molecules of the protective innate immune 

response after phospholipase D inhibition is interferon regulatory factor 3. 

Surprisingly, we found that mice missing this protein are more likely to survive a 

lethal influenza infection. This survival advantage depends on an amplified 

adaptive immune response. We are currently investigating this crosstalk between 

the innate and adaptive immune systems. One of the most potent direct antiviral 

effector molecules in the innate arsenal is myxovirus resistance gene 1. While 

this protein is generally considered to function by binding directly to viral proteins 

and inhibiting their function, we have uncovered an unrecognized activity of this 
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protein. We show that basal expression of this protein is critical in the induction of 

the innate immune response, and it is potentially involved in the signaling 

network that is constructed in response to influenza infection. These results help 

define the critical events mediating the host-virus interaction in infected epithelial 

cells. Future research for new antiviral strategies can exploit these novel 

pathways to enhance host responses and limit viral replication efficiency.  
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CHAPTER 1 

INTRODUCTION 

 Influenza infection remains a public health concern despite active 

surveillance programs and advances in vaccination strategy and antiviral 

development. A pandemic on scale with the 1918 Spanish Flu outbreak would 

lead to global instability and countless losses in the economic, service, and 

manufacturing sectors.  It is therefore imperative to develop and research 

innovative strategies for anti-influenza therapeutic options and to uncover the 

events that occur in cells that lead to an influenza infection. Current influenza 

defense strategies are based heavily in viral surveillance, vaccine production and 

development of antiviral molecules that inhibit viral enzymes. Despite worldwide 

serosurveys and sentinel screening, no reliable model of global transmission of 

newly emerged influenza strains has been produced. Because of the 

unpredictable nature of viral reproduction and spread, vaccines need constant 

reformulation as well as safety and efficacy testing for each new batch. 

Additionally, due to evolutionary pressure applied by currently available antivirals, 

drug resistant strains can emerge quickly. Novel research strategies are needed 

to determine the mechanisms of viral pathogenesis and host defense occurring 

during influenza infection, and how we might exploit those mechanisms in order 

to better combat the influenza threat 

 The events leading to a successful influenza infection are only recently 

becoming clear after more than 70 years of research. Influenza attaches to sialic 

acid residues on the surface of a cell, causing the de novo formation of clathrin 
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coated pits (Neumann et al., 2009). During the endosomal maturation process it 

is thought that innate defense proteins can sample the endosome for 

pathogen-associated molecular patterns (Ehrhardt et al., 2010). For the virus to 

successfully infect a cell, it must evade or overcome the antiviral defenses of the 

cell and wait for the endosome to become acidified (Lakadamyali et al., 2004). 

Lipid signaling regulates many features of cellular trafficking, and these pathways 

may serve as a potential target for altering influenza infection. Phosphatidic acid 

(PA), produced by phospholipase D (PLD), is a bioactive lipid that is involved in 

membrane formation and curvature and also acts as a second messenger in 

other signaling pathways (Roth, 2008). Isoform specific inhibitors of PLD have 

been described (Scott et al., 2009), and we have used these tools to study what 

role PLD is playing during influenza infection. We have found that influenza virus 

uses PLD to efficiently enter cells and evade detection from the innate immune 

proteins that guard against viral insult (Oguin et al., 2014). 

 Host cells have innate antiviral sensors and effector molecules that 

represent the first line of defense against viral invasion. Recently, a human 

restriction factor for influenza virus has been identified. Patients with mutations in 

their Interferon-induced transmembrane protein 3 (IFITM3), experienced poorer 

clinical outcomes when infected with the 2009 pandemic influenza virus (Everitt 

et al., 2012). One of the earliest influenza restriction factors discovered was 

Myxovirus resistance factor (Mx) 1 in mice (Chang et al., 1990; Staeheli et al., 

1988) homologous to MxA in humans. Typical inbred laboratory mice do not have 

functional Mx1 genes and are susceptible to influenza. However, outbred or truly 
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wildtype mice carry the proper Mx1 gene and are resistant to lethal viral 

challenge. Much has been revealed considering Mx1 expression, activity, and 

structure but less is known regarding what Mx1 is doing at the earliest moments 

of infection. It is thought that Mx1 expression and activity depends on Type 1 IFN 

stimulation. Based on data we have collected, MxA in human cells is basally 

expressed and quickly activated after infection and loss of MxA leads to an 

attenuated transcriptional response of many interferon stimulated genes (ISGs).  

 The earliest immune response to invading influenza virus is the induction 

of the Type 1 Interferon (IFN) system. After influenza is sensed by antiviral 

proteins such as retinoic-acid induced gene 1 (Rig I), signal transduction leads to 

the phosphorylation and dimerization of interferon regulatory factors (IRF) in a 

mitochondrial-antiviral signaling protein (MAVS) dependent manner. Following 

activation, IRFs traffic to the nucleus and initiate transcription of Type 1 IFNs 

(IFNα and β). Type 1 IFN signaling leads to upregulation of hundreds of 

interferon stimulated genes (ISG) and confers an “antiviral state,” upon the cells 

(Garcia-Sastre, 2001). Studies of the different species of IRFs show that when 

cells or mice do not carry the full complement of IRFs, differential innate immune 

responses are initiated leading to differential outcomes for the infected subject 

(Morin et al., 2002). We want to determine what role specifically IRF3 is playing 

during influenza infection of IRF3-depleted mice. We have found that loss of 

IRF3 leads to survival benefits and changes in the adaptive immune response 

 It was the purpose of this dissertation to identify and describe host factors 

integral to productive influenza infection. Broadly, we have described how 
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influenza virus exploits phospholipase D (PLD) to enter cells and avoid detection 

by the innate immune system to establish a productive infection. Additionally, we 

find that MxA is critical in the induction of the Type 1 Interferon response, and 

loss of MxA leads to a reduced transcriptional response after human cells are 

infected with influenza. Lastly, we demonstrate how loss of IRF3 can lead to a 

differential immune response in mice infected with influenza, leading to increased 

survival in mice lacking IRF3. Taken together, we have uncovered new 

mechanisms in the temporospatial regulation of the innate immune response to 

influenza virus infection. 

 

Literature Review 

 The following literature review is an overview of the current knowledge of 

the biology of the proteins, pathways, and concepts related to the experimental 

work described in chapters two, three, and four. The review is divided into three 

sections. The Influenza biology section will outline the relevance, epidemiology, 

and virology. Additionally, the concepts of lipid signaling and innate immune 

response caused by influenza A virus infection will be discussed. The second 

section is focused on interferon regulatory factor 3 (IRF3) and its activity and 

regulation after infection, specifically after infection has been sensed by 

cytoplasmic pathogen pattern recognition receptors. The last section details what 

is known about the activation, regulation, and antiviral action of Myxovirus 

resistance gene 1 (MxA).  
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Influenza Biology 

 Influenza A virus infections are an ever-present threat to global health, 

socioeconomics, and security. Each year millions of humans are infected with 

circulating influenza strains, and hundreds of thousands will die from 

complications due to influenza A virus infections. People most affected by 

influenza A virus infection are the very young, elderly, pregnant, or 

immunocompromised. Obesity, asthma, and diabetes have also been described 

as risk factors for developing influenza A infections, and as the populations of 

developed and developing countries accrue more chronic health conditions, more 

people will be at risk. World health experts project 175-300 million deaths would 

occur today if a pandemic such as the one seen in 1918 were to arise. Indeed, in 

the influenza A pandemic of 2009, it has been estimated that nearly a third of the 

population were infected by the novel H1N1 strain. Had the pandemic virus 

caused more severe pathology, the world as we know it would be a very different 

place today. For more than 70 years influenza A virus has been studied. Many 

questions remain open, and many more important questions have yet to be 

raised. 

 Influenza A virus (from now influenza virus) is in the family 

Orthomyxoviridae, a family with host diversity that spans mammals, fish, and 

insects with a common feature of the family being a negative-sense, segmented 

RNA genome. In general, the influenza virion is approximately 100 nm in size, 

and often presents as pleomorphic in shape, with filamentous and spherical 

morphology most often noted (Webster et al., 1992). The negative-sense 
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genome of influenza virus is carried on 8 ribonucleoprotein (RNP) segments 

inside the virus. The RNA from these RNPs is used to synthesize up to 13 

proteins:  hemagglutinin (HA), neuraminidase (NA), nucleoprotein (NP), matrix 

protein (M) 1 and 2, basic polymerases (PB) 1 and 2, acidic polymerase (PA), 

nonstructural proteins (NS) 1 and 2, PB1-F2 (from open reading frame 2 of PB1), 

and the less well-characterized or hypothetical proteins PB1-N40 and PA-X 

(Dash and Thomas, 2014). Influenza virions are surrounded by an envelope 

which is formed of host cell membrane during the budding process. The outer 

structure of influenza is made up of shell of M1 (Fig. 1, brown) that is studded 

with HA and NA (Fig. 1, blue and magenta, respectively). The HA and NA are 

also viral antigens for the humoral immune response, and current influenza 

nomenclature relies on serotyping of HA and NA to denote each viral strain, e.g. 

H1N1 or H5N1. Viral RNA is wound around NP in the inside of each virion, 

forming RNPs (Fig. 1, gray). The M2 protein (Fig. 1, purple) acts a proton pump 

to adjust pH in the virion and vesicles during entry and new viral material 

synthesis. The polymerase proteins, PB1, PB2 and PA, handle the business end 

of transcription once RNPs have entered a cell’s nucleus. After a primary round 

of translation, PB1-F2, NS1, and NS2 function somewhat as virulence factors, 

influencing apoptosis and innate immune signaling.  
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Figure 1. Schematic of an influenza virion. A spherical influenza virion, with a 
cutaway allowing three dimensional view of inner and outer structures. Blue 
stalks represent HA, magenta stalks represent NA, purple pores are M2 ion 
channels, and gray bundles depict RNPs. Adapted from 
http://www.cdc.gov/flu/images.htm 
 
 

 

 Influenza virus naturally exists in migratory waterfowl such as ducks 

normally causing no discernible disease. The birds shed influenza virus through 

feces (Medina and García-Sastre, 2011). Contact with contaminated fomites, 

biological and environmental particles carrying virus, can then establish infection 

in a susceptible host, and these unnatural infections can present as myriad 

disease states, from asymptomatic to catastrophic (Webster et al., 1992). Thus, 

in the beginning, influenza was a zoonosis originating in waterfowl and affecting 

species including domestic poultry, pigs, seals, horses, whales, and humans 

(Fig. 2). Combine the occasional zoonotic transmission alongside the global 

movement of people, migrations of wild birds, and industrial meat farming, and 

now influenza virus is endemic in not only people as a seasonal affliction but in 

http://www.cdc.gov/flu/images.htm


 8 

millions of poultry flocks and swineherds as well. The establishment of different 

wells of influenza strains is however not purely incidental. The ecological 

relationship between hosts of influenza is built upon molecular differences in viral 

strains and host biology. 

 

 

 
Figure 2. Transmission of influenza from waterfowl to susceptible hosts. 
Influenza virus exists in nature as an asymptomatic parasite of migratory 
waterfowl, the ‘primordial’ reservoir. From the natural host, influenza can be 
disseminated to a variety of birds and mammals. Typical influenza strains are 
denoted near each species. Adapted from 
http://www.medicalecology.org/diseases/influenza 

 
 

  

http://www.medicalecology.org/diseases/influenza
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 To initiate influenza entry into a target cell, the HA first binds to sialic acid 

moieties on host membranes. Avian strains of influenza typically prefer α-2,3-

sialic acid species, and these receptors typically line the digestive and respiratory 

epithelial cells of birds (Shinya et al., 2006). Influenza strains affecting humans 

avidly bind α-2,6,-sialic acid residues (Chandrasekaran et al., 2008). 

Correspondingly, the cells lining the bronchi of humans are enriched for those 

same glycolipids. In pigs, whose respiratory epithelial cells express both α-2,3, 

and α-2,6,-sialic acid residues, virologists have postulated that a human and/or 

avian preferring virus could reassort with endemic porcine influenza, generating 

the potential for the emergence of novel influenza strains with pandemic potential 

via drift and shift of influenza genetic material. Despite this common conclusion, 

numerous reverse genetics studies in which laboratory strains of influenza are 

created containing any combination of genes from donor isolates of influenza 

have not determined any particular gene constellation that can predict 

pathogenicity of a novel strain (Lipatov et al., 2004). The reality is much more 

complicated than scientists would like; there is a complex interplay of host and 

viral factors at loggerheads in each unique host population and virus strain to 

determine fitness in any system. 

 The greatest threat to public health posed by influenza virus is the 

generation of novel strains leading to pandemic. In the modern era, four major 

influenza pandemics have been documented. The Spanish flu of 1918 has been 

implicated in the deaths of 100 million people (Taubenberger et al., 2001). Over 

70 thousand Americans were killed in the 1957 Asian flu pandemic, and more 
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than 30 thousand people in the US perished during the 1968 Hong Kong flu 

pandemic (Lipatov et al., 2004). In 2009, genetic shift led to the so-called swine 

flu pandemic. In the US, more than 60 million people were infected resulting in 

more than 12,000 deaths (Shrestha et al., 2011). Infections were reported in 214 

countries 12 months after the virus emerged (Medina and García-Sastre, 2011). 

The 2009 pandemic strain was distinct from the seasonal influenza strains 

circulating at the time in that it was more likely to infect cells in the lower 

respiratory tract thanks to an HA protein that could bind both α-2,3, and 

α-2,6,-sialic acid residues on target cells (Maines et al., 2009). As the media 

fervor of the pandemic waned, much of the public expressed frustration with the 

response and calls for vaccination. Lay people do not understand that a 

pandemic does not necessarily equate to calamitous deaths. In less than a year, 

the pandemic H1N1 infected more than a third of the global population and 

displaced the seasonal H1N1. From a viral fitness standpoint, the pandemic 

strain performed exceptionally, by not killing the host the virus ensures efficient 

replication and wide transmission. As of 2015, the pandemic strain is the 

dominant H1N1 circulating seasonally.  

 The primary interest of our research is to understand the events occurring 

in the first few cells infected by influenza in hopes of finding a pathway or protein 

target that can disrupt or prevent productive infection with little or no harm to the 

host. Once an influenza virus encounters cells it can infect, the virion must gain 

entry to the cell. The pathway most often used by influenza virus for entry occurs 

in a clathrin-mediated endocytosis manner, (Rust et al., 2004). It should be 
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stated that influenza viruses have also been shown to enter cells using 

alternative routes, but these modes of entry are highly specific to influenza strain 

and cell culture model (Fujioka et al., 2011; Sieczkarski and Whittaker, 2002; de 

Vries et al., 2011). Regardless of the method used to gain entry, once in the cell 

influenza virus must be trafficked through the endosomal maturation process until 

the late endosome phase (Lakadamyali et al., 2004). Influenza HA protein 

attaches to sialic acid residues on the cell surface, triggering formation of a 

clathrin coated pit and dynamin-dependent pinching off of an endosome 

containing the virus (Roy et al., 2000). These endosomes are then trafficked 

through the cell in a microtubule-dependent manner (Lakadamyali et al., 2003). 

Endosome sorting markers Ras-related protein (Rab) 5 and Rab7 are needed for 

proper maturation of the vesicles in to early (Rab5) and late (Rab7) endosomes 

(Sieczkarski and Whittaker, 2003). As the endosome matures, the interior is 

acidified, and when a pH of ~5 is reached, a conformational shift of the viral HA 

creates a fusion pore between the viral and endosomal membranes (Yoshimura 

and Ohnishi, 1984). The pH of fusion is different depending on the identity of the 

HA (Mair et al., 2014). Once the pore is formed, influenza RNPs are ejected into 

the cytoplasm (Skehel and Wiley, 2000). After gaining admittance to the 

cytoplasm, the RNPs diffuse into the host cell nucleus, and the presence of 

multiple nuclear localization signals on the NP are thought to be a driver of 

nuclear import of influenza RNPs (Martin and Helenius, 1991). The entry process 

used by influenza remains controversial however. It appears that there are lab, 

cell, and viral-strain specific mechanisms that obfuscate any clear, unifying 
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theory of influenza invasion, and it may very well be the case that, being an 

opportunistic parasite, influenza virus takes advantage of many pieces of the 

puzzle to gain entry by any means necessary. 

 Once the viral RNPs gain entry to the nucleus, the negative sense viral 

RNA segments are used to transcribe messenger RNA (mRNA) and 

complementary RNA (cRNA). The mRNA is used to begin viral protein 

production, and the cRNA is used as a template to replicate the viral genome. 

The viral RNA-dependent polymerase add a poly(A) tail the viral mRNA, and PB1 

and PB2 acquire a 5’ cap from the host in a process called cap snatching 

(Amorim and Digard, 2006; Zheng et al., 1999). These modifications of the viral 

mRNA allow it to be exported from the nucleus and translated by the host cell 

machinery (Bouvier and Palese, 2008). The viral proteins are synthesized in the 

cytoplasm and sent to the Golgi apparatus where protein folding and 

posttranslational modifications occur similar to how host proteins are processed 

(Josset et al., 2008). New viral proteins and genome begin to congregate via 

packaging signals encoded in the viral RNAs (Fujii et al., 2003). Viral 

components are incorporated into vesicles and trafficked to the host cell 

membrane (Bruce et al., 2012). The proper assembly and sorting(Amorim and 

Digard, 2006) of new viral components is dependent on the viral M2 protein 

(Rossman et al., 2010) and host cell Rab11 (Bruce et al., 2010). The viral HA 

aggregates to host cell sialic acid residue, and at the membrane, the viral NA 

begins cleaving host sialic acid residues and the budding virion is released from 

the host cell, taking with it a piece of the host membrane that forms the viral 
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envelope (Bouvier and Palese, 2008). The newly released virions are then able 

to infect other cells. A simplified model of influenza virus protein function, entry, 

replication, and budding can be viewed in Fig. 3. It is important to note that, little 

to no proofreading occurs during RNA virus replication, and all of this newly 

synthesized genetic material is prone to mutation, referred to as genetic drift (Liu 

et al., 2009). Occasionally, two distinct influenza viruses may infect a single cell. 

Gene segments can be exchanged, resulting in the emergence of a novel 

influenza strain, a process called genetic shift. Both genetic shit and drift afford 

influenza virus the opportunity create progeny never encountered by the host. If 

the host has no preexisting or cross-reactive immunity to these new viruses, then 

uncontrolled replication and transmission may occur, potentially creating a 

pandemic. 

 

 

 
Figure 3. Influenza replication. The influenza viral proteins have missions 
during infection. The HA binds to the cell membrane and creates a fusion pore to 
release RNPs. PB1-F2 and NS1 antagonize intracellular defense mechanisms. 
The polymerases ensure new protein and genome replication, and NA induces 
scission of the budding virus from the membrane. Adapted from (Medina and 
García-Sastre, 2011). 
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 The role of lipid biology and signaling during influenza infection has been 

understudied. Lipids are intimately linked in myriad signaling pathways, and 

would most likely have some function in the context of influenza invasion. Lipid 

rafts in the host cell membrane are used by influenza virus in both entry (Takeda 

et al., 2003) and egress (Carrasco et al., 2004; Ohkura et al., 2014). In fact, 

disruption of the lipid raft-influenza virus relationship has been a target of antiviral 

compound research (Agarwal et al., 2013). Sphingolipid metabolism is affected 

by influenza virus infection and may contribute to changes in host immune 

regulation and viral entry (Vijayan and Hahm, 2014). Another important node in 

lipid signaling networks is the phosphatidylinositol-3-kinase (PI3K). This molecule 

was shown to have dual roles in influenza infection, entry and innate immune 

signaling (Ehrhardt et al., 2006). Later, PI3K was determined to be a requirement 

for clathrin-independent entry of influenza virus (Fujioka et al., 2011). The 

adaptor protein Epsin 1 specifically tags clathrin coated pits containing influenza 

virus (Chen and Zhuang, 2008). The 25-hydroxycholesterol lipid species can 

contribute to an increase in immunopathology after influenza infection (Gold et 

al., 2014). Related, the statin family of drugs that mediate cholesterol 

biosynthesis are thought to be therapeutic in the context of influenza infection 

due to disturbing viral trafficking and as an inflammation mediator (Mehrbod et 

al., 2014). Recent work by our lab has identified another lipid metabolism 

enzyme playing an important role during influenza infection. 

 Phospholipase D (PLD) is a membrane bound phosphodiesterase 

responsible for hydrolyzing phosphatidylcholine into phosphatidic acid (PA) and 
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choline. The most well documented function of PLD is its contribution of PA in the 

Kennedy pathway of lipid turnover. PLD makes PA which is used by PA 

phosphatase to generate diacylglycerol (DAG), and both PA and DAG have 

multiple roles, including lipid signaling molecules and components of cell 

membranes. Two isoforms of PLD (PLD1 and PLD2) exist in humans, and there 

is evidence of a less characterized, third form of PLD that is mitochondrial 

(MitoPLD) (Gao and Frohman, 2012). While PLD1 and PLD2 share many 

similarities including 50% homology, requirement of the cofactor 

phosphatidylinositol 4,5-bisphophate (PI(4,5)2), and stimulation by 

ADP-ribosylation factor (ARF), the isoforms differ in regulation, localization, and 

activation (Brown et al., 1993). Found mainly in the Golgi apparatus, PLD1 in not 

constitutively active needing direct stimulation by Rho GTPases and protein 

kinase C (PKC) α and β (Singer et al., 1996). Isoform PLD2 is found in plasma 

membrane, is constituitively active, regulated by various forms of PKC, and not 

affected by Rho proteins (Hammond et al., 1997). In cells that professionally 

exocytose material, such as neurons, PLD1 was implicated as a regulator of 

exocytosis (Humeau et al., 2001). In stromal or epithelial cells, PLD2 was 

required for proper endocytosis and sorting of incoming ligands (Padrón et al., 

2006; Shen et al., 2001). A general link between pathways regulated by PLD, 

endocytosis, and influenza virus infection has been established (Sieczkarski et 

al., 2003). Using isoform-specific small molecule inhibitors of PLD (Scott et al., 

2009), we investigated the interplay between PLD, viral trafficking, and the innate 

immune system. We found that PLD2 activity is enhanced by influenza virus 
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infection and this increase in activity allows for an efficient entry coupled with an 

escape from early detection by the antiviral defense network (Oguin et al., 2014). 

Our work demonstrated that there are underappreciated temporospatial 

regulatory networks that can be exploited to defend against viral insult. Further 

investigations are aimed at characterizing new PLD inhibitors to further dissect 

the timing of the PLD/innate immune system interplay, and using our data to 

develop new antiviral strategies.  

 The innate immune response is first line of defense against viral infection, 

and the type 1 IFN family of cytokines are critical members of the innate 

response (Sadler and Williams, 2008). In fact, some IFNs are currently being 

used therapeutically in some cancers, multiple sclerosis, and hepatitis C virus 

infection (Borden et al., 2007). The innate immune response to influenza virus 

infection functions to establish a local antiviral state at the site of infection while 

also priming the adaptive immune response for an antigen specific attack on 

infected cells (García-Sastre, 2011). To date detection of incoming influenza 

virus has been thought to rely on sensing viral genomic material, either directly 

from invading pathogens or from byproducts of the replication process.  

 Membrane-bound molecules such as Toll-like receptor (TLR) 3 initiates 

antiviral signaling when double-stranded RNA is encountered, and the ligand of 

TLR7 is single-stranded RNA (Blasius and Beutler, 2010). Ligand – receptor 

interactions in the case of TLRs leads to recruitment of adaptor molecules such 

as TRIF or MyD88, activation of IRF family members, and subsequent induction 

of type 1 IFNs. Influenza genomic material in the cytoplasm is detected by RigI 
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(Yoneyama et al., 2004). Then RigI and MAVS will complex at the mitochondrion 

to recruit and activate IRF3, to beginning expression of IFNβ. Following 

detection, of influenza virus the first wave of IFNβ binds to the IFN α/β receptor 

on surrounding cells, and signaling through the JAK/STAT pathway leads to 

expression of hundreds of IFN-stimulated genes and the establishment of an 

antiviral state (García-Sastre, 2011). It is not yet known if other influenza 

material, such as proteins or viral envelope can be detected by the innate 

immune system. Interestingly, the influenza non-structural protein (NS) 1, has 

been implicated in antagonizing the type 1 IFN response (Hale et al., 2008), 

demonstrating that influenza is continuing to evolve defense strategies of its own. 

The innate immune response to influenza virus infection will be discussed more 

specifically in IRF3 and MxA sections of this review. 

Interferon Regulatory Factor 3  

 For more than 20 years, the interferon regulatory factor (IRF) gene family 

has been known to potently activate the production of Type I interferons (IFN) 

and subsequent interferon-stimulated genes (ISGs) in cells in response to myriad 

stimuli and stressors. Recently, IRFs have been gaining attention from being 

recognized as the final piece in signaling scaffolds during some viral infections, in 

particular those viruses that are sensed by retinoic acid inducible gene 1 

(RigI)-like receptors, and Toll-Like Receptors (TLR) 3 and 9. In the context of “the 

first cell infected,” viruses are sensed by membrane-bound or soluble receptors 

and signaling cascades are induced, leading to IRF3 and IRF7 activation, driving 

the cell to enter an antiviral mode in which antiviral molecules are expressed 
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alongside extracellular molecules that can warn nearby cells and prime the tissue 

for induction of an adaptive immune response. 

 The goal of type 1 IFN response is to warn surrounding cells of incoming 

pathogens and to mobilize defense proteins to arm against infection. The 

importance of the type 1 IFN response to pathologies cannot be more succinctly 

demonstrated in mice lacking functional IFNα/β receptors (IFNAR). These mice 

are susceptible to myriad infectious challenges (Haller et al., 2006). Using the 

mouse model, several restriction factors for viral infection have been identified. 

For example, Myxovirus resistance gene 1 (Mx1) (analogous to MxA in humans) 

has been well described. Adding functional Mx1 back to the mouse makes it 

resistant to influenza virus challenge (Arnheiter et al., 1990). In the case of West 

Nile virus infection, 2’-5’-oligoadenylate synthetase (OAS1b), conferred immunity 

to mice in the laboratory (Mashimo et al., 2002). In humans, mutations in type 1 

IFN genes can lead to decreases in immune fitness (Dupuis et al., 2003) as well 

as development of autoimmune disorders including systemic lupus eythematosus 

(Theofilopoulos et al., 2005) and insulin-dependent diabetes (Baccala et al., 

2007). Genetic changes in interferon regulatory factor 3 (IRF3) have also 

influenced the outcome of bone marrow transplantation in patients with acute 

myeloid leukemia  (Martín-Antonio et al., 2013). Recently, human populations 

with mutations of the ISG interferon-induced transmembrane protein 3 (IFITM3) 

were more likely to respond poorly to the 2009 influenza pandemic (Everitt et al., 

2012). 
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 With the proliferation of knockout and knock-in mouse lines, individual 

genes can be studied in whole-animal models to assess their importance or 

contribution to antiviral immune responses. This methodology also comes with 

one imperative, but oft overlooked, caveat:  many inbred mice available today 

already carry mutations in innate defense genes due to founder effects during the 

establishment of colonies. It is up to the researcher to take the initiative to 

investigate all possible effects these mutations could have on their research 

goals. It must also be said that pathogens are not without their own sets of tools. 

Many viruses have evolved strategies to hide from or directly antagonize 

components of the type 1 IFN response. As interesting as their survival strategies 

are, however, it is the point of this review to focus on the host. Due to the 

complexity and subtlety of pathogens’ own defense strategies, more focused 

review on that subject is covered in (Garcia-Sastre and Biron, 2006; Haller et al., 

2006; Iwasaki and Nozima, 1977) 

 Depending on the identity of the stimulus, the type 1 IFN response can be 

initiated in several manners. To be most efficient in regards to this dissertation, 

the TLRs, nod-like receptors (NLR), and nuclear factor kappa-light-chain-

enhancer of activated B cells (NFκB) models of the type 1 IFN response will not 

be discussed in depth. The IRF members of the pathway do not exist in a 

vacuum, and many studies have identified crosstalk of TLR, NLR, and NFκB 

leading to downstream activation of IRFs. More information concerning the type 1 

IFN response due to signaling from TLRs or NLRs has been reviewed (Honda 

and Taniguchi, 2006). This work will be more concerned with the IRF family of 
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transcription factors, in particular the differential response to infection that occurs 

when an IRF is lost. It is the focus of this dissertation to look at the ‘classical 

pathway’ (Haller et al., 2006) of type 1 IFN induction during the very early events 

that occur after infection, specifically the RigI to mitochondrial antiviral-signaling 

protein (MAVS) to IRF3 pathway.  The so-called classical pathway of type 1 IFN 

gene expression is summarized in Fig. 4. 

 

 

 

Figure 4. The classic model of type 1 IFN response. Viruses or 
viral-components are sensed by receptors in (RigI or MDA5) or on (TLRs) a cell. 
Intracellular type 1 IFN signaling molecules are then recruited and activated 
resulting in the induction of IFNβ production. Adjacent cells stimulated by IFNβ 
then induce the production of interferon stimulated genes. Adapted from (Haller 
et al., 2006). 
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 There are nine known mammalian IRF family members, and each 

contains an approximately 120 amino acid, N-terminal helix-turn-helix motif that 

functions as a DNA binding domain targeting the IFN stimulated response 

element (ISRE) present on many type 1 IFN inducible genes (Honda and 

Taniguchi, 2006). In particular to the IFNβ ISRE, IRF3 assembles with other 

scaffolding proteins to form an enhancesome responsible for altering chromatin 

structure to allow IFNβ transcription (Seth et al., 2006). Gene targeting studies 

have found that IRF3 is constitutively expressed in all tissues and can directly 

target genes such as IFNβ, chemokine (C-X-C motif) ligand 9 (CXCL9), and 

CXCL10 demonstrating an important role in not only innate defense but in 

priming the adaptive response as well (Honda and Taniguchi). Similar studies 

have also determined that while IRF7 expression is constitutive, expression is 

enhanced by type 1 IFN signaling and will then lead to expression of IFNβ and 

IFNα (Honda and Taniguchi, 2006). Additionally, IRF7 function has been 

investigated more in dendritic cells than epithelial cells. The focus of this work is 

to discuss early innate immune signaling in epithelial cells, so accordingly IRF7 

and dendritic cells will not be discussed thoroughly.  

 Incoming insults are sensed by cytoplasmic or membrane-bound 

receptors. RigI senses 5’-triphosphorlyated RNA (Kato et al., 2005). Melanoma 

differentiating-associated protein 5 (MDA5) recognizes double stranded RNA 

(Kato et al., 2006). These two surveillance molecules are present at basal levels 

in nearly every tissue and are stimulated by the type 1 IFN response, making 

RigI and MDA5 a good way to amplify antiviral signaling in an efficient manner. It 
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is important to note at this step, differing pattern recognition receptor substrate 

availability alongside subtleties in temporal-spatial signaling responses lead to 

differential innate immune responses (Génin et al., 2009). If one of these pattern 

recognition receptors encounters its target, then dimerization and ubiquitinylation 

(Yoneyama et al., 2015) lead to a conformational shift, exposing a caspase 

activation and recruitment domain (CARD). The CARD of the pattern recognition 

receptor then interacts with a CARD on MAVS (Kumar et al., 2006; Sun et al., 

2006). At the mitochondrion, MAVS aggregates into fiber-like structures (Hou et 

al., 2011) to begin recruiting a signaling scaffold including TANK-binding kinase-1 

(TBK1) (Fitzgerald et al., 2003) and inhibitor of nuclear factor kappa-b kinase 

subunit epsilon (IKKε). The terminal, downstream action of this signaling complex 

is to facilitate the dimerization and phosphorylation of IRF3 (activated form called 

p-IRF3). After IRF3 is phosphorylated by TBK1 and/or IKKε, p-IRF3 

homodimerizes and coactivators of transcription p300 and CREB-binding protein 

(CBP) are recruited by p-IRF3 to initiate IFNβ expression and beginning the first 

round of antiviral gene expression (Haller et al., 2006). Lipid signaling though 

phosphatidylinositol-3-kinase (PI3K) and inositol pyrophosphate 1-IP7 have also 

shown to be necessary for complete IRF3 activation (Hrincius et al., 2011; 

Pulloor et al., 2014), respectively. It is thought that IRF3 is kept in a latent, 

nonactive form in the cytoplasm of uninfected cells through interactions between 

the IRF association domain of IRF3 and the IRF3 binding domain of CBP (Lin et 

al., 2000). This autoinhibition in unstimulated cells also keeps IRF7 in a latent 

state as well (Yang et al., 2003).  
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 Outside of the cell, secreted IFNβ binds to the type 1 IFN receptor in a 

paracrine/autocrine manner, prompting another signaling complex that includes 

Janus kinase 1 (JAK1) and signal transducers and activators of transcription 

(STAT 1 and 2). Post-interferon β signaling leads to activation of IRF3 and IRF7, 

causing expression of more IFNβ, IFNα and ISGs including MxA, OAS, and 

protein kinase R (PKR), establishing in the cells a more potent antiviral state in 

the affected tissue. 

 Other researchers have gone on to propose a biphasic model of type1 IFN 

activation detailed in Fig. 5, where IRF3 induces IFNβ expression (early wave) 

and subsequent signaling in surrounding cells leads to IRF7 activation of IFNα 

and many ISGs (later phase).  More emphasis is placed on the ‘later’ phase of 

signaling where pattern recognition receptors are responding to pathogens in the 

presences of type 1 IFN. While delineating these pathways is very important to 

understand immune signaling, it would seem very important to understand the 

events that occur in the first cell infected. If the events that lead to a successful 

infection in the first cell are uncovered, then targets/signaling complexes could 

perhaps become prophylactic drug targets aiming to prevent people from 

becoming infected during a pandemic situation. The technical aspects of studying 

the very early immune response are daunting, but as advances in technology 

continue to assist investigators, the entire infection and immune response can be 

detailed. 
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Figure 5. The biphasic model of the type 1 IFN response. The early phase of 
activation is comprised of danger signal sensing followed by IRF3 and IRF7 activation 
leading to a release of type 1 IFNs and chemokines. The later phase of the type 1 IFN 
response includes the sensing of danger in the presence of type 1 IFNs. This leads to 
the formation of the ISGF3 complex, further stimulating ISGs. Adopted from (Honda and 
Taniguchi, 2006). 

 

  

 Current evidence points to a more detailed biphasic response; the type 1 

IFN response appears to begin with an initial wave of IRF3 activation, leading to 

IFNβ production. Downstream of IFNβ in surrounding cells, IRF7 activates and 

initiates transcription of the IFNα genes and subsequently, many of the ISGs. 

After the first step of IRF3 to IFNβ activation, IRF7 then potentiates the antiviral 

state by going on to induce more genes in the type 1 IFN response. It must be 

noted that many genetic studies have used inbred mice engineered to lose 

certain genes. Many of these mice are already deficient in several important 

innate defense genes (such as Mx1 or OAS1b). Using knockout mice on these 
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backgrounds confounds research because of the introduction of more variables 

than are unaccounted for or even mentioned by authors of these studies.  In 

addition to the poor study design when planning to use these mice in research, 

many experiments use mouse embryonic fibroblasts (MEFs) or other easily 

sampled cell sources.  While this approach is efficient for increasing sample size 

and limiting confounding factors introduced by using whole animal models, 

special attention is required to model correctly the infectious agent and host 

tissue in a physiologically relevant paradigm. For example, influenza studies 

should be ideally conducted in cells that are representative of respiratory 

epithelium instead of cells from a human embryonic kidney. 

 In an initial study using multiple gene deletions and additions, MEFs with 

deletions in IRF3, 7 and/or 9 as well as IFNα receptor 1 (IFNΑR1) were infected 

with Newcastle Disease virus. To determine activation of the type 1 IFN 

response, downstream proteins such as OAS, PKR, or ISG15 levels were 

measured by western blot. The data gathered from this study suggest that type 1 

IFN response genes are segregated such that IFNβ production is accomplished 

with IRF3 or IRF7, but IFNα production and subsequent gene expression is 

dependent on IRF7 only (Nakaya et al., 2001). While thorough and convincing, 

this study remains puzzling due to the methodology. While it is possible to force 

MEFs which have been subject to retroviral transformation to undergo a 

response to a virus which affects high throughput poultry operations, it does not 

necessarily predict what signaling will occur in an animal experimentally infected 

with a physiologically relevant agent. Regardless of the limitations of this study, 
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useful data and conclusions can be reaped from the work, and interesting data 

regarding the actions of IRF3 on expression of other soluble factors such as 

CXCL10 is exciting. In mice lacking IRF3, a defect in expression of CXCL9 and 

CXCL10 was noted after LPS stimulation (Sakaguchi et al., 2003; Werner et al., 

2005). In a more recent experiment using rotavirus infection of MEFs, the early 

antiviral response was dependent on IRF3 (Sen et al., 2011). 

 In a more relevant experimental model involving mice infected with 

Dengue Virus, researchers found that IFNα/β levels in infected IRF3-/- mice were 

similar to wildtype mice. However in IRF7-/- and IRF3-/- IRF7-/- mice were found to 

have low levels of IFNα/β in serum 6 -  24 hr after infection and impaired 

expression of IFNα/β mRNA in spleens 72 hr after infection (Chen et al., 2013). 

In the same study, the serum of IRF3-/-IRF7-/- mice had higher amounts of IFNγ, 

IL6, CXCL10, IL8, IL12p70, and TNF in serum 24 hours after infection alongside 

carrying higher viral titers in spleen, lung, and kidney (Chen et al., 2013). The 

researchers concluded that IRF3 and IRF7 played somewhat redundant roles in 

IFNα/β induction, but IRF7 was relied upon more than IRF3 in the initial IFNα/β 

response. It is interesting that a loss of both IRF3 and IRF7 leads to higher levels 

of CXCL10, IFNγ, and IL6 after infection as it appears the double null mice are 

skewing toward a type 2 IFN and adaptive immunity response to combat the 

infection. Blocking IFNγ with antibodies injected into the mice ablated CXCL10 

levels (Chen et al., 2013), indicating that IFNγ is critical for inducing expression 

of the chemokine when IRF3 and IRF7 are lost perhaps pointing to a role for T 

cells to play as a backup response when the innate immune system is 
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compromised. In a similar study in our lab, we find that IRF3-/- mice infected with 

influenza have high levels of IFNγ, CXCL9, and CXCL10 in the broncheoalveolar 

lavage 3 days after infection leading to higher levels of CD8 T cells in the 

infected tissue (unpublished data). Using IRF3 single knockout mice, herpes 

simples virus 1 was noted to replicate to greater levels compared to wildtype 

mice accompanied by increases in inflammatory cytokines in the central nervous 

system (Menachery et al., 2010). In the past, IRF7 has been called the master 

regulator of the type 1 IFN immune response (Honda et al., 2005). However, it 

appears that this statement is highly dependent on the experimental conditions. It 

could be the case that different IRFs are required for the proper induction of the 

immune response in different experimental conditions. In fact, outside of innate 

defense, activation of the type 1 IFN response can lead to dendritic cell 

maturation, antigen presentation, chemokine secretion, CD8 T cell response, 

CD4 T cell polarization, protein synthesis, antibody affinity maturation, and cell 

survival signaling (Lendonck et al., 2014). 

 In addition to the classical pathway of type 1 IFN activation through IRF3 

and IRF7, recent evidence has added another adaptor protein, stimulator of 

interferon genes (STING), that mediates type 1 IFN activation when double 

stranded DNA (Ishikawa et al., 2009) or cyclic dinucleotides (Burdette et al., 

2011) is detected in cytoplasm . Upon activation, STING dimerizes and recruits 

TBK1 (Tanaka and Chen, 2012) where it can phosphorylate IRF3 to initiate a 

type 1 IFN response. These events take place at the mitochondria where 

phosphorylated STING and MAVS attract a positively charged area of IRF3 (Liu 
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et al., 2015) demonstrating that the mitochondrion is fast becoming recognized 

as a hub for type 1 IFN signaling. In fact, translocase of outer membrane 70 

(Tom70) is critical in the mechanical incorporation of MAVS into the 

mitochondrion, and loss of Tom70 leads to an weakened type 1 IFN response 

due to decreased recruitment of TBK1 and IRF3 to MAVS (Liu et al., 2010). 

Interferon β production resulting from a MAVS to IRF3-dependent pathway is 

sufficient to control human metapneumovirus in neonatal mice (Spann et al., 

2014). The recent findings regarding alternative signaling through IRF3 are 

another exciting piece of the innate immune response puzzle. 

Function and regulation of Myxovirus resistance gene 1 

 Myxovirus resistance gene (Mx) 1 was first described in mice as restriction 

factor required to defend against lethal influenza challenge over 50 years ago 

(Lindenmann, 1962). Since that time, the details of expression induction 

(Holzinger et al., 2007), various viral targets (Haller et al., 2007a), and structure 

and function (Verhelst et al., 2013) of Mx proteins have been described.  In 

humans the Mx1 protein is denoted as MxA. Lately, MxA is gaining attention as 

clinically relevant molecule to study because of its involvement in various 

pathologies. For example, in certain Chinese populations, polymorphisms in the 

MxA gene can be a predictor of susceptibility to enterovirus 71 (Zhang et al., 

2014). Men who carry the rs2071430 genotype (GG) in the promoter of MxA are 

more at risk of developing prostate cancer than men with a GT genotype 

(Glymph et al., 2013).  Additionally, MxA expression has been used as a 

biomarker for type 1 IFN responses or therapeutic changes in several disease 



 29 

states such as Multiple Sclerosis (Bertolotto et al.), vitiligo (Bertolotti et al., 2014), 

Sjögren’s syndrome (Maria et al., 2014), hepatitis (Bolen et al., 2012), and AIDS 

(Furuya et al., 2014). The Mx proteins are therefore very attractive targets of 

further research.  

 To date, we know that Mx genes are conserved evolutionarily down to 

jawless fish, and all studied Mx proteins exhibit antiviral properties of various 

efficacy. In Fig. 6, the evolution and conservation of Mx proteins can be 

appreciated. A summary of different Mx proteins and their antiviral activity is 

illustrated in Fig. 7. Previous reports suggest that MxA has antiviral activity 

against diverse RNA virus families including orthomyxovirus, paramyxovirus, 

bunyavirus, picornavirus, rhabodyvirus, and togavirus, as well as several DNA 

viruses such as hepadnavirus, orthopoxvirus, and Asfarvirus (Mitchell et al., 

2013). This impressive list of potential targets of Mx proteins demonstrates the 

critical nature of innate immunity in the defense against various pathogens.  
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Figure 6. Phylogeny of Mx proteins in vertebrates. From fish to humans, Mx 
proteins have diverged in to different subsets. Adapted from (Verhelst et al., 
2013).(Haller et al., 2015) 
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Figure 7. Summary of Mx proteins throughout evolution. Antiviral activity of 
Mx proteins against viral challenges in different vertebrates. Adapted from 
(Verhelst et al., 2013). 
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 The structure of MxA is made up of three domains, the N-terminal GTPase 

domain, a middle domain often referred to as the bundle-signaling element 

(BSE), and a C-terminal GTPase effector domain (GED) (Haller and Kochs, 

2011). Fig. 8 contains an illustration of the MxA monomer, a cartoon schematic of 

MxA protein, and the proposed oligomerized structure (Gao et al., 2011).  

 

 

 

Figure 8. Mx protein structures. (A) MxA, a dynamin like protein, compared to 
dynamin. (B) A monomer of Mx. (C) Oligomerization of 6 Mx molecules. (D-F) 
Increased resolution of the Mx oligomer detailing:  (D) GTPase domain 
orientation, (E) stalk interactions, and (F) orientation of loop regions. Adapted 
from (Gao et al., 2010). 
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 The middle domain and the GED domain of MxA interact to form a stalk 

region around which other stalk regions oligomerize with GTPase domains 

hydrolyzing GTP on the outside of the ring-like oligomer (Gao et al., 2010). 

Similar to dynamin, the GTPase activity of MxA is described as a low-affinity for 

GTP with high rates of GTP hydrolysis (Mitchell et al., 2013). The oligomerization 

of MxA differs from its relative dynamin in that MxA monomers will self-assemble 

around lipid structures in a GTP hydrolysis independent manner (Malsburg et al., 

2011). 

 MxA will assemble into oligomers, appearing as rings around liposomes 

and will mechanically induce tubulation of those vesicles (Haller and Kochs, 

2011). Despite the lack of a pleckstrin homology (PH) domain, MxA can interact 

with lipids, and it is thought that the Loop (L) 4 region of the molecule mediates 

these interactions (Malsburg et al., 2011). This lipid binding ability may aid MxA 

in binding to intracellular membranes (Accola et al., 2002). Many viruses enter 

cells via lipid interactions, and the membrane binding of MxA may help localize it 

to intercept a pathogen. This L4 region of Mx proteins is highly conserved across 

species (Mitchell et al., 2012) and sensitive to mutation. By mutating amino acid 

residues at positions 561 and 526, MxA lost antiviral activity against 

orthomyxoviruses only, but mutations around position 577 resulted in a complete 

loss of antiviral activity (Patzina et al., 2014). The antiviral activity of Mx proteins 

is that of a mechano-chemical “intracellular wrench” (Rennie et al., 2014). 

Incoming viral ribonucleoproteins (RNPs) become decorated with Mx molecules, 

and in the case of influenza, the sequence of those RNPs determine sensitivity to 
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Mx (Zimmermann et al., 2011). Oligomerization of Mx proteins around viral RNPs 

is hypothesized to either block or otherwise interfere with viral reproduction 

(Verhelst et al., 2012). MxA has also been shown to block the late endosomal to 

nuclear transport or viral RNA in a IFN dependent manner, requiring the 

additional activity of the IFN-induced protein IFITM3 (Xiao et al., 2013) These 

findings are very interesting; implicating that previously described restriction 

factors need to work together to function appropriately. Of course, each 

vertebrate’s Mx protein will have evolved to defend against that organism’s 

pathogens, and more studies will have to be done to elucidate if Mx proteins 

have a singular antiviral action or if each Mx has evolved differing defense 

strategies. Indeed, several other methods of viral inhibition are being uncovered 

(Verhelst et al., 2013). 

 Current dogma related to Mx expression maintains that this potent antiviral 

effector molecule is induced by type 1 or 3 IFNs and no other soluble factor or 

virus (Haller et al., 2007a, 2007b, 2015; Mitchell et al., 2013). Fig. 9, taken from 

(Haller and Kochs, 2011), demonstrates the current hypothesis that MxA is only 

inducible after Type 1 or 3 IFN stimulation.  
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Figure 9. Current model of MxA expression. MxA is only expressed after type 
1 or 3 IFNs have stimulated a target cell. Adopted from (Haller and Kochs, 2011). 

 

 Despite decades of research and data to support this hypothesis, it is 

puzzling that (in mice at least) the single protein responsible for defense from a 

lethal virus would be expressed only after IFN induction. In other words, past 

groups maintain that the most capable defense waits to be used until after cells 

are initially infected. Why would Mx not be constitutively expressed to be part of 

the first line defense?  

 Much of the evidence against constitutive Mx expression argues that basal 

Mx expression can cause cell death. In one such study in 293T cells (cells with 

an ablated IFN response), MxA was overexpressed and these human embryonic 

kidney cells were infected with a very high dose (10 MOI) of highly pathogenic, 

mouse-specific influenza virus (A/Puerto Rico/8/1934 (H1N1)), and the 
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researchers concluded that overexpressed MxA could inhibit cellular protein 

synthesis and promote apoptosis (Mibayashi et al., 2002). Despite the 

questionable experimental setup, the conclusion of MxA’s antiviral action has 

later been described to be that of a “molecular wrench” which binds to viral RNPs 

to prevent influenza reproduction (Verhelst et al., 2012). The Mibayahsi group 

could overexpress MxA in 293T cells and kill the cells after a 10 MOI infection 

does but this is not what necessarily will happen in a relevant model, and after a 

few more years of study, their hypothesis of MxA’s antiviral activity was 

unsupported. Another widely used source to tout the danger of constitutive MxA 

expression again overexpressed MxA in various cells types already engineered 

to be models of Faconi Anemia (Li and Youssoufian, 1997), and concluded that 

in these cells, IFN signaling leads to MxA expression and cell death. As stated, 

the overexpression model is a great system to understand what can happen, but 

it often gives little usable data regarding what does happen in nature.

 Several of the same researchers published in 1999 that constitutively 

expressing MxA in IFNAR-/- mice are resistant to a variety of viral challenges 

(Hefti et al., 1999), demonstrating that MxA can fully function without type 1 IFN 

stimulation. If Mx expression depends on IFN stimulation, then STAT1 would be 

required to be part of the Jak/STAT pathway of upregulation through the IFNAR 

receptor. However, in mice lacking STAT1, Mx upregulation was at similar levels 

after a Crimean-Congo hemorrhagic fever virus challenge (Bowick et al., 2012). 

Admittedly, it would be more conclusive if these same experiments were 

conducted in mice that cannot respond to type 3 IFN as well as type 1, but much 
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of the available data can be used to conclude that Mx activity is not totally 

dependent on IFN stimulation. Many of these recent findings do not support the 

hypothesis that Mx proteins are only expressed after type 1 IFN signaling, and 

the established dogma needs revision to include the possibility that Mx proteins 

are basally expressed and can be stimulated by infectious challenge in addition 

to the actions of Mx post-IFN stimulation. 

 Additionally, in mice experiments where mouse or human Mx proteins are 

engineered to be constitutively expressed, no mention of baseline pathology has 

been noted (Hefti et al., 1999a; Kolb et al., 1992; Pavlovic et al., 1995). Notably, 

these are some of the same mouse lines generated by the same researchers 

who claim basal Mx expression is toxic.  In China, transgenic pigs have been 

engineered to overexpress porcine Mx1, and these animals are more resistant to 

classical swine fever virus without overt or noted basal pathology due to Mx1 

overexpression (Yan et al., 2014)  It is the conclusion of our lab that MxA is 

present in basal levels in human lung cells, and MxA activity is stimulated by 

influenza infection very early after infection (before type 1/3 IFNs can be 

synthesized), and these findings have been verified by qPCR, western blot, and 

confocal microscopy analysis (data in MxA chapter). We would hypothesize that 

evolutionarily speaking; organisms would be more likely to keep a potent weapon 

ready for use against invasion at all times, as opposed to waiting for the invasion 

to gain a foothold before deployment.  
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CHAPTER 2 

PHOSPHOLIPASE D FACILITATES EFFICIENT ENTRY OF INFLUENZA 

VIRUS ALLOWING ESCAPE FROM INNATE IMMUNE INHIBITION 

Introduction 
 

 Lipid species play integral roles in cellular signaling and intracellular 

trafficking. Influenza viruses exploit these fundamental processes within the host 

cell to facilitate entry and subsequently drive virus replication.  The cycle begins 

with the viral surface protein hemagglutinin (HA) binding to an epithelial cell 

surface sialic acid moiety.  Typically, this triggers endocytosis, allowing the virus 

entry inside the host cell, incorporating itself within the host membrane.  As the 

endosome matures, acidification initiates a conformational change in the HA 

allowing it to fuse with the host endosomal membrane and release the 

ribonucleoprotein complexes, which are trafficked to the nucleus where RNA-

dependent polymerases replicate the viral genome and make the mRNA for viral 

proteins.  After proteins are synthesized, they accumulate at the cell membrane, 

complex with viral genomes, and bud off the cell surface, forming the viral 

envelope from the host cell membrane.  Lipids are fundamentally involved both in 

the entry and egress of the virus (1). 

 In addition to playing structural roles in viral entry and budding, lipid 

species also serve as intra- and extra cellular signals as part of the innate 

immune response.  25-hydroxycholesterol is secreted by macrophages in 

response to the Stat1/IFN pathway and can promote resistance to multiple 

viruses (2).  Protectin D1 was identified as promoting an anti-inflammatory state 

that alleviated severe disease in an H5N1 infection (3).  The 12/15 lipoxygenase 
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pathway that generates protectin D1 was identified in another screen as being 

associated with mild infection in both mice and humans (4). PI3K has been 

demonstrated to have a role in influenza infection and host defense (5). The lipid 

binding protein Epsin-1 is a regulator of clathrin-mediated endocytosis of 

influenza virus (6). Lipid rafts also are involved in influenza virus (7) and HIV 

replication (8). Clearly, lipid species are influencial during viral pathogenesis and 

present a ripe opportunity for further research. 

 Despite recent findings on the participation of sterols, arachidonic acid 

derived species and lipid structures (such as rafts) in the regulation of influenza 

infection, the roles of glycerophospholipids have been ill defined.  PLD enzymes 

play critical roles in generating lipid signaling molecules and contributing to 

membrane structure.  The primary lipid product of PLD, phosphatidic acid (PA), is 

an important bioactive lipid that is involved in membrane biogenesis and 

curvature, in addition to being a second messenger in signaling pathways (9,10).  

Specifically, PA can be converted into diacylglycerol by phosphatidic acid 

phosphohydrolase, which subsequently activates protein kinase C (PKC) and 

other signaling proteins.  Prior studies demonstrated that inhibiting PKC activity 

during influenza infection interferes with intracellular trafficking of the virus and 

protects cells from infection (11).  Thus, PLD appears to be a potential targetable 

candidate as a host restriction factor of influenza virus replication.  

 In mammals, the two predominant isoenzymes, PLD1 and PLD2, are well 

characterized. The mitochondrial form of PLD is less well studied.   Recently, 

PLD isoform-preferring inhibitors have been designed, synthesized, and 
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characterized (12,13).  The development of these PLD inhibitors has facilitated 

the interrogation of the specific role of isoenzymes in various cellular processes 

(14).  Utilizing these novel synthetic compounds and other biochemical 

approaches, the upregulation of PLD activity during influenza infection is 

demonstrated.  In addition to evidence that PLD inhibition delays virus entry, 

allowing for a more robust innate antiviral response to be mounted in the infected 

host cell, leading to a significant reduction in viral titer.  Consequently, PLD is a 

targetable host restriction factor for influenza viruses. Influenza is using PLD to 

facilitate rapid endosomal trafficking and innate immune escape in the host cell.   

Experimental Procedures 

 Chemical synthesis and purification - PLD isoenzyme-preferring inhibitors 

were synthesized and characterized as described in detail previously (12,13).  

 Mass spectrometry-based lipid analysis - For analysis of cellular lipids, 

A549 cells were serum starved for 1 hour, infected at 1 MOI with influenza 

A/California/04/2009 or other indicated strains, and then maintained in 6-well 

plates for the indicated treatment times.  Mock infected and influenza A infected 

cells were harvested at indicated times after infection and administration of PLD 

inhibitors.  To extract phospholipids, ~1x106 cells were washed with ice-cold 

PBS, scraped into 1 ml of ice-cold PBS, and aliquots were taken for protein 

analysis.  After centrifugation and PBS aspiration, the pellet was extracted by a 

modified Bligh and Dyer method using 800 µl ice-cold 0.1 N HCl: CH3OH (1:1) 

and 400 µl of ice-cold CHCl3 (15).  Following vortexing for 1 min at 4 °C, phases 

were separated by centrifugation (18,000 × g for 5 min, 4 °C).  The lower organic 
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layer was isolated, synthetic odd-carbon phospholipids (four per phospholipid 

class) were added as standards, and the solvent was evaporated.  The resulting 

lipid film was dissolved in 100 µl of isopropanol (IPA):hexane:100 mM 

NH4COOH(aq) 58:40:2 (mobile phase A) (16).  Samples containing n-butanol were 

extracted similarly and 5 µl of 10 µg/ml 32:0 phosphatidylmethanol (PtdMeOH) 

was added as an internal standard. Mass spectrometric analysis and quantitation 

were performed essentially as previously described (17-19).  MDS SCIEX 

4000QTRAP hybrid triple quadrupole/linear ion trap mass spectrometer (Applied 

Biosystems, Foster City, CA) coupled to a Shimadzu HPLC system (Shimadzu 

Scientific Instruments, Inc., Columbia, MD) consisting of a SCL 10 APV 

controller, two LC 10 ADVP pumps, and a CTC HTC PAL autosampler (Leap 

Technologies, Carrboro, NC) was utilized for the analyses.  Phospholipids were 

separated on a Phenomenex Luna Silica column (Phenomenex, Torrance, CA),  

(2 x 250 mm, 5 µm particle size) using a 20 µl sample injection.  A binary 

gradient consisting of isopropyl alcohol:hexane:100 mM NH4COOH(aq) 58:40:2 

(mobile phase A) and IPA:hexane:100 mM NH4COOH(aq) 50:40:10 (mobile phase 

B) was used for the separation.  Instrumentation parameters and solvent gradient 

were previously described (18).  Time courses were performed in at least 

triplicate and repeated.  Statistical analysis was performed by two-way ANOVA 

with Bonferroni’s post-test. 

 Spatial infection model - A spatial infection model for testing compound 

efficacy and influenza replication was adapted from (20).  Monolayers of A549 

cells were grown on chamber slides.  A semisolid overlay made of agar and 
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growth medium was allowed to cure on top of the monolayer.  A pasteur pipette 

was used to create a consistent reservoir in the overlay, and influenza virus was 

introduced through this reservoir.  Cultures were then incubated at 37 °C until 

time of fixation and processing for microscopy. 

 RNA interference - A549 cells were transfected with 100nM siRNA (Ambion) 

specific to PLD isoforms using NeoFX (Ambion) and were subsequently infected 

with 1 MOI influenza A/Brisbane/59/2007 (H1N1) for 24 hours.  The indicated 

innate immune proteins were knocked down using 100 nM siRNA and the Neon 

Transfection System (Life Technologies). Knockdown was confirmed with gene 

specific TaqMan assays and the 2ΔΔCt method using GAPDH to normalize 

alongside western blot to confirm loss of protein. 

 Immunofluorescence and live cell imaging - Samples were fixed in 4% 

formaldehyde, permeabilized with 0.3% Triton X-100, and then exposed to 

antisera targeting proteins of interest and corresponding fluorescent secondary 

antibodies alongside DAPI to visualize nuclei.  Spatial infections were imaged 

and processed using Nikon C1Si and NIS Elements software.  Confocal images 

were captured with a Zeiss LSM 510 NLO Meta and analyzed with Zeiss Zen 

2011 software and ImageJ software (NIH). To determine colocalization, the PSC 

colocalization plugin was used to generate Pearson’s and Spearman’s 

coefficients. Briefly, NP and PLD2 signal channels were merged. Each Z slice 

was projected to maximum intensity. NP positive cells were masked, and the 

mask was used to determine if a positive signal for each channel colocalized. 

Each mask was in excess of 20000 pixels to ensure a robust data set. Live cell 
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imaging was performed using spinning disc laser scanning confocal microscopy, 

carried out on a Marianas SDC imaging system (Intelligent Imaging 

Innovations/3i, Denver, CO) comprised of a CSU22 confocal scan head 

(Yokogowa Electric Corporation) and solid state lasers with wavelengths of 488 

nm and 658 nm, configured on a motorized Axio Observer Z1 inverted 

microscope (Carl Zeiss MicroImaging) equipped with a Definite Focus system 

(Carl Zeiss) and spherical aberration correction optics. Time-lapsed 3-

dimensional imaging was performed at 37 °C, 5% v/v CO2 in a humidified 

atmosphere using an environmental control chamber (3i), and images acquired 

using a Plan-Apochromat 63x 1.4 NA oil objective on an Evolve 512 EMCCD 

(Photometrics, Tucson, AZ) using Slidebook 5.5 software (3i).  

 Animal infection - All animal studies were approved by the St. Jude 

Children’s Research Hospital Animal Care and Use Committee (Protocol # 098), 

following the guidelines established by the Institute of Laboratory Animal 

Resources, approved by the Governing Board of the U.S. National Research 

Council.  Female C57BL/6 mice (8-10 weeks old) were anesthetized and infected 

with indicated doses and strains of influenza A virus.  Mice were weighed and 

monitored daily; tissues were collected at the specified times and kept at -80 °C 

until analysis.  For drug treatment, mice were administered 13 mg/kg VU0364739 

(PLD2 inhibitor) or vehicle (10% DMSO, 90% PEG) every 8 hours from day -1 to 

day 3 after infection or every 12 hours during the H7N9 study.  All procedures 

were performed according to an institutionally-approved IACUC protocol, which 
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includes a requirement for daily observation and euthanasia on detection of 

severe moribundity. 

 Titering - Infected animal lungs were titered using a standard plaque 

assay.  Supernatant from infected cultures were titered using traditional TCID50, 

and immunofluorescence was used to enumerate the number of infected cells in 

cultured samples. 

 Host gene expression - RNA was isolated from lungs and used in a 

reverse transcriptase PCR.  The cDNA was then used in gene specific TaqMan 

assays to determine host gene expression, and the differences in expression 

were quantified using the 2ΔΔCt method.  Equal amounts of RNA was used in 

each reaction and samples were run in triplicate. 

 Statistical analysis - Quantitative data are presented as mean ± SEM of at 

least three independent experiments.  

Results 

 Influenza infection potentiates PLD catalytic activity, and that activity is 

attenuated by VU0364739 treatment. To determine the effect of influenza 

infection on PLD activity, human adenocarcinomic alveolar basal epithelial cells 

(A549) were infected with 1 MOI of human influenza strain A/California/04/2009 

(H1N1) for 6 hours in the presence of 0.6% n-butanol.  Instead of the typical 

biological nucleophile water, in the presence of a primary alcohol PLD will utilize 

the alcohol to produce a metabolically stable transphosphatidylation product, 

phosphatidylalcohol, as an alternative to hydrolysis producing PA, that can be 

measured by mass spectrometry.  Figure 1A illustrates that influenza infection 
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markedly stimulates PLD activity as measured by the increase in 

phosphatidylbutanol (PtdBuOH) production compared to cells that were not 

exposed to influenza virus (mock infected).  Treatment with a PLD2-specific 

inhibitor, VU0364739, is sufficient to block the influenza mediated PLD activity 

increase.  As shown in Fig. 1B both PLD1 and PLD2 are active during the viral 

entry phase and complete ablation of catalytic activity requires knockdown of 

both PLD1 and 2. This result suggests independent roles for both isoenzymes in 

entry. 

 Confocal microscopy based experiments were conducted to assess 

changes in the accumulation and localization of PLD during an influenza 

infection. A549 cells were grown on chamber slides and infected with 1 MOI 

influenza A/California/04/2009 (H1N1). Samples were fixed at 0, 30, 90, and 360 

minutes post-infection, and were probed for influenza nucleoprotein (NP) and 

PLD2.  PLD2 begins to accumulate at the periphery of the cell as early as 30 

minutes post-infection (Fig. 1C, D, and E).  At the same time point, very low 

levels of NP were detected, also occurring at the outer reaches of the cell (Fig. 

1E). PLD2 staining continued to intensify 90 and 360 minutes post-infection (Fig. 

1D), and the observed PLD2 signal was increasing as well as moving from the 

cytoplasm to a perinuclear region (Fig. 1E).  Influenza NP signal also intensified 

360 minutes post-infection, and NP was moving from the cytoplasm (30 and 90 

minutes post-infection) toward the nucleus (Fig. 1D and E).  During the infection, 

PLD2 and NP were trafficking to similar subcellular locations.  The extent of this 

colocalization was quantified.  PLD2 and NP were increasingly colocalized at 30, 
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90, and 360 minutes post-infection (Fig. 1C) as measured by both Pearson’s 

coefficient and rank correlation (Spearman). To further confirm that  siRNA 

treatment was knocking down levels of PLD2 and that the PLD2 antibody was 

specific, we probed for PLD2 expression after infection of cells electroporated 

with control or PLD2 siRNA. We imaged more than 75 cells for each condition 

and found a consistent loss of  50% or more of stainable PLD2 in the siRNA 

treated cells (1F). Together, these data suggest PLD activity is stimulated by 

influenza infection, endogenous PLD redistributes during the infection, and the 

accumulation of PLD is occurring in the same subcellular location as influenza 

NP. 

 PLD is a targetable host factor that facilitates efficient influenza infection- 

To determine the role of PLD-mediated PA production in influenza infection, we 

employed a spatial infection model  in the presence of 0.6% n-butanol with tert-

butanol used as a negative control. This assay utilizes the use of primary 

alcohols as preferred nucleophiles in a PLD transphosphatidylation reaction as 

an assessment of exclusively PLD- produced PA.  
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Figure 1.  Influenza infection stimulates PLD activity.  A. A549 cells treated for 
one hour with or without 10 µM PLD inhibitor VU0364739 were then infected for 
one hour with 1 MOI influenza A/California/04/2009 (or mock infected), after 
which the inoculum was removed. The cells were cultured for 6 hours in the 
presence of 0.6% n-butanol. PLD activity as a measure of phosphatidylbutanol 
(PtdBuOH) was determined in cell lysates by mass spectrometrometric analysis. 
B. RNAi of PLD1, PLD2 or PLD1&2. A549 cells were transfected with isoform 
specific siRNA 1 day before a 5 MOI infection of influenza A/Brisbane/59/2007 
(H1N1). 30 minutes after infection, PLD catalytic activity measured in the same 
manner as (A). C, D and E. A549 cells were infected with 1 MOI influenza 
A/California/04/2009 (H1N1), and samples were fixed and probed for influenza 
nucleoprotein (NP) and PLD2 at 0, 30, 90, and 360 minutes after infection. Z-
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stacks of the infected cultures were collected using confocal microscopy, and 
ImageJ was used to determine PLD and influenza NP colocalization (C) during 
infection as well as protein accumulation (D). Quantification of the degree of 
correlation between NP and PLD shows that they significantly colocalize as early 
as 30 minutes post-infection, and the colocalization has the highest correlation 
coefficient 360 minutes post-infection. PLD2 signal begins to intensify 30 minutes 
after infection and continues to increase in both size and intensity throughout the 
duration of the infection. NP signal lags behind that of PLD2, but begins to 
intensify 90 and 360 minutes post-infection.  E. Representative images from a 1 
MOI influenza A/California/04/2009 (H1N1) infection taken 0, 30, 90, and 360 
minutes post-infection. The green signal is influenza (NP), the magenta signal is 
PLD2, and the blue signal is DAPI staining, bar = 10 µm.  As the infection 
progresses, PLD2 staining begins to accumulate at the cell periphery, then 
intensifies, and finally moves to a perinuclear region.  NP staining first appears at 
the cell periphery and then intensifies in the nucleus.  F.  Representative images 
from PLD2 monoclonal antibody validation. A549 cells were electroporated with 
100 nM scrambled control or PLD2 siRNA and left to rest for 24 hours. Cells 
were fixed 8 hours after a 1 MOI A/Brisbane/59/2007 (H1N1), green signal is 
influenza NP, red signal is PLD2, and blue signal is nuclei. All data are mean ± 
SEM. 
 

 

 Twenty-four hours post-infection infected cells were counted by anti-

influenza NP staining (Fig. 2A).  Infection with influenza strains 

A/Brisbane/59/2007 (H1N1), A/California/04/2009 (H1N1), or A/Brisbane/10/2007 

(H3N2) resulted in fewer infected cells in the presence of n-butanol, indicating 

that blocking PLD production of PA substantially reduces the rate of cell to cell 

transmission of infection.  Notably, averting the production of PLD-generated PA 

to PLD-generated PtdBuOH by use of primary alcohol, did not entirely prevent 

influenza infection but did significantly decrease the rate of infectious spread 

within the cultures.  

 In order to determine if PLD1 or PLD2 was preferentially required for 

efficient influenza infection, RNAi was employed to selectively knock down 

individual PLD isoforms.  A549 cells were transiently transfected with siRNA that 
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targeted PLD1 or PLD2, twenty-four hours prior to a 5 MOI influenza infection of 

A/Brisbane/59/2007 (H1N1).  Twenty-four hours post-infection, a TCID50 was 

used to measure influenza virus titers in culture supernatants (Fig. 2B).  RNAi of 

either PLD1 or PLD2 inhibited influenza replication. However, the magnitude of 

the effect was greater with PLD2 knockdown. While each isoform appears to 

contribute to efficient influenza replication, the stronger inhibitory effects seen 

after PLD2 knockdown led us to focus on PLD2 inhibition and its effect on the 

host and viral replication for subsequent studies.  

 The development and optimization of the PLD inhibitors has been 

described (12), with the PLD2-preferring inhibitor, VU0364739 having a 75-fold 

selectivity for PLD2 over PLD1 (13).  Based on previous studies, VU0364739 

was used at 10 µM in all cell-based assays unless otherwise indicated (21). To 

demonstrate the importance of PLD2 during influenza replication another RNAi 

experiment was conducted while treating the PLD2-deficient cells with PLD2 

inhibitor VU0364739. Viral titer was measured by TCID50 after a 24 hour, 5 MOI 

influenza A/Brisbane/59/2007 (H1N1) infection. Pretreatment with VU0364739 for 

1 hour caused a dramatic decrease in viral replication (Fig. 2C).  Similar 

reductions in titer were also observed when PLD2 was knocked down by RNAi in 

vehicle treated samples.  Finally, the specificity of this compound was confirmed 

by combining the apparent marginal, non-statistically significant additive nature of 

RNAi with VU0364739 treatment.  
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 These observations were extended to establish the importance of PLD2 

as a host factor required for infection by other clinically relevant strains of 

influenza. Pretreating cells for 1 hour with VU0364739 resulted in a significant 

decrease in the number of infected cells measured in the spatial infection assay 

with multiple viral strains at both 6- and 24- hours post-infection (Fig. 2D).  

Representative images of the spatial infection model assay (Fig. 2E) illustrate the 

reduction in influenza spread observed after VU0364739 treatment.  PLD2 

inhibition by VU0364739 effectively protected A549 cells from cell to cell spread 

of influenza, further demonstrating that PLD2 is required for efficient influenza 

infection and spread. A time-of-addition study was conducted where inhibitor was 

added over a time course spanning 2 hours before infection to 4 hours post-

infection.  Protection from infection was observed at all times of PLD inhibitor 

addition. 
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Figure 2. PLD2 is required for efficient influenza infection and inhibition of PLD-
generated PA by primary alcohol, RNAi or small molecule VU0364739 
dramatically hinders cell to cell spread of influenza.  A. Number of influenza 
infected cells in cultures of A549 cells treated with 0.6% tert- or n-butanol for 1 
hour prior to spatial infection by 1 MOI of the indicated influenza virus strain for 
24 hours. Differences were assessed by t-test. B. (upper) RNAi of PLD isoforms. 
A549 cells were transfected with siRNA targeting PLD1 or PLD2 24 hours prior to 
infection with 5 MOI influenza A/Brisbane/59/2007 (H1N1); 8 hours post-
infection, influenza replication was measured by TCID50. (lower) Immunoblot of 
human PLD1 and PLD2 from A549 cells following RNAi treatment.  Lysates were 
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separated on 10% polyacrylamide gel, transferred to nitrocellulose overnight, and 
incubated with primary antibodies for PC-PLD1 (Santa Cruz sc-25512) or PLD2 
(Abgent AT3337a). Immunoblots were developed with ECL western blotting 
substrate (Pierce cat# 32106).   C.  A549 cells were transiently transfected with 
PLD2 specific siRNA or scrambled control siRNA 24 hours before infection. An 
hour before infection, the cells were treated with DMSO or VU0364739 (10 µM). 
The cells were infected with 5 MOI A/Brisbane/59/2007 (H1N1) and influenza 
replication was measured by TCID50 24 hours after infection. Differences 
between amounts of infected cells as well as influenza replication were 
compared using a one-way ANOVA and Dunnett’s post-test. D. Influenza spatial 
infection (following 1-hour 10 μM PLD2-preferring inhibitor VU0364739 
pretreatment) with clinically relevant strains of influenza at 1 MOI.  At both 6- and 
24-hours post-infection, significantly fewer numbers of influenza-infected cells 
were counted in VU0364739 pretreated samples.  Data was analyzed by t-test. 
E. Representative fluorescent photomicrograph mosaics following a 24-hour 
spatial infection of A549 cells with influenza A/Brisbane/59/2007 (H1N1).  Green 
signal is influenza infected cells and blue signal is DAPI staining, bar = 10 µm.  
All data are mean ± SEM. 
 

 

 Inhibition of PLD activity dramatically reduces influenza replication -  The 

spatial infection model assay data was validated using the more traditional 

TCID50 assay to assess viral reproduction in vitro.  A549 cells were treated with 

10 µM VU0364739 for 1 hour before infection, and the cells were then infected 

with the indicated doses and strains of influenza.  At indicated time points, 

infectious supernatant was removed from the A549 cells and titrated on MDCK 

cells to measure viral reproduction.  Using either a low MOI (Fig. 3A) or a high 

MOI (Fig. 3B) of influenza A/Brisbane/10/2007 (H3N2),  a lower viral reproduction 

was observed when PLD2 was inhibited.  In the case of the low MOI infection, 

viral titers were first noted to be lower at 16 hours post-infection and the effect 

was sustained 24 hours post-infection.  Using the high MOI model, when A549 
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cells were treated with VU0364739, a significant reduction in viral reproduction 

was noted 12 hours post-infection and lasted through at least 24 hours. 

 The H3N2 strain used in our previous experiments is considered a low 

pathogenicity strain of influenza.  To determine if host PLD is required for high 

pathogenicity and quickly replicating strains of influenza, VU0364739-treated 

A549 cells were infected with 0.01 MOI influenza rg-A/Vietnam/1203/2004 

(H5N1) and viral reproduction was assessed during a more severe infection.  

Twenty-four hours post-infection, a massive decrease in viral titer was observed 

when PLD2 was inhibited during H5N1 infection (Fig. 3C).  Subsequent 

investigation whether host  PLD2 activity is required for infection using a recently 

emergent virus with pandemic potential, influenza strain A/Anhui/01/2013 

(H7N9), was conducted.  After 1 hour of 10 µM VU0364739 pretreatment, viral 

reproduction was effectively blocked 24 hours post-infection (Fig. 3D).  Viral titer 

was near the limit of detection when PLD catalytic activity was inhibited; 

consistent with PLD2 being a host factor required for low and high pathogenicity 

influenza infections. 

 Using the same model, in vitro dose response experiments were perfomed 

using VU0364739 to determine the efficacy of the PLD2 inhibitor during H5N1 

and H7N9 infection.  A549 cells were treated for 1 hour with varying 

concentrations of VU0364739 before a 0.01 MOI infection of either influenza rg-

A/Vietnam/1204/2004 or A/Anhui/1/2013. Supernatant was then used to measure 

viral reproduction in a TCID50 assay 24 hours post-infection.  In the case of the 

H5N1 infection, the IC50 of VU0364739 was calculated by non-linear regression 
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analysis to be 2.1 µM (Fig. 3E). Similarly, the IC50 of VU0364739 was found to be 

3.4 µM when cells were infected with an H7N9 influenza strain (Fig. 3F).  These 

IC50 values are consistent with in vitro dose response experiments using 

influenza A/Brisbane/59/2007 (H1N1), A/Brisbane/10/2007 (H3N2), and 

A/California/04/2009 (H1N1) as well (data not shown).  Based on these results, it 

was determined  that inhibition of PLD2 can significantly lower influenza 

reproduction in vitro, and the decrease in viral titer occurs in a dose-dependent 

fashion. 
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Figure 3.  Influenza replication is severely reduced when PLD2 is inhibited by 
VU034739. A549 cells were pretreated with 10 µM VU0364739 or DMSO for 1 
hour, then infected with either: A. Low 0.01 MOI H3N2 influenza, B. High 5.0 
MOI H3N2 influenza, C. 0.01 MOI H5N1 influenza, or D. 0.01 MOI H7N9 
influenza for an hour at 4 °C, and then the infectious supernatant containing the 
virus was removed and titrated on MDCK cells to assess viral production at 
indicated times post-infection. Under PLD2 inhibitor treatment, poor viral 
replication in all influenza strains tested by 24 hours post-infection was observed, 
and the viral output defect was noted as early as 12 hours post-infection in the 
case of H3N2 and H7N9.  Differences were assessed using a two-way ANOVA 
and Bonferroni’s post-test, where * p < 0.05, ** p < 0.01, *** p < 0.001, **** p < 
0.0001. E. and F. Dose response curves to determine the IC50 of VU0364739 on 
influenza titer after a 24 hour infection with (E) rg-A/Vietnam/1204/2004 (H5N1) 
or (F) A/Anhui/1/2013 (H7N9). A549 cells were treated with the indicated 
concentration of VU0364739 for one hour before infection, TCID50 was used to 
measure viral load.  All data are mean ± SEM. 
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 PLD2-preferring inhibitor VU0364739 reduced viral titer in mouse lungs 

and delayed mortality during lethal H7N9influenza infection- Having shown that 

abrogation of PLD2 activity leads to a decrease in viral spread and reproduction 

in vitro, we wanted to determine if the loss of PLD2 could reduce viral titer in vivo.  

Female C57BL/6 (B6) mice were treated intraperitoneally (IP) with dilutions of 

PLD2-preferring inhibitor VU0364739 every 8 hours from day -1 to 8 hours after 

infection with 1 LD50 (4000 EID50) influenza A/Puerto Rico/8/1934 (H1N1) (PR8), 

administered intranasally on day 0.  Due to solubility issues and observed acute 

vehicle toxicity, a long-term survival study with optimal dosing to achieve the 

therapeutic in vivo concentration continuously was not feasible at this time and 

viral titer was used as a readout to determine the role of PLD2 in a mouse model 

of influenza infection.  Viral titer in lungs decreased significantly with PLD2 

inhibitor VU0364739 treatment (Fig. 4A) and these protective effects were dose 

dependent.  Additionally, to determine whether PLD2 inhibition could lead to 

lower viral titers in a more chronic situation, mice were given 13 mg/kg 

VU0364739 every 8 hours IP from day -1 to day 3 after infection.  Animals 

treated with VU0364739 had significantly less viral replication in their lungs (Fig. 

4B) on day 3.  Concomitant with the decrease in viral titers, 8 hours after PR8 

influenza infection significant upregulation of the innate immune proteins Mx1, 

OAS-L, and IFITM3 was observed when PLD2 was inhibited (Fig. 4C), indicating 

that the early immune response may be an important part of the mechanism of 

protection when mice are treated with VU0364739.  IFITM3 has recently been 

described as a human restriction factor for influenza infection (22). 
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 In order to identify survival benefits conferred by the observed reduction in 

viral titers, a study was conducted dosing mice with 13 mg/kg VU0364739 every 

12 hours from day -1 to day 3 of a lethal influenza A/Anhui/1/2013 (H7N9) 

infection (Fig. 4D).  Relative concentrations of the PLD inhibitor in various tissues 

of interest over time are presented in Fig. 4E.  Administration of the PLD2-

preferring inhibitor resulted in a modest, yet significant increase in survival and, 

in addition, delayed mortality (Fig. 4D).  Although 80% of the mice administered 

VU0364739 eventually succumb, death occurs considerably later after infection 

(compared to influenza infected mice administered vehicle), clearly providing an 

extended window for further supportive therapy in a clinical setting.  This 

demonstrates that by inhibiting PLD activity in the mouse, viral replication is 

decreased, and antiviral responses are upregulated leading to some protective 

benefits during a lethal influenza infection. No significant toxicity or neurological 

impairment was noted in rats receiving identical treatment (Tables 1 and 2).  This 

inhibitor is a preclinical compound that has not been optimized for 

pharmacokinetic nor pharmacodynamic properties, and yet it demonstrates 

robust effects on viral spread and reproduction.  
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Figure 4. PLD2 inhibitor decreased early viral titer in a dose dependent manner 
and delayed mortality in a lethal H7N9 model.  A. Mice treated with VU0364739 
displayed lung viral titers that were drastically reduced 8 hours after 4000 EID50 
PR8 influenza infection, and the reduction occurred in a dose-dependent 
manner. Data were compared by ANOVA and Bonferroni’s post-test, with N≥5 
mice used for each dose, ** p < 0.01.  B. Viral replication was similarly inhibited 3 
days after 4000 EID50 PR8 influenza infection in mice treated with 13 mg/kg 
VU0364739 three times a day from day -1 to day 3 post influenza infection. Data 
were analyzed by t-test, ** p < 0.01.  C. RNA from PR8 influenza-infected lungs 
was isolated and gene expression was measured using TaqMan based qPCR 8 
hours after infection.  Innate immune proteins Mx1, OASL, and IFITM3 were 
significantly upregulated as early as 8 hours after infection, as measured by t-
test, * p < 0.05, ** p < 0.01.  D. Mice receiving 13 mg/kg VU0364739 twice/day 
from day -1 to day 5 post-infection were inoculated with 103.5 TCID50 (1 LD50) 
influenza A/Anhui/1/2013 (H7N9).  The PLD2 inhibitor conferred a substantial 
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delay in mortality and a 20% survival advantage, a significant benefit as 
measured by either Log-Rank test (p = 0.0194) or Gehan-Breslow-Wilcoxon test 
(p = 0.0165), * p < 0.05.  E. Plasma, brain, lung and liver exposures following a 
single 10 mg/kg intraperitoneal dose of the PLD inhibitor VU0364739 in  mouse.  
Samples were stored at -80 °C until extraction and LC-MS/MS analysis. (N = 2 
samples per time point). 
 
 
 
 

Table 1. Rat liver toxicity panel shows little effect of PLD inhibitor VU0364739.  

Only globulin and total protein showed  higher levels with inhibitor treatment (N = 

5 - 6 rats per treatment, p < 0.05 by Mann-Whitney test) and each were within 

normal clinical ranges for both the vehicle control and PLD inhibitor treatment 

groups.  Principal components analysis of the z-score standardized values 

across the screening panel displayed no clustering of the multivariate results by 

treatment, and none of the principal components differed significantly either 

(p > 0.05 by t-test). 
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Table 2.  PLD inhibitor  VU0364739 is without effect in a Modified Irwin 
Neurological Battery in rats. Changes in the Modified Irwin Neurological Battery 
were evaluated using a rating scale from 0 to 2: 0, no effect; 1, modest effects; 2, 
robust effect. Male Harlan Sprague Dawley  rats (N = 6, approximately 250 
grams) were pretreated with vehicle alone or a 13 mg/kg IP dose of  VU0364739 
and then tested in the Irwin battery at 30 minutes after treatment and 
subsequently monitored for 8 hours. 
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 PLD2 inhibition alters endocytosis kinetics and aggregation of endocytic 

proteins- Inhibition of PLD function has been shown to decrease uptake of 

ligands in various systems (9,23,24).  Given that perturbation of influenza virus 

trafficking during the early infection process can lead to degradation of the 

entering virus (11), it was hypothesized that PLD inhibition during influenza 

infection led to alterations of entry events which occur in the first minutes of 

infection.  To support this hypothesis,  the effect of PLD2 inhibition on normal 

endocytosis rates was assessed using the established transferrin uptake model, 

a classic demonstration of a clathrin-dependent trafficking process.  

 A549 cells pretreated with VU0364739 were labeled with fluorescent 

transferrin at 4 °C for 1 hour then placed into a heated microscope for live cell 

imaging. Images were recorded for one hour, and  the frame and time of the 

transferrin fluorescence disappearance was noted (Fig. 5A and B). Cells treated 

with vehicle control were able to take up, traffic, and degrade transferrin by the 

14th frame, corresponding to an average time of 26 minutes after warming. In 

contrast, cells treated with VU0364739 took approximately 56 minutes to process 

the fluorescent ligand.  These data indicate that inhibiting PLD2 activity with 

VU0364739 alters trafficking kinetics by extending the endocytosis process, 

rather than acting as a strict blockade.   

 Influenza entry is not entirely dependent on clathrin-mediated endocytosis, 

but it is widely accepted that the majority of incoming viruses enter via clathrin-

dependent events, primarily by the de novo formation of clathrin coated pits on 

the cell surface after exposure to influenza virus (25).  After entry, influenza virus 
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needs to be properly trafficked from the membrane to the nucleus.  Along the 

way, the endosome is acidified (26), and the hemagglutinin protein undergoes a 

conformational change that creates a fusion pore between the viral and vesicle 

membranes through which viral ribonucleoproteins gain access to the cytoplasm, 

eventually entering the nucleus to initiate new virus production.  The 

accumulation of trafficking associated proteins was visualized by confocal 

microscopy in A549 cells during a 0.05 MOI influenza A/California/04/2009 

(H1N1) infection.  Signal intensity and particle size were gated to determine 

protein accumulation. As proteins accumulate, the brightness and size of the 

fluorescence increases on a per cell basis.  Clathrin recruitment was inhibited 50 

minutes post-infection, and remained significantly lower (up to 80 minutes post-

infection) with VU0364739 administration (Fig. 5C).  During the first phase of viral 

entry, Rab5 accumulates on the early endosomes; however, in the presence of 

VU0364739 much less Rab5 accumulates 10 minutes post-infection (Fig. 5D).  

Similarly, VU0364739 treatment led to a significant reduction in recruitment of the 

late endosome marker CD63 90 minutes post-infection (Fig. 5E).  Vesicular 

trafficking is also important for key elements of the late stages of viral replication 

and defects in Rab11 accumulation associated with viral protein trafficking to the 

membrane were consistently observed (data not shown).  These data indicate 

that when PLD2 is inhibited during an infection, the normal cascade of protein 

accumulation required for proper endosomal maturation is disrupted, leading to 

inefficient trafficking of incoming virus particles, indicating that PLD2 is a host 

factor required for the efficient trafficking of influenza virus once within the cell. 
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Figure 5. PLD inhibition alters ligand trafficking kinetics and accumulation of 
endocytosis regulatory proteins. A & B. A549 cells were treated for 1 hour with 
DMSO or VU0364739 (10 µM) prior to being labeled for 1 hour at 4 °C with 100 
nM AlexaFluor 647 – Transferrin. Live cell imaging (representative movies in 
supplemental) was used to assess the kinetics of transferrin uptake.  To quantify 
this assay, both the frame (A) and the time (B) were used to determine when the 
fluorescent signal disappeared, signaling recycling of transferrin. Live cell 
imaging was performed using Slidebook imaging software and frame time 
measurements were compared using t-tests, data are mean ± SEM. C - E. A549 
cells were treated for 1 hour with DMSO or VU0364739 (10 µM) then infected 
with 0.05 MOI influenza A/California/04/2009 (H1N1). Cells were stained and 
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examined by confocal microscopy for the accumulation of: C- Clathrin; D- Rab5 
(early endosome); E- CD63 (late endosome). Less clathrin is recruited at 50 and 
80 min post-infection under inhibitor treatment, and less Rab5 (D) and CD63 (E) 
accumulate after 10 and 90 min post-infection, respectively.  In these 
experiments protein accumulation is defined by gating signal intensity as well as 
size such that higher y-axis values represent bigger and brighter foci of signal. A 
two-way ANOVA with Bonferroni’s post-test was used to examine data from (C), 
* p < 0.05, ** p < 0.01, **** p < 0.0001; t-tests were used to analyze data from (D) 
and (E) with p-values indicated.  Data are mean ± SEM. 
 
 

 

 Protection by PLD2 inhibition requires intact innate antiviral signaling- To 

assess whether the innate antiviral response was required for protection when 

cells are treated with the PLD2 inhibitor, an RNAi screen of essential innate 

immunity proteins in vitro was conducted.  A549 cells were electroporated with 

100 nM gene specific siRNA and infected with 5 MOI influenza 

A/Brisbane/10/2007 (H3N2) for 24 hours; decrease in protein expression was 

confirmed by Western blot analysis (data not shown).  Viral titer was then 

measured using a traditional TCID50 assay.  A549 cells treated with control 

siRNA were protected by VU0364739 administration (Fig. 6A), showing a 

decrease in titer of 1.5 log units. However, VU0364739 treatment was not 

sufficient to protect cells transfected with siRNA targeting IRF3, Rig-I, or MxA.  

These three proteins are known to be vital to the innate defense against 

influenza.  Interestingly, cells transfected with siRNA targeting the transcription 

factor IRF7 were still protected by VU0364739 treatment, but to a lower degree 

compared to cells transfected with control siRNA (0.9 log unit decrease in viral 

titer).  These experiments demonstrate that altering trafficking kinetics with a 
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PLD2 inhibitor alone was insufficient for complete protection from influenza 

infection.  Cells need an intact antiviral response to attack and neutralize the 

invading virus, suggesting that PLD2 plays a critical role in the temporal-spatial 

regulation of endocytosis and innate antiviral sensing/defense during influenza 

infection.  Disruption of PLD2 regulation of these events affords the host cell 

more time to detect the virus and mount an immune response.  

 One potential benefit of the delayed trafficking kinetics is the greater 

window allowed for innate immune interference during influenza infection.  A key 

component of the innate response in the respiratory epithelium is MxA, a 

cytoplasmic dynamin-like GTPase, which is transcriptionally induced to high 

levels as part of the Type I IFN response, but is also found at basal levels in 

resting cells. MxA can interfere with early virus replication events by binding to 

viral NP (27).  MxA recruitment was measured in A549 cells post-infection by the 

same manner employed to measure the endosomal markers.  When PLD2 is 

inhibited during infection, MxA is observed to accumulate in foci at significant 

levels as early as 30 minutes post-infection (Fig. 6B and C).  These data support 

a model whereby the slower rate of endocytosis following PLD2 inhibition allows 

cells more time to detect and respond to incoming influenza virus.  Afforded this 

additional time, PLD inhibitor treated host cells are able to mount an immune 

response of greater magnitude and efficacy to neutralize the incoming virus, thus 

promoting survival of the cell and protection from degradation of the invading 

virus.  
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Figure 6. Innate immune factors are required for PLD2 inhibitor mediated 
protection from influenza. A. A549 cells were transfected with siRNA targeting 
effectors or transcription factors involved in the Type I IFN pathway, then 
subsequently infected with 5 MOI influenza A/Brisbane/10/2007 (H3N2) for 24 
hours, and supernatant was titered on MDCK cells to measure viral reproduction.  
As a control viral replication was significantly reduced in cells transfected with 
scrambled siRNA and treated with PLD2 inhibitor. When cells lack IRF3, Rig-I or 
MxA, treatment with VU0364739 cannot protect against influenza infection. The 
innate requirements are restricted to IRF3 mediated signaling, as protection was 
afforded to cells with IRF7 knocked down. Representative Western blots are 
presented to confirm loss of protein expression after RNAi. B. To demonstrate 
the robust innate antiviral response to influenza infection after PLD2 inhibition, 
A549 cells were infected with 1 MOI influenza A/California/04/2009 (H1N1) and 
levels of MxA were assessed by confocal microscopy 30 minutes post-infection. 
C. MxA accumulates much more rapidly and to a much greater magnitude when 
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PLD2 is inhibited.  The dramatic MxA activity is visualized in representative 
images where green signal marks influenza NP, red signal is MxA, and blue 
signal is DAPI, bar = 10 µm.  A two-way ANOVA with Bonferroni’s post-test was 
used to examine data from (A), ** p < 0.01, **** p < 0.0001; a t-test was used to 
analyze data from (B). Data are mean ± SEM. 

 

 

Discussion 

 PLD has been identified as a host restriction factor for influenza virus 

replication, and PLD catalytic activity is stimulated by influenza infection that 

colocalizes with NP positive staining structures over time. In addition, PLD2 

functions to facilitate rapid endosomal trafficking, allowing the virus to escape an 

otherwise effective innate antiviral response.  This response depends on RIG-I, 

IRF3, and the well-known antiviral protein MxA, but is largely independent of the 

antiviral targets of IRF7.  Importantly, this work identifies a host cell process 

exploited by the virus to maximize its reproductive capacity and accelerate life 

cycle kinetics, allowing the pathogen to escape innate immune detection and 

neutralization. 

 The roles of PLD in endosomal trafficking are well documented (9,10).  

One advantage of targeting the PLD isoenzymes of host cells as an experimental 

antiviral strategy is that minimal evolution pressure would be exerted on the 

virus, which would otherwise encourage mutation and variant viral escape.  

Importantly, these enzymes have been shown to be nonessential to animal 

survival when either the PLD1 or PLD2 genes are knocked out (28,29).  While 

the amount of PA generated by PLD2 alone may not be a significant fraction of 

the total cellular PA pool, discrete processes are likely to be linked to individual 
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sources of PA-PLD2.  For example, Yang et al. (30) reported that PLD2 was 

involved in opioid receptor endocytosis via a PA-p38 MAPK pathway.  This may 

explain the negligible levels of toxicity observed using VU0364739 in vivo.   

 PA serves a multitude of roles in membrane biogenesis and curvature as 

well as cellular signaling, and has the potential to facilitate viral entry, replication, 

and egress.  A detailed lipidomic analysis demonstrated that cytomegalovirus 

infection elicited a robust generation of PA in human fibroblasts (16).  It is also 

interesting to note that PKC is a direct regulator of PLD activity and the role of 

PKC in influenza virion transport (11) through the late endosome may include 

some as yet unelucidated role for PLD.  A more recently described PLD isoform 

known as PLD3 or HuK4 is related by sequence homology to p37, an essential 

protein in vaccinia virus.  Although this PLD isoenzyme is not as well 

characterized, genetic variants in PLD3 were recently found to be of predictive 

value for risk in Alzheimer’s disease (31).  Overexpression of PLD3 leads to a 

significant decrease in intracellular amyloid-β-precursor protein and extracellular 

Aβ42 and Aβ40.  Although human PLD3 cannot complement a p37 deficient 

vaccinia virus (32) primary alcohols similarly inhibit its function and its localization 

in the endoplasmic reticulum, suggesting some conservation of function.  These 

recent discoveries provide further evidence that lipid signaling is a central 

process in many disease states.  The identification of a role for PLD in influenza 

entry and innate immune escape expands our understanding that host cell 

signaling lipases have diverse and essential roles in viral infection and potentially 

offer a new series of therapeutic targets for pharmacological intervention. 
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   Influenza virus, and potentially other enveloped viruses, are hijacking the 

endosomal compartments of infected host cells to hide from detection and to 

safely mature to a state that is favorable for efficient viral infection.  Inhibition of 

PLD2 appears to alter the temporal spatial kinetics of this process.  Despite the 

mode of entry, there is consensus that influenza virus must gain access to an 

endosome and be sorted to late endosomes with lower pH environments to 

undergo viral membrane-host membrane fusion. Our data suggest that when 

PLD2 is inhibited, endosomal sorting occurs more slowly than normal.  We chose 

to stain clathrin, Rab5 and CD63 to elucidate well known markers of intracellular 

trafficking. Taken together the results suggest  that PLD2 inhibition  perturbs 

multiple  pathways of influenza entry. The findings suggest  that these proteins 

are accumulating more slowly when PLD2 is inhibited. Interestingly, PLD has 

been noted to be involved in various trafficking paradigms including clathrin, 

caveolin, and macropinocytosis (33,34,35). By shifting the kinetics of influenza 

trafficking much less viral spread was observed using the spatial infection model 

method and reduced viral replication using the traditional TCID50 and plaque 

assays.  Concomitant with the shift in influenza trafficking, accumulation of 

antiviral sensors and effectors was observed.  The protective mechanism is 

dependent on the innate immune system, indicating that the invading virus can 

be detected and the immune response mounted before it can begin an efficient 

infection.  The inhibition of PLD effectively alters the host factor required by 

influenza to allow the infected cell to defend itself.  Using the transferrin uptake 

model, the precise kinetics of ligand trafficking were defined and it was 



 70 

demonstrated that without PLD function, these events take approximately twice 

as long. 

 Recent development of isoform-preferring PLD inhibitors (12) presented 

an opportunity to disrupt the formation of PA by PLD and interrogate each 

isoenzyme’s contribution during influenza infection.  Based on the results using 

small molecule inhibitors and RNAi, PLD2 is proposed as a host factor that is 

used for efficient influenza infection.  Importantly, our data suggest that PLD1 

also plays a role in influenza infection. PLD1 RNAi can inhibit influenza 

replication.  The focus on PLD2 over PLD1 in this study stems from interests in 

viral entry and host factors that are exploited by influenza to gain entry.  Because 

of their subcellular location, PLD1 associates with the Golgi complex while PLD2 

is distributed in the cell membrane.  Hence, PLD2 regulation would be more 

relevant during entry whereas PLD1 would have a role in viral egress, assembly, 

and budding (9) The role of PLD1 and its relationship to the signaling pathways 

in which PLD2 are also involved is an important area for future studies.  

 The PLD2 pathway is a potentially attractive target for development of 

therapeutic agents, as minimal toxicity was observed from the administration of 

VU0364739 alone (any toxicity in vivo was associated with the vehicle and no in 

vitro toxicity was observed), and knocking out PLD2 in a mouse model is not 

obviously deleterious.  Additional research is necessary to decode how host 

factors are co-opted by viruses to aid their pathogenesis, and the intervention 

necessary to prevent or minimize efficient viral infection. Since no current 

therapeutic alone is capable of completely protecting against influenza infection, 
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future studies are required to evaluate the intriguing possibility that combinations 

of antiviral agents which work via distinct mechanisms could afford protection. 
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CHAPTER 3 

IRF3-DEPENDENT DIFFERENTIAL IMMUNE RESPONSE TO INFLUENZA 

INFECTION 

Introduction 

 The innate immune system constitutes the front line of defense against 

invading pathogens. Cells encountering threats must defend themselves and 

also communicate to surrounding cells that a pathogen is present. The primary 

defense cells possess antiviral sensors and effector molecules that recognize 

pathogen associated molecular patterns (PAMP) and then begin to assemble a 

network of proteins that relay signals to the nucleus. In the case of antiviral 

immunity, the ubiquitously expressed IRF3 plays a critical role in not only the 

first-wave of type 1 IFN signaling but also primes the adaptive immune response 

to prepare an antigen-specific defense (Lendonck et al., 2014).  

 Innate defense against influenza virus infection begins with pattern 

recognition receptors such as RigI, TLR3, or TLR7 depending on the state of viral 

invasion and replication or subcellular location of PAMP (Iwasaki and Pillai, 

2014). The type 1 IFN response begins when phosphorylated and dimerized 

IRF3 enters the nucleus, binds to specific interferon-sensitive response elements 

on IFN genes as well as CXCL9, CXCL10, IFIT1, and CLIC4 (Honda and 

Taniguchi, 2006). In this network of transcription induction occurring after the 

initial wave of IFNβ, IRF7 has been noted to work in concert with IRF3, and could 

be considered redundant in certain circumstances (Honda and Taniguchi, 2006). 

Activation of IRF3 can result from downstream signaling from RigI (Yoneyama et 
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al., 2004), MDA5 (Kato et al., 2006), TLR3 (Wang et al., 2004), or TLR4 (Kurt-

Jones et al., 2000). It could be said that IRF3 is a central terminus for the 

beginning of the type 1 IFN response in a variety of models. 

 Surprisingly, there has been very little research to uncover the role for 

IRF3 with respect to influenza virus infection. Our initial hypothesis was that loss 

of IRF3 would lead to an inability to control viral replication and an increased 

pathology in cells and mice, but the data we have generated suggests otherwise. 

In this work we demonstrate that IRF3-⁄- mice are more likely to survive an 

otherwise lethal influenza infection. This survival benefit is independent of viral 

replication. Protection from death most likely arose from an enhanced CD8 T cell 

response after infection that was primed by a more robust expression of IFNγ, 

CXCL9, and CXCL10 in IRF3-⁄- mice. Our findings demonstrate that the loss of 

IRF3 leads to a differential immune response to influenza virus infection resulting 

in an unexpected survival benefit. 

Methods and materials 

Cells, mice and viruses 

 Human lung epithelial cells (A549) were maintained in growth medium:  

DMEM (Gibco) supplemented with 5% fetal bovine serum (Atlanta biological), 

100 U/ml penicillin (Gibco), and100 µg/ ml streptomycin (Gibco). For infection 

studies, cells were treated with virus diluted in serum free growth medium, 

supplemented with 0.3% bovine serum albumin and antibiotics. 

 IRF3-⁄- mice were a gift from the Alan Aderem lab. The knockout mice 

were backcrossed to C57Bl/6 (wild type) mice and genotyped to confirm gene 
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deletion as well as efficacy of the backcross. Heterozygous litter mate controls 

were unavailable at the time of experiments but are being generated currently. All 

animal studies were approved by the St. Jude Children’s Research Hospital 

Animal Care and Use Committee (Protocol number 098) following the guidelines 

established by the Institute of Laboratory Animal Resources approved by the 

Governing Board of the United States National Research Council. 

 Mice were anesthetized with avertin (2,2,2-tribromoethanol) and 

intranasally infected with virus at the doses indicated in the text. All animal 

infections and viral tittering were conducted as described in (Stry et al., 2012).  

The right lung of infected mice were taken to measure viral titer. All viruses were 

grown in embryonated chicken eggs. 

siRNA knockdown 

 A Neon transfection system (Life Technologies) was used to electroporate 

200 nM of noncoding (scrambled) or IRF3 targeting siRNA into A549 cells. Cells 

were allowed to adhere overnight before being infected. Western blot analysis 

was used to confirm protein knockdown efficacy. 

Flow cytometry 

 Spleen, mediastinal lymph node (MLN), broncheoalveolar lavage (BAL), 

and the left lung were harvested from infected mice and processed into single 

cell suspensions and stained with appropriate antibodies and influenza-specific 

CD8 tetramers as described previously (Rutigliano et al., 2013). All flow 

cytometry analysis was conducted on a Foretessa cytometer (BD biosciences). 

Myeloid cells were selected by gating standard lymphocyte gating using forward 
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and side scatter. Neutrophils were gated by selecting the MHCII low Gr1hi 

populations from CD11b and Gr1 double positive cells. Alveolar macrophages 

were MHCII+ population of CD11b+ CD11c+ cells. Inflammatory monocytes are 

a Gr1- subset from a CD11b+ CD11c- population.  

Cytokine analysis 

 To measure cytokine levels in BAL, equal amounts of total protein as 

measured with a BCA assay (Pierce) from infected BAL were used in a 32-plex 

Mouse MILLIPLEX (Millipore) kit run on a Luminex instrument (Life 

Technologies). An ELISA was used to measure IFNβ (R&D systems). All 

cytokine concentrations were normalized to total amount of protein in each 

sample. 

Data analysis 

 Flow cytometry data were prepared using FlowJo v10 (FlowJo). GraphPad 

Prism 5 was used to graph and statistically analyze data from flow cytometry, 

cytokine analysis, and in vitro and in vivo experiments. 

Results 

Influenza virus replication is not restricted by IRF3 in vitro 

 A common model of investigating host genes critical to defense against 

influenza infection is the siRNA screen. Human lung epithelial cells (A549) were 

transfected with either noncoding (scrambled) or IRF3 specific siRNA and 

infected with influenza virus. No differences in viral output as measured by 

TCID50 were observed in either a long-term, low dose challenge of 0.1 MOI (Fig. 

1A) or a short-term, high dose challenge of 5 MOI (Fig. 1B) using 
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A/Brisbane/59/2007 (H1N1). The efficacy of IRF3 knockdown was measured by 

western blot (Fig. 1C), and we did not achieve total loss of protein, as analysis of 

our western blot shows and approximately 75% reduction in protein  This could 

be due to the fact that IRF3 is constitutively expressed to high levels and/or that 

IRF3 expression is massively upregulated by type 1 IFN. 

Loss of IRF3 confers a survival advantage after lethal influenza challenge 

in mice 

 To determine any role IRF3 is playing during influenza infection of mice, 

wildtype (WT) and IRF3-⁄- mice were intranasally infected with one lethal-dose50 

of mouse-adapted A/California/04/2009 (H1N1). Weight loss was monitored as 

an indicator of general well-being, and between days 4-6 after infection, IRF3-⁄- 

mice retained significantly more of their body weight (Fig. 1D). All WT mice 

eventually succumbed to infection, but 20% of the IRF3-⁄- mice survived the 

infection (Fig. 1E). The survival benefit was significant (p = 0.0032) when 

analyzed using the Log-Rank test. To measure viral reproduction in the lungs of 

infected animals, the right lungs were used in a plaque assay.  Viral titer was not 

different on either days one, three, or seven after a lethal infection of A/Puerto 

Rico/8/1934 (H1N1) (PR8-rg) (Fig. 1F). Weight loss and survival benefits 

observed in IRF3-⁄- mice were independent of viral reproduction. 
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Figure 1. Analysis of IRF3 mediated changes during influenza infection. 
Lung epithelial cells were transfected with either control (scrambled) or IRF3 
targeting siRNA. (A) A549 cells were infected with 1 MOI A/Brisbane/59/2007 
(H1N1) and supernatant was taken for titer determination by TCID50 at the 
indicated time after infection. (B) Using the same knockdown protocol, A549 cell 
were infected with 5 MOI of the same virus in (A), and 24 hours after infection, 
supernatant was collected for TCID50. No difference in titer was noted between 
scrambled and IRF3 knockdown cell. A western blot was used to determine the 
amount of IRF3 in A549 after knockdown (C). Wild type and IRF3-⁄- mice were 
infected with 1 LD50 of a mouse adapted A/California/04/2009 (H1N1) and weight 
loss (D) and survival (E) were monitored until mice recovered. The right lung of 
infected mice was used to determine viral replication by plaque assay at the 
indicated time points after a 1 LD50 dose of PR8-rg. Weight loss differences were 
assessed using a two-way ANOVA and Bonferroni’s post-test where ** p < 0.01. 
Survival data were analyzed using the Log-Rank test.  
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Loss of IRF3 skews cytokine response during influenza infection 

 Having demonstrated that IRF3-⁄- mice fare better during infection in a 

virus-independent manner, we next investigated the role of IRF3 in the immune 

response to influenza virus. Animals were infected with PR8-rg, and BAL was 

collected one, three, and seven days after infection. To assess the damage to 

the lungs after infection, total protein in the BAL was determined using a BCA 

assay, and BAL from IRF3-⁄- mice contained significantly less protein seven days 

after infection (Fig. 2A). Less protein in the BAL is indicative of a more intact 

barrier inside the lungs. Knowing that IRF3 is a major inducer of IFNβ 

expression, an ELISA was used to measure IFNβ in the BAL after infection (Fig. 

2B). We observed less IFNβ in the BAL from IRF3-⁄- mice three days after 

infection, but the difference was not significant. However, IRF3 is not the only 

known transcription factor responsible for IFNβ expression, and it is possible 

there are compensatory mechanisms to promote IFNβ expression during 

influenza virus infection. 

 To expand our assays for soluble immune factors induced after infection, 

a 32-plex bead-based system was used. Of the 32 cytokines and chemokines 

measured, only three were statistically different between groups of mice. More 

IFNγ was in the BAL of IRF3-⁄- mice three and seven days after infection (Fig. 

2C). Levels of CXCL9 and CXCL10, IFNγ-induced T cell chemoattractants, were 

significantly increased in the BAL of IRF3-⁄- mice on day 3 after infection (Figs. 2D 
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and 2E, respectively). During influenza infection, IRF3-⁄- mice were making more 

soluble T cell attractants compared to WT mice. 

 
Figure 2. Changes in soluble factors during influenza infection. Mice were 
infected with 4000 EID50  PR8-rg, and the lungs were washed to obtain BAL at 
one, three, and seven days after infection. Total protein in the BAL was 
measured using a standard BCA assay (A). An ELISA was used to measure the 
about of IFNβ (B). A 32-plex Mouse MILLIPLEX kit was used to measure soluble 
factors in the BAL, and the only statistically significant levels of IFNγ (C), CXCL9 
(D), and CXCL10 (E) in the BAL. Differences were measured using a two-way 
ANOVA and Bonferroni’s post-test, where * p < 0.05 and ** p < 0.01. 

 

 

Flow cytometry analysis of IRF3-⁄- mice during influenza infection 

 Having observed changes in the presence of cytokines and chemokines 

after influenza infection in IRF3-⁄- mice, we next conducted flow cytometric studies 

to uncover any changes in the cellular immune response. Mice were intranasally 

infected with PR8-rg, and BAL, lung, MLN, and spleen was harvested one, three, 

and seven days after infection. The tissues were processed and stained for flow 

cytometry. Figure 3 is an illustration of the gating strategy used to determine 
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specific cellular populations. Live cells were gated out of the total cells (Fig. 3A), 

and further characterized in to CD8 T cells (Fig. 3B), inflammatory monocytes 

(Fig. 3C), macrophages (Fig. 3C), or neutrophils (Fig. 3D). No striking differences 

were observed in populations other than CD8 T cells. Figure 4 is a representative 

schematic of the changes in CD8 T cells in the MLN of infected mice, where we 

consistently found more CD8 T cells in the IRF3 null mice.  

 
Figure 3. Gating strategy used for flow cytometry experiments. To separate 
different populations of myeloid cells, we first gated the live cells (A). To find CD8 
T cells, we gated on the CD8 positive CD11c negative population (B). 
Inflammatory monocytes were CD11b positive and CD11c negative (C), and 
macrophats were double positive for CD11b and CD11c (C). To select 
neutrophils, the brightest CD11b and Gr1 cells were gated.  

 
  



 83 

 
Figure 4. Changes in CD8 T cell populations in MLN of infected mice. After 
infection the lymphoid tissue of IRF3-⁄- mice consistently contained more CD8 T 
cells compared to WT mice. These are representative plots from the MLN of WT 
and IRF3-⁄- mice during infection. At each time assayed, IRF3-⁄- mice had higher 
percentages of CD8 T cells. 

 

 We found no changes in either proportion or number of CD8 T cells in the 

BAL of IRF3-⁄- mice compared to WT at all the time points we analyzed. In the 

MLN, IRF3-⁄- mice had significantly more CD8 T cells (Fig. 5A) on day three after 

infection, and CD8 T cells made up a larger proportion of total cells one and 

three days after infection (Fig. 5B). More CD8 T cells as measured by total 

number and percentage were seen within the lung parenchyma of IRF3-⁄- mice 

seven days after infection (Fig. 5C and 5D, respectively). Three days after 

infection, IRF3-⁄- mice also had more CD8 T cells in the spleen (Fig. 5E). Thus, 
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IRF3 deficiency seems to promote greater accumulation of T cells largely in 

lymphoid organs.  

 

 

 
Figure 5. Changes in CD8 T cell populations after influenza infection. During 
influenza virus infection, BAL, lung, MLN, and spleen were harvested for flow 
cytometry detection of CD8 T cells. No differences were noted in the BAL (data 
not shown). In the MLN, IRF3-⁄- mice had greater absolute numbes of CD8 T 
cells on three days after infection (A), and higher percentages of CD8 T cells at 
day day one and three (B). In the lungs IRF3-⁄- mice had dramatically more 
amount CD8 T cells seven days after infection (C), and the percentage of CD8 T 
cells in IRF3-⁄- mice lungs was also higher than WT at the same time point (D). In 
the spleen, no differences were observed  in the proportion of CD8 T cells, but 
IRF3-⁄- spleens had more total CD8 T cells three days after infection (E). To test 
differences in the CD8 T cell populations we used a two-way ANOVA and 
Bonferroni’s post-test, where * p < 0.05, *** p < 0.001, **** p < 0.0001. 
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Influenza specific CD8 T cell response in IRF3-⁄- mice after influenza 

infection. 

 Having more CD8 T cells in various tissues during an influenza infection 

does little unless those cells are influenza-specific. To measure influenza-specific 

CD8 T cells, lung, MLN, and spleen were processed for flow cytometry using 

influenza NP specific tetramers to label specific CD8 T cells seven days after 

infection. Statistically significant increases of the proportion of NP positive cells 

were seen in the MLN of IRF3-⁄- mice (Fig. 6A).  Additionally more total numbers 

of NP specific cells were seen in the MLN of IRF3-⁄- mice, but this difference was 

not significant (Fig. 6B). At day seven after infection, the adaptive immune 

response is just beginning to amplify, and further investigation is needed to 

determine if any other changes occur during the immune response to influenza 

virus in IRF3-⁄- mice. 
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Figure 6. Influenza specific CD8 T cell response during influenza infection. 
To determine if the CD8 T cells responding to the influenza infection were 
influenza antigen specific, seven days after infection we labeld the CD8 T cells 
with NP specific tetramers that bind to T cell receptors specific for the NP 
antigen. No differences were seen in NP specific cells in the BAL (data not 
shown). In the MLN of IRF3-⁄- mice, the proportion of NP specific cells was 
dramatically increased (A). Though changes were noted in lung or spleen, they 
were not significant. While the total number of NP specific cells were observed to 
be increased in the MLN and lung (B), the differences were not significant 
between WT and IRF3-⁄- mice. A two way ANOVA was used to test for significant 
changes in NP positive populations, **** p < 0.0001. 
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Discussion 

 Initiation of the type 1 IFN antiviral response can occur via several 

mechanisms, but the first wave of IFNβ expression is thought to rely heavily on 

IRF3. Our findings that viral titer in vitro was unaffected by siRNA mediated IRF3 

knockdown came as a surprise. We expected to observe uncontrolled influenza 

replication after IRF3 knockdown, but instead measured the same amount of viral 

progeny produced during infection of A549 cells. It is known that IRF7 can also 

induce IFNβ expression (Honda et al., 2005). However, IRF7 has been studied 

more vigorously in IFNα expression induction, in populations of dendritic cells, 

and in the positive feedback of type 1 IFN responses (Sato et al., 2000). It is 

possible the IRF7 mediated expression of IFNβ is compensating for establishing 

an antiviral state in our model. Another explanation could be the release of pre-

formed IFNβ granules that could be release as soon as the infected cells sense 

danger. In future experiments, we plan on analyzing the supernatant of A549 

cells to determine if any inflammatory molecules are present. Additionally, our 

knockdown of IRF3 was not perfect. We could recreate these studies in A549 

cells engineered to have a permanent deletion of IRF3 to definitively determine if 

loss of IRF3 has an effect on viral replication. 

 The loss of IRF3 in the mouse model of influenza infection leads to a 

survival benefit that is independent of viral replication. Our findings disagree with 

previous reports suggesting only deletions of several IRF family members lead to 

loss of viral control (Chen et al., 2013). We believe that controversy surrounding 

the importance of each IRF family member is rooted in the different mice and 

model systems used around the world. It could be true that one IRF is more 
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central to defense than others in a certain disease state, but the research needed 

to clear up these discrepancies will take a long time to generate. We also believe 

that the current practice of humane euthanasia of mice based on weight loss is 

fundamentally flawed. Many institutions hamstring their researchers by requiring 

them to sacrifice mice once they lose a predetermined amount of body weight. 

These rules are established for the animals’ welfare, but in reality, they are 

forcing animal research to be a race to their human cutoff. Our ethical guidelines 

are somewhat more generous than many other institutions, but we consistently 

observe recovery of mice that have lost greater that 25% of their original weight. 

A unified model of survival will be an important tool for further research. 

 The induction of the adaptive immune response requires signals from the 

innate immune system. In the case of an antigen-specific CD8 T cell response, 

IFNγ signaling is central to the development of an efficacious defense. 

Additionally, the IFNγ-induced chemokines CXCL9 and CXCL10 function to 

attract CD8 T cells to sites of infection and the drain lymph nodes for selection 

and amplification of antigen specific CD8 T cell populations. The BAL from IRF3-⁄- 

mice contained less total protein than WT BAL, indicating that the airways of the 

WT mice were more permeable and thus more damaged during the infection. 

More IFNγ, CXCL9, and CXCL10 was produced by IRF3-⁄- mice during the 

infection, suggesting that this cytokine cascade was driving the differences in 

CD8 T cell levels we observed. It is known that IRF3 can directly bind to and 

induce the expression of both CXCL9 and CXCL10 (Honda and Taniguchi, 

2006), but our data indicate that a loss of IRF3 leads to greater expression during 
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influenza infection. The discrepancies could be due to different models and mice, 

and only further investigation could rectify the different data. 

 The role of IRF3 in the generation of an adaptive immune response is 

controversial (Lendonck et al., 2014). In our model, loss of IRF3 leads to the 

generation of a more robust antigen-specific CD8 T cell response. However, we 

need to resolve our data farther with further phenotypic analysis of the cellular 

response and additional functional characterization of the cells at different times 

during the infection. Generation of bone marrow chimera mice would allow us to 

investigate if any differences are due to myeloid cells only, or if the stroma is 

playing a role as well. We plan on further dissecting the contribution of IRF3 to 

the immune response during influenza infection with more focused experiments 

in the future. 
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CHAPTER 4 

MxA IS PRESENT AT BASAL LEVELS AND A KEY PLAYER OF ANTIVIRAL 

SIGNALING 

Introduction 

 The Myxovirus resistance gene 1 (Mx1 in mice, MxA in man) was 

discovered more than 50 years ago (Lindenmann, 1962) and is known as a viral 

restriction factor in a variety of experimental settings (Haller et al., 2007a). Since 

that time, the Mx proteins have been thoroughly researched for their role in the 

types 1 and 3 interferon (IFN)-stimulated antiviral response; however very few 

studies aknowledge the fact most laboratory strains have no Mx gene due to 

truncation or deletion as a result of inbreeding. Initial reports of the antiviral 

properties of Mx proteins were modeled using common lab strain mice, 

transgenically engineered to express mouse Mx1 or human MxA, and then 

infected with Orthomyxoviridae family members of influenza or Thogoto virus 

(Frese et al., 1995; Haller et al., 1995). Mice expressing a wildtype Mx gene were 

more resistant to infection.  Subsequently it has been discovered that Mx 

proteins can inhibit a wide variety of viruses including paramyxovirus, bunyavirus, 

pircornavirus, hepadnavirs, and even HIV in studies tracking the MxB isoform 

(Kane et al., 2013; Verhelst et al., 2013). In humans, mutations in MxA can 

predict sensitivity to enterovirus 71 infection outcome (Zhang et al., 2014) and 

predisposure to prostate cancer (Glymph et al., 2013). Expression patterns of 

MxA are also being used to monitor the state of type 1 IFN response in patients 

with multiple sclerosis (Bertolotto et al.), vitiligo (Bertolotti et al., 2014), and 
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hepatitis (Bolen et al., 2012). In addition to the innate antiviral role of Mx proteins, 

there appear to be intimate but unresolved responsibilities of Mx proteins in the 

type 1 IFN response. 

 Previous research has consistently described the expression of Mx 

proteins as being IFN-induced. That is, Mx proteins are only translated after a 

cell is stimulated with IFN (Haller and Kochs, 2011). However, in mice 

engineered to express MxA but lacking the type 1 IFN receptor (IFNAR), MxA 

activity was unperturbed and was sufficient to defend against several viral 

challenges (Hefti et al., 1999). In the Hefti group, the transcription of the MxA 

transgene was under the control of the 3-hydroxy-3-methyl- glutaryl coenzyme A 

reductase gene promoter. In a similar study, mice expressing Mx1 but lacking 

signal transducer and activator of transcription 1 (STAT1), the animals were able 

to defend against Crimean-Congo hemorrhagic fever virus by upregulating Mx1 

(Bowick et al., 2012). These data suggest that basal MxA expression can defend 

against the earliest insults to target cells. This idea has even led to the 

production of transgenic pigs overexpressing porcine Mx to defend industrial 

swineherds against influenza A and classical swine fever virus (Yan et al., 2014).  

 The purpose of this work is to discover any early expression or activity of 

MxA in human lung cells (A549) in the context of influenza virus challenge. 

Additionally, we want to uncover any role MxA may play during the early phases 

of infection and the innate immune response. We use siRNA to knockdown MxA 

in A549 cells and then monitor the expression levels of various antiviral genes 

involved in the sensing, signaling, and defending pathways of the antiviral 
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response. Confocal microscopy is also employed to track the activation of MxA 

after infection and to monitor any defect in signaling molecules when MxA is 

knocked down. During the course of our work we have basal expression of MxA 

is capable of responding to incoming virus, loss of MxA causes a distinct loss of 

expression in many type 1 IFN genes, and this change in expression is most 

likely caused by a defect in IRF3 activation. We find that during infection, MxA 

immunoprecipitates with at least four of the influenza virus proteins as well as 

several important signal scaffolding molecules. Together, we propose that MxA is 

playing an intimate role in viral sensing/signaling upstream of the induction of the 

type 1 IFN response. These findings add an important early defense and 

detection function to the already impressive list of antiviral actions ascribed to Mx 

proteins. 

Methods and Materials 

Cells and viruses 

 Human lung cell line (A549) was maintained in growth medium (high 

glucose DMEM (Gibco) supplemented with 10% fetal bovine serum (Atlanta 

Biologics), 100 U/ml penicillin (Gibco), and 100 µg/ml streptomycin (Gibco)). 

Before infections, cells were washed three times with PBS. Virus was diluted in 

infection medium (high glucose DMEM supplemented with 0.3% bovine serum 

albumin (Sigma) and 100 U/ml penicillin (Gibco), and 100 µg/ml streptomycin 

(Gibco)). All influenza viruses were grown in embryonated chicken eggs and 

aliquots of high titer virus were stored in allantoic fluid at -80°C. Viral titers were 

measured using the TCID50 method as described in (Oguin et al., 2014). 
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Gene Knockdown 

 To knockdown gene expression in A549 cells, 100-200 nM of MxA specific 

siRNA (Ambion) or noncoding (Scrambled) control siRNA was electroporated 

using the Neon Transfection System (Life Technologies) according to 

manufacturer’s recommendations. Cells were allowed to adhere overnight after 

transfection. 

Gene Expression 

 To conduct gene expression assays, A549 cells were seeded into 6 well 

plates and incubated at 36°C overnight. Cells were washed 3 times in Dulbecco’s 

phosphate buffere saline (DPBS) (Gibco) and then infected with virus diluted in 

infection medium. Virus was incubated on the cells for 1 hour at 4°C. The virus 

was aspirated from the cells and fresh, 35°C infection medium was added to the 

cells, and this moment is regarded as time =  0. The RNA was collected using an 

RNeasy kit (Qiagen), reverse transcription PCR was performed as directed in the 

iScript cDNA Synthesis Kit (Bio-Rad), and qPCR was performed using TaqMan 

Gene Expression Assays (Life Technologies) as directed in a 7900HT (Applied 

Biosystems). To determine gene expression levels, the2-ΔΔCt method was used 

(Livak and Schmittgen, 2001), with GAPDH expression used as the 

housekeeping gene and normalized to uninfected sample expression level. 

These experiments have been repeated and were conducted with at least 3 

biological replicates and 2 technical replicates for each repeat. 
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Western Blot 

 To detect protein levels in cells, A549 were lysed using lysis buffer 

(Pierce) prepared with one tablet of protease inhibitor cocktail (Roche). Protein 

was quantified with a BCA assay (Pierce), and equal amounts of protein was 

loaded into pre-made 4-12% Bis-Tris SDS-PAGE (Life Technologies) and 

separated by electrophoresis. Protein was transferred to nitrocellulose 

membranes using the iBlot System (Life Technologies), and the membranes 

were blocked with 5% milk in 1X TBS with Tween 20 (Life Technologies). 

Probing was conducted with antibodies diluted in the blocking buffer, and the 

primary antibodies were detected with appropriately horseradish peroxidase 

labeled secondary antibodies. Protein was detected using the SuperSignal 

chemiluminescent kit (Pierce) and an Amersham Imager 600 (General Electric). 

Confocal microscopy studies 

 Cells were seeded on chamber slides (Nunc) and allowed to adhere 

overnight. Cells were washed 3 times in DPBS and then infected with virus 

diluted in infection medium. Virus was incubated on the cells for 1 hour at 4°C. 

The virus was aspirated from the cells and fresh, 37°C infection medium was 

added to the cells, and this moment is regarded as time = 0. Cells were fixed in 

4% paraformaldehyde for 20 minutes, permeabilized in 0.3% Tween-20 in DPBS 

for 15 minutes, and blocked using 10% FBS in DPBS for at least 1 hour. Probing 

was accomplished using antibodies diluted in blocking buffer, and the antibodies 

were left on the cells for 1 hour at room temperature on a plate rocker. Primary 

antibodies were detected with appropriate fluorescently labeled secondary 
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antibodies (all from Molecular Probes), and DNA was stained with DAPI.  After 

staining, coverslips were mounted using ProLong Gold (Molecular Probes). Data 

were collected and analyzed as described in (Oguin et al., 2014). 

Co-immunoprecipation assay 

 A549 cells were infected with 1 MOI A/California/04/2009 (H1N1) for 18 

hours. Using an antibody cross-linking co-immunoprecipitation kit (Pierce), a 

monoclonal MxA antibody was bound to beads and used to pull down any protein 

complexes formed by MxA during influenza infection. Eluted product was 

subjected to mass spectrometry (MS) analysis in the St. Jude Children’s 

Research Hospital Proteomics Core. The proteins in the gel bands were reduced 

with DTT to break disulfide bonds, and the Cys residues were alkylated by 

iodoacetamide to allow the recovery of Cys-containing peptides. The gel bands 

were then washed, dried in a speed vacuum, and rehydrated with a buffer 

containing trypsin, for overnight proteolysis. The next day digested samples were 

acidified, and the peptides were extracted multiple times. The extracts were 

pooled, dried, and reconstituted. The peptide sample were loaded on a 

nanoscale capillary reverse phase C18 column by a HPLC system (Thermo 

EASY-nLC 1000), and eluted by a gradient (~45 min). The eluted peptides were 

ionized by electrospray ionization, and detected by an inline mass spectrometer 

(Thermo Orbitrap Elite). The MS spectra were collected first, and the top 10 

abundant ions were sequentially isolated for MS/MS analysis. This process was 

repeated for product throughout the entire liquid chromatography gradient. 

Database searches were performed using Sequest search engine in an in-house 
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SPIDERS software package. All matched MS/MS spectra were filtered by mass 

accuracy and matching scores to reduce protein false discovery rate to less than 

1%. In addition, the total number of spectra (i.e. spectra count) matching to 

individual proteins may reflect the abundance after the protein size is normalized. 

False discovery rate was set at 1%. 

Data analysis 

 Data were analyzed in GraphPad Prism 5, and the statistical tests used 

are listed in each experiment. 

Results 

MxA is present at basal levels and activated early after viral infection. 

 As stated previously, current dogma surrounding the expression and 

activation of Mx proteins maintains that Mx proteins are induced after an IFN 

signal has triggered expression in a target cell. This means that IFN would have 

to be released from a source and then activate surrounding cells to begin the 

type 1 IFN response, a process that would take quite some time. Not only would 

the IFN release and subsequent Jak/STAT signaling have to occur, but the 

transcription and translation of Mx proteins and other ISGs, such as IRF3, that 

promote the feed-forward type 1 IFN pathway would also have to occur.  To test 

if MxA is present at basal levels in human lung cells, we infected A549 cells with 

1 MOI A/Brisbane/10/1997 (H3N2) and harvested protein from the cells for 

western blot detection of MxA. Cells harvested at time 0 were positive for MxA by 

western blot (Fig. 1A), indicating that A549 cells express basal levels of. 

Additionally, we detected the activation of MxA protein during infection. The MxA 
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bands increased in size and intensity at 0.5, 1 and 8 hours after infection 

compared to time 0 (Fig. 1A). From these data, we conclude that not only is MxA 

expressed in uninfected cells, but that MxA can also be activated by influenza 

virus infection before a type 1 IFN response is able to stimulate expression of 

new MxA. 

 Using a similar model, we wanted to track MxA activation during infection 

by confocal microscopy.  We uncovered a kinetic relationship of MxA activation 

during influenza infection of A549 cells where MxA accumulation increased as 

early as 30 minutes after infection, peaking at 90 minutes after infection, and 

beginning to wane at least360 minutes after infection just as influenza NP was 

beginning to be synthesized (Fig. 1B). During 6 hours of a 1 MOI 

A/California/04/2009 (H1N1), we observed MxA forming puncta of increasing size 

and intensity occurring in cells that were also positive for influenza NP (Fig. 1C). 

The accumulation of MxA that begins as early as 30 minutes after infection leads 

us to conclude that latent MxA in A549 cells is able to respond to viral infection 

very early during influenza infection to our knowledge. This is the first report that 

details basal expression of MxA and its ability to respond to virus during the 

earliest events of infection. 
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Figure 1. Accumulation of MxA during the early phases of influenza 
infection. Human lung epithelial cells were infected with 1 MOI 
A/Brisbane/10/2007 (H3N2), and protein was extracted at indicated time points 
for western blot detection of MxA (A). Protein concentration was standardized, 
and 10 µg of total protein was loaded in each well of a 4-12% Bis, Tris 
polyacrylamide gel. The proteins were transferred to a nitrocellulose membrane. 
Polyclonal antibodies were used to probe for  MxA and β-actin (loading control), 
and monoclonal horseradish peroxidase linked antibodies were used to detect 
the primary antibodies. MxA staining intensity and size were detected by confocal 
microscopy (B and C). A549 cells were grown in chamber-slides and infected 
with 1 MOI A/California/04/2009 (H1N1). At indicated times after infection, cells 
were fixed and processed for microscopic analysis. The same antibody used in 
(A) was used to detect MxA in (B and C), and a monoclonal anti-influenza NP 
antibody was used to detect viral protein. 
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MxA restricts viral reproduction and is a critical player in the stimulation of 

Type 1 IFN signaling. 

 Long described as a viral restriction factor, we used siRNA to knockdown 

the expression of MxA in A549 cells to determine if MxA could restrict influenza 

viral reproduction in our model. To knockdown MxA expression, we transfected 

siRNA into A549 cells and allowed the cells to adhere overnight. Viral output was 

near the limit of detection for our assay in control cells, demonstrating the 

protective effects of MxA expression. After MxA expression has been obliterated, 

we find that viral reproduction is enhanced by nearly 2.5 fold, 8 hours after a 5 

MOI A/Brisbane/10/2007 (H3N2) infection (Fig. 2A). We chose this method to 

measure viral reproduction because we are relying on detecting de novo virions 

produced from infected cells, and the earliest we could detect these virions is 8 

hours after infection. Therefore, loss of MxA in influenza infected A549 cells 

leads to more viral replication. 

 By demonstrating that MxA was active very early during influenza infection 

and that loss of this activity allows more viruses to be made, we hypothesized 

that MxA may be involved in establishing an antiviral state in cells. We knocked 

down expression of MxA in A549 cells, and infected the cells with 1 MOI 

A/California/04/2009 (H1N1). During the infection, RNA was isolated from cells, 

and we determined changes in expression of several genes involved in the type 

1 IFN response using real-time PCR and the 2-ΔΔCt method to determine relative 

expression. When MxA expression is knocked down, we observed a marked 

decrease in expression levels of IFITM1, IFITM3, IFNα, IFNβ, IRF3, IRF7, MAVS, 
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and OAS1 compared to A549 cells transfected with noncoding (Scrambled) 

siRNA (Fig. 2B). In scrambled siRNA treated cells upregulation of all genes 

assayed was noted, but in the MxA knockdown model we observed very mild 

expression increases in IFITM1, IRF7, and OAS1 alongside no measurable 

induction of IFITM3, IFNα4, IFNβ, IRF3, or MAVS. Efficacy of siRNA knockdown 

of MxA was determined by western blot (Fig. 2C).   

 

 

Figure 2. Expression of MxA protects A549 cells from influenza and plays a 
critical role in the induction of an antiviral state. (A) Viral replication of cells 
treated with scrambled siRNA is near the limit of detection using the TCID50 
method, but when MxA expression is knocked down, viral reproduction is 
unrestricted (p = 0.041 unpaired t-test). Loss of MxA leads to a dramatic loss of 
expression of several innate immune proteins (B). Real-time PCR was used to 
determine the relative expression of the listed genes during the first 6 hours of 1 
MOI A/California/04/2009 (H1N1) infection. Relative gene expression was 
calculated using the 2-ΔΔCt method and GAPDH was used as a reference gene, 
increases in fold expression are indicated by warmer colors on the heat map. (C) 
Validation of gene knockdown using western blot. Protein from A549 cells 
transfected with scrambled or MxA siRNA were probed for the presence of MxA 
and β actin 
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Translocation of p-IRF3 to the nucleus is impaired when MxA is knocked 

down. 

  A hallmark of type 1 IFN pathway induction is the phosphorylation and 

subsequent nuclear translocation of IRF3 into the nucleus. Having observed a 

marked decrease in antiviral gene expression when MxA is knocked down, we 

measured p-IRF3 accumulation in the nuclei of A549 cells infected with either 1 

MOI A/Brisbane/59/2007 (H1N1) or A/California/04/2009 (H1N1) 180 minutes 

after infection. We transfected A549 cells with siRNA targeting MxA, infected the 

cells, and used confocal microscopy to track the movement of p-IRF3 into the 

nucleus. In cells infected with A/Brisbane/59/2007 (H1N1), we observed much 

less (p = 0.0484)  p-IRF3 in nuclei 180 minutes after infection when MxA is 

knocked down compared to cells transfected with the noncoding control (Fig. 

3A). We also observed less p-IRF3 in the MxA knockdown model after an 

A/California/04/2009 (H1N1) infection (Fig. 3B), but the difference was not 

statically significant (p = 0.0714). Representative images of the translocation of 

p-IRF3 to the nucleus during infection can be viewed in Fig. 3C, where the red 

signal is p-IRF3 and the blue signal is the nuclei of A549 cells.  We suspect loss 

of MxA is somehow disrupting upstream antiviral sensing and signaling pathways 

leading to a loss of type 1 IFN induction via activation of p-IRF3. Importantly, we 

also observed a differential response that is virus dependent. The 

A/Brisbane/59/2007 (H1N1) isolate induces more p-IRF3 translocation of ~6 AU 

compared to the pandemic A/California/04/2009 (H1N1) which causes a  ~2.5 AU 

p-IRF3 accumulation in A549. 
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Figure 3. Loss of p-IRF3 nuclear translocation during infection after MxA 
knockdown. A549 cells were treated with either noncoding (scrambled) or MxA 
specific siRNA and plated on chamber slides. The cells were infected with 1 MOI 
of the indicated influenza virus strains, and 180 minutes after infection, the 
samples were processed for confocal microscopic detection of p-IRF3. 
Accumulation of nuclear p-IRF3 was measured by size and intentisty (A and B), 
and compared using a t-test in GraphPad Prism. Representative images (C) 
were prepared using ImageJ. Red signal represents p-IRF3 staining, and blue 
signals are the cell nuclei. 
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MxA interacts with signaling scaffolding molecules and viral proteins 

during influenza infection. 

 After noting the defects in antiviral signaling when MxA is lost, we wanted 

to determine if MxA is interacting with proteins that are involved in the antiviral 

sensing and signaling network.  Using a co-immunoprecipitation kit (Pierce), we 

pulled down MxA from A549 cells 18 hours after a 1 MOI A/California/04/2009 

(H1N1) infection. Eluate from the assay was submitted for protein identification 

by mass spectrometry conducted by the Proteomics Core facility at St. Jude 

Children’s Research Hospital. Over 500 proteins were identified from the MxA 

pulldown, and a stringent analysis was conducted to narrow our pulldown results 

to a list of 20 proteins (Table 1). Only proteins with a spectral count greater than 

30, and total peptide identification greater than 5 were included in our initial 

results. The most abundant protein identified was our target, MxA.  We also 

pulled down several mitochondrial metabolic proteins. Interestingly, a scaffolding 

molecule involved in mitochondrial signaling and structure Prohibitin 2 (PHB2) 

(Artal-Sanz and Tavernarakis, 2009), was pulled down with MxA, and this 

interaction was confirmed with a post-immunoprecipitation western blot (Fig. 4). 

These data indicate that MxA is located near mitochondria after infection. 

Recently,  mitochondria have been described as a key organelle involved in 

innate immunity as a nexus of scaffolding molecules (Khan et al.).  

 In our analysis, we also observed MxA interacting with influenza virus 

proteins. Using somewhat less stringent parameters, spectral count greater than 

5, and total peptide count greater than 2, we identified (in decreasing order of 
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abundance) influenza non-structural protein 1 (NS1), nucleoprotein (NP), 

hemagglutinin (HA), and an RNA-directed RNA polymerase catalytic subunit 

(Table 2). The NS1 gene of influenza virus has been implicated in antagonizing 

the type 1 IFN response (Krug, 2015), but has not been reported to bind with 

MxA.  Additionally, MxA has been thought to bind viral RNPs (Haller and Kochs, 

2011), but no direct evidence of this interaction has been demonstrated during 

influenza infection. 
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Table 1. Proteins interacting with MxA during influenza infection. A549 cells 
were infected for 18 hours with 1 MOI A/California/04/2009 (H1N1). An MxA 
antibody was used to perform a co-immunoprecipitation. Eluted proteins were 
sequenced using mass spectrometry. Limiting spectral count to 30 or more and 
total peptide counts to greater than five, we have listed the top 20 non-
contaminant proteins that pulled down with MxA after infection. 
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Figure 4. Confirmation of MxA-PHB2 interaction. After co-immunoprecipitation 
of protein from A549 cells infected for 18 hours with 1 MOI A/California/04/2009 
(H1N1), lysate flow through and eluate (MxA IP) were subjected to western blot 
detection of PHB2. 

 

 

Table 2. Influenza proteins interacting with MxA. Using the same conditions 
for co-immunoprecipiation as Table 1, influenza proteins were identified as 
interacting with MxA during infection. Inclusion parameters were such that 
spectral count was greater than five, and total peptide count was greater than 
two. 

 

 

 

 

Discussion 

 

 We have demonstrated that of MxA was present in uninfected human lung 

epithelial cells, activated by viral infection, was a key piece to the antiviral 

signaling network, and interacts with various host and viral proteins. We present 

these findings not in contradiction to the current view of MxA activity (Haller and 

Kochs, 2011; Haller et al., 2007) but in addition to the past work conducted on 

this important antiviral molecule. Many groups have added to the idea that Mx 
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proteins are primarily induced by type 1 IFN signaling in similar experimental 

settings, but our model is unique in that we are investigating the earliest events 

of antiviral signaling using different technologies to accomplish our goals. The Mx 

proteins are some of the most effective antiviral defense molecules in the innate 

immune arsenal, from humans down to fish (Verhelst et al., 2013). Our 

hypothesis was that these vitally important proteins would be better suited as 

first-line defenders in addition to being enhanced further by type 1 IFN 

stimulation.  In Fig. 1A, we establish that MxA protein was present in A549 cells 

by western blot. Additionally, our confocal microscopy model allowed us to track 

the activation of MxA (Fig. 1 B&C) very early during influenza virus infection.  By 

choosing early time points, we were able to take a look at MxA activity before 

type 1 IFN signaling could induce de novo MxA fabrication. The virus infection 

induced, first-line activation of MxA is a new finding that could aid in the research 

for new investigations to help defend people and agricultural species from viral 

infection. 

 We also found a surprising new role for MxA. By knocking down MxA with 

siRNA and measuring expression of type 1 IFN pathway proteins during 

infection, we discovered that without MxA, a proper type 1 IFN response could 

not be initiated (Fig. 2B). In addition, loss of MxA expression leads to unrestricted 

influenza viral replication (Fig. 2A), further confirming the importance of MxA in 

the defense against influenza virus infection. Most studies of MxA activity during 

infection focus on post-type 1 IFN stimulation, usually beginning 6 hours after 

infection. Our approach to study gene expression very early during the infection 
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allowed us to uncover the first events that occur after infection.  In our control 

experiment, we see a robust increase in antiviral gene expression, but the loss of 

MxA nearly abolished antiviral signaling for as long as six hours after infection. 

With the growing interest in research focusing on upstream molecules in the type 

1 IFN pathway such as MAVS (Belgnaoui et al., 2011), RigI (Ehrhardt et al., 

2010), and the IFITMs (Perreira et al., 2013), our findings could help fill in gaps in 

the current knowledge of how viruses are sensed by cells and how the cells 

defend themselves from infections. Eventually, we would like to validate our 

findings in more relevant models such as primary cell lines and in mice that have 

had their Mx genes repaired.  

 To understand how MxA is contributing to antiviral signaling, we 

investigated the terminal step in the type 1 IFN response, activation of IRF3. The 

IRF family of genes has been identified as critical to mounting a proper type 1 

IFN response and priming the adaptive immune response (Honda and Taniguchi, 

2006; Nakaya et al., 2001). The constitutive expression of IRF3 further points to 

its importance to the immune system. To be activated, IRF3 must be 

phosphorylated, dimerize, and translocate to the nucleus of infected cells where 

it acts as a transcription factor for type 1 IFNs and genes involved in the adaptive 

immune response such as CXCL9 and CXCL10 (Honda and Taniguchi, 2006). 

This activation of IRF3 occurs proximal to the mitochondria in many models 

(Fitzgerald et al., 2003). Our findings that loss of MxA expression leads to 

deficient IRF3 activation during infection add another layer of regulation occurring 

during the type 1 IFN pathway. With further research, we may find that MxA is a 
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critical but member of the type 1 IFN signaling scaffold. It is clear now that, in our 

model, MxA is intimately tied to the activation of IRF3. 

 We have also identified novel binding partners of MxA during influenza 

virus infection. Our findings are lead us to hypothesize that MxA has some role to 

play in the antiviral signaling events occurring near the mitochondria (Table 1). 

Using a co-immunoprecipitation model, we identified several mitochondrial 

metabolic proteins that interact with MxA during infection, but we need to further 

validate these interactions. We found that PHB2 interacts with MxA during 

influenza infection. This is interesting because PHB2 has been implicated as a 

critical player in the maintenance of mitochondrial form and function (Osman et 

al., 2009) as well as in the formation of signaling scaffolds (Nijtmans et al., 2000). 

The mitochondria are now appreciated as a vital construction platform for 

signaling molecules in the induction of the type 1 IFN response to a variety of 

stimuli (Khan et al.; Scott, 2009). Discovering MxA interacting with mitochondrial 

protein PHB2 could lead to MxA being included as another key molecule 

regulating antiviral signaling. We would like to further resolve these interactions 

by pulling down MxA at very early time points during infection, but the amount of 

bait protein available during these events has made this approach exceptionally 

challenging. With the advent of multicolor, superresolution microscopy, we could 

attempt to image proteins colocalizing with MxA during the earliest events of 

infection. 

 We would like to suggest an alteration of the current model of MxA activity 

to include MxA as a first line defender that senses virus and interacts with the 
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type 1 IFN signaling response somewhere in proximity to the mitochondrial-

mediated scaffolding network. Much work remains to be conducted to validate 

and complete this model and our data will add to the future of antiviral signaling 

research. 

OVERALL CONCLUSIONS 

 The innate response to influenza virus infection is a critical layer of 

immunological defense. If the innate response can defeat an incoming pathogen 

before it establishes productive infection, then a better chance for survival is 

conferred. We have shown that lipid signaling through PLD is an imporatant 

mechanism during viral entry and subsequent defensive actions by the cell. By 

inhibiting PLD, viral entry kinetics are slowed. This alteration in viral invasion 

gives the affected cell more time to sense the pathogen and mobilize defense 

molecules, and this protection is dependent on an intact type 1 IFN response. 

The transcription factor IRF3 is an integral player in the type 1 IFN response. We 

hypothesized that loss of IRF3 would be detrimental to cells and mice during 

influenza infection, however loss of IRF3 does not affect viral replication in cells 

or mice. In addition, IRF3-⁄- mice are more likely to survive a lethal influenza 

infection compared to intact mice. This benefit is related to an increase in 

antigen-specific CD8 T cells, but more work is needed to understand the 

mechanism of protection. An antiviral effector protein, MxA, has long been 

thought to be an IFN inducible ISG. We find that while MxA is upregulated after 

IFN release, it is also present at basal levels in human lung cells. During 

infection, MxA interacts with both influenza proteins and host cell molecules 
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involved in building signal scaffolds, suggesting a that MxA is involved in type 1 

IFN signaling. It remains to us to decipher the temporospatial regulation of MxA 

during influenza infection. Such a potent antiviral molecule could be an ideal 

target for defensive therapeutic development. Overall, the innate immune system 

is a fascinating interplay between pathogen and host cell. Components of the 

innate system are showing potential to be targets for supportive or prophylactic 

agents. If an influenza pandemic such as the 1918 pandemic occurs again, we 

would do well to investigate all possible strategies for defense. 
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