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Abstract: - Deep neural networks (DNNs) have recently 
demonstrated the capability to predict traffic flow with 
big data. Although existing DNN models can provide 
better performance than shallow models, it is still an 
open question to make full use of the spatial-temporal 
characteristics of traffic flows to improve performance. 
We propose a novel deep architecture combining CNN 
and LSTM for traffic flow (RCF) prediction. The model 
uses CNN to explore temporal correlation and LSTM to 
explore spatial correlation. Factors such as weather and 
historical period data are also added to the feature. Its 
advantage lies in making full use of the spatial-temporal 
correlation of traffic data and more comprehensively 
considered the impact of multiple related factors. Aim-
ing at the difficult problem of obtaining spatial features, 
a feature selection method based on Random Forests is 
proposed. We use the Gini score to represent the spatial 
connection between intersections to form a network 
graph constructed based on data.  The experimental 
results show that based on the random forest feature 
selection and RCF model, the accuracy of traffic predic-
tion reaches 90%. 

Keywords: Deep learning, traffic flow prediction, 
neural network, Random Forests. 

INTRODUCTION 
 In recent years, socio-economic development has 
been rapid, and car ownership has also increased rapid-
ly, making urban road resources even more scarce. The 
research on the causes of traffic jams found that the 
lack of matching the growth of scarce road resources 
with an almost unlimited increase in vehicles is the 
most fundamental cause of urban traffic confusion. Be-
sides, improper use of resources can also lead to local 
special congestion. Based on the above, traffic flow pre-
diction has become a hot research topic in the past dec-
ades. 
 
 Driven by big data, how to make full use of the 
knowledge hidden in big data to make predictions? Cur-
rently, in most cases, shallow-structured models are 
used. These models are simple and effective for a small 
number of data samples, but they have big limitations 
when dealing with large data sets and complex non-
linear structures. 
 
 Recently, deep neural networks have made break-
throughs in processing large data sets such as images, 
languages, and speech [1–3]. Deep learning uses a mul-
ti-layer architecture for feature extraction of data. The 
latest results show that Deep Learning is a good tool for 
processing traffic flow data. However, traffic flow is 

very complicated and has rich features in the spatial-
temporal dimension [4]; it is not easy to make full and 
effective use of spatial-temporal characteristics. 
 
 This paper uses the big data environment and related 
technologies to obtain traffic data at all intersections in 
Changsha. In the absence of relevant locations between 
intersections, it has made innovations from the follow-
ing two aspects: 
 • To explore its spatial correlation and establish an 
intersection-associated road network based on data, 
this paper introduces a Random Forest model to select 
features at intersections. It not only solves the problem 
of redundant features but also can obtain relevant in-
tersections of the target intersection. 
 • To make full use of the spatial-temporal correlation, 
this paper also introduces a deep learning model (RCF) 
to predict the traffic flow. To indicate the periodicity of 
traffic flow, the traffic flow of the last day and the previ-
ous week is input into the prediction model. At the 
same time, weather factors are added to the model. It 
fully mines the characteristics of the data and provides 
a basis for better implementation of intelligent traffic 
control. 
 
 The structure of this paper is described as follows: 
Section two presents the related work. Section three 
presents feature selection based on random forest, and 
the overall framework of deep learning from the per-
spective of temporal and spatial correlation. Section 
four presents’ empirical studies using real traffic da-
taset and evaluates the performance of the proposed 
method. The last section offers conclusions and direc-
tions for future research. 

RELATED WORK 
 In this section, we will summarize the current re-
search status of traffic flow prediction, as well as the 
related background of deep learning and the latest de-
velopments in traffic flow prediction based on the deep 
learning framework. 
 
A. Traffic flow prediction based on statistics and ma-
chine learning 
 
 Since the 1980s, researchers have begun to study 
short-term traffic flow forecasting to achieve real-time 
useful traffic control [5]. The historical mean method 
and regression prediction method proposed by SMITH 
BL (1997) [6]. In addition to statistics-based methods, 
Kim et al. (2017) [7], and others proposed a method 
based on a mixture of Markov random fields and sup-
port vector machines to express the space-time rela-
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tionship of a given location through a 3D map. 
Xianglong L et al. (2018) [8], combined a hybrid ap-
proach of an improved seasonal autoregressive inte-
grated moving average (ISARIMA) model and a multi-
ple-input autoregressive (AR) model. Later, Yang et al. 
(2019) [9], proposed exponential smoothing and ex-
treme learning machine prediction models based on 
efficiency considerations. 
 
 However, these prediction methods have their limita-
tions: the historical mean method is simple, but they 
cannot study the dynamic and nonlinear characteristics 
of traffic flow. Although non-parametric regression can 
be applied to the nonlinear dynamic system of traffic 
flow, the use of this method a large amount of analysis 
data is needed, the prediction speed is slow, and the 
determination of parameters is relatively tedious. These 
models cannot solve the problem of spatial-temporal 
correlation. Although the above-mentioned hybrid 
models try to use the spatial-temporal correlation, they 
cannot well grasp large data sets. And these methods 
are performed under the condition that the relative po-
sition of space is known. How to make full use of the 
characteristics of large data sets and how to build mod-
els under missing conditions are still big problems. 
 
B. Prediction of traffic flow based on deep learning 
 
 Due to the advantages of neural networks in dealing 
with nonlinearity and general approximation, it has 
been frequently applied to traffic flow prediction. Com-
bining neural networks and Bayesian inference to pre-
dict future traffic flow; Jiang et al. (2005) [10] devel-
oped a time-delay regression neural network model to 
predict traffic flow and emphasized its importance and 
periodic prediction. The shortcoming of the above 
method lies in the contradiction between large traffic 
data and shallow structure. Similarly, lv et al. (2015) 
[11], an encoder model based on traffic flow prediction 
methods. Yang et al. (2017) [12], developed a Stack 
Denoise Auto encode method to learn a hierarchical 
representation of urban traffic vehicle flow. Polson and 
Sokolov (2016) [13] use deep learning to predict traffic 
flow during special events. These methods are all fully 
connected structures, and there are no assumptions 
about the features in the fully connected architecture, 
so it is difficult to implement. 
 
 Zhang et al. (2016) [14] proposed a new method 
based on CNN. However, they only use the time dimen-
sion of traffic flow as a channel for image data, which 
means that the time dimension features are easily over-
looked. Ma et al. (2015) [15] used long-short-term 
memory networks to predict traffic speed, proving that 
long-short-term memory network structures can cap-
ture long-term dependence of traffic data. Zhang et al. 
(2018) [16], combining weather factors with GRU net-
works improves the accuracy of predictions. These 

methods ignore spatially related features. To overcome 
this problem, the deep architecture of short-term traffic 
flow prediction has been recently studied in ITS. Huang 
et al. (2014) [17], using a deep belief network to cap-
ture the spatial-temporal characteristics of traffic flow, 
and proposed a multi-task learning model for outbound 
and road traffic prediction; Yu et al. (2017) [18], DGM 
(1, 1) and GRNN mixed for prediction; Xu et al. (2019) 
[19], proposed a short-term traffic flow prediction 
method based on deep belief networks and support 
vector regression. However, these deep architectures 
are performed under the condition that the spatial 
characteristics are known, and the problem of how to 
build the model under the condition of unknown spatial 
position still cannot be solved. Therefore, how to make 
full use of traffic conditions to build deep architecture 
models remains challenging. 
 
Data and methods 
 In this section, we are based on the full traffic data set 
of the intersections in Changsha. Under the condition 
that the geographic location information between the 
intersection is missing, we use the Random Forests 
model to perform feature screening to explore the cor-
relation between intersection to simulate the effect of 
spatial correlation. It also uses a combination of LSTM, 
CNN, and FC to build a deep neural network framework, 
making full use of large data sets, and using the charac-
teristics of the model architecture to represent the spa-
tial-temporal correlation of data. 
 
A. Feature Engineering 
 Due to the advantages of neural networks in dealing 
with nonlinearity and general approximation, it has 
been frequently applied to traffic flow prediction. Com-
bining neural networks and Bayesian inference to pre-
dict future traffic flow; Jiang et al. (2005) [10] devel-
oped a time-delay regression neural network model to 
predict traffic flow and emphasized its importance and 
periodic prediction. The shortcoming of the above 
method lies. 
 
Feature selection based on Random Forests 
 It is known that the data of one intersection is related 
to multiple intersections. How to determine which in-
tersections are related to the target intersection? In-
spired by ensemble learning, we take other intersec-
tions at the same time as input and the target intersec-
tion as output. Then, we use a Random Forests model to 
train and choose the intersection with a higher correla-
tion as the feature. The idea of using the Random For-
ests to evaluate the importance of the feature is rela-
tively simple, mainly to see how much contribution 
each feature makes to each tree in the Random Forests, 
and then take the average, Finally, the contribution be-
tween different features is compared. The measure-
ment indicators of the contribution include the Gini in-
dex. 
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We use VIM to represent the importance of variables 
and    to the value of Gini. Suppose there are m fea-
tures               , and now we need to calculate the 
     index score      of each feature   , the average 

change in the j-th feature's node splitting impurity in all 
decision trees in a Random Forests. The relevant calcu-
lation equation is expressed as follows[20]: 

          
 

   

   

                                

     
    
                                 

     
    
   

   

    
    
                      

    
    
   

 

   

    
    
                        

     
    

   
      

                             

 
Equation 1 is used to calculate the      index, where 
  represents   categories and     represents the pro-
portion of category   in node  . Equation 2 is used to 
calculate the score of node   split, where     and    
respectively represent the      index of the two new 
nodes after the split. Equation 3 is used to calculate the 
score of feature    in tree  . Equation 4 is used to calcu-

late the total score of feature    in the n class tree. 

Equation 5 normalizes all the obtained importance 
scores to obtain the score of the final feature   .  

Through relevant calculations, we select the intersec-
tions with higher scores as the associated intersections 
of the target intersections. How much is the number of 
relevant and delicious? We use the embedding method 
to draw the curve of the number of different intersec-
tions to the results (which will be explained in 4.2). Ex-
periments show that the number of intersections is the 
most effective. For the full use of spatial correlation, we 
choose 25 intersections (including target intersections) 
form a 5 * 5 matrix and are put into the CNN network. 
 

Other related features 

To make full use of the characteristics of the data, we 
calculate the statistical results of the target intersection, 
such as mean, variance, maximum, minimum, and aver-
age. These statistical structures are also put into the 
input as features. The data itself shows periodic chang-
es in units of days, so we use the time data of yesterday, 
last week, and last month to increase the temporal cor-
relation of features. Besides, the weather conditions 
will have a certain impact on the traffic volume, so we 
also put weather data as features into the input. 

 

B. Spatial correlation based on CNN 
To make full use of the spatial correlation characteris-

tics of the data, we add CNN to the model. CNN is a very 

powerful tool that can be used to process spatial corre-
lation data of images and videos with local structures. 
This paper chooses the correlation calculated in Ran-
dom Forests. 25 intersections form a 5 * 5 matrix, and 
the results calculated by the CNN are combined with the 
original data of the intersection as the input of the re-
current neural network. In this paper, a complete con-
volutional network is used, and no pooling layer is used 
in the model. Because it is clear that a fully convolution-
al network achieves better performance in small image 
recognition and spatial dimensions. 

The traffic data for this task is limited. Generally, the 
deeper the network, the stronger the network's repre-
sentation ability. However, the deeper network requires 
more training data and is more likely to overfit. For bal-
ance, the convolution kernel size is set to 3 * 3. The cal-
culation equation of the CNN is as follows:  

 

   
   
      

   
                  

     

 

   

 

   

    
   

           

 
 In this equation, f is a non-linear activation function 
ReLU, and the convolution kernel size is 3*3. The convo-
lution layer is used to convert the data from 5*5 to one-
dimensional data, and this data will be input to the sub-
sequent network structure as features. 
 
C. RNN-based temporal correlation 
 The traffic flow changes periodically in time. In order 
to add time-varying features, this paper introduces RNN 
as a model, and LSTM shows good performance in time-
related data prediction. The related equation is as fol-
lows: 
 

  
   
       

                                 

  
   
       

                                 

               
                              

       
   
          

                         

  
   
       

                             

       
   
                                     

  
 The output results of the CNN and the historical data 
of the target intersection are combined into the LSTM. 
The output results are combined with the average value, 
variance, maximum value, minimum value of the time, 
whether it is weekend, weather, and other results as 
input to FC to get the final result. The overall architec-
ture is shown in Figure 1, the overall structure of the 
model uses multiple layers of convolution to compress 
the data feature results extracted from the Random 
Forests to obtain spatial correlation results, and then 
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input them into the two-layer LSTM network together 
with the historical data of the target intersection. The 
FC layer gets the final predicted result. This structure 
takes into account the spatial-temporal characteristics 
of the data itself and oter factors such as weather. When 
considering the loss function, the loss function of most 
regression problems is MSE. In the course of the exper-
iment, it was found that when predicting the traffic at 
different intersections, the traffic flow at each intersec-
tion is different, so using MSE alone, the gradient de-
scent rate of different intersections is different. There-
fore, we add MAPE based on MSE, and the two together 
serve as a loss function to synchronize training efficien-
cy. 
 

Other feature concat

Temporal representation

Spatial representation

Conv Conv Conv

LSTM LSTM LSTM

LSTM LSTM LSTM

FC

...

...

...

Data of other crossing

Historical data concat

historical data Merged data

Prediction

Other features

 
Figure 1. The overall architecture of the neural 
network 
 Experimental results and analysis 
A. Evaluation of prediction results 

In this section, we use traffic flow data from Changsha. 
The performance of the proposed model is evaluated by 
comparing the proposed model with several prediction 
methods with deep architecture. 
 
Experimental Setup 

The data used in the experiment are from Changsha 
traffic flow data. The data comes from the Changsha 
Traffic Police Building through equipment at each inter-
section in Changsha. Calculate the passing data within 
five minutes of each intersection as the five-minute traf-
fic flow at that intersection. There are 460 intersections 
in Changsha. We select the representative intersections, 

and the data time is from March 11, 2017, to April 1, 
2019. To ensure that the data is updated accurately and 
has good generality, we take 5 minutes as a time. The 
amount of data at each intersection is about 200,000. 
All prediction models apply this data set for prediction. 
The characteristics of the data are shown in Figures 2, 3, 
4, and 5: 

 
Figure 2. Seven-day traffic flow trend 

 

 
Figure 3. The trend of traffic flow in one day 

 

 
Figure 4. The overall distribution of traffic 

From Figures 2 and 3, it can be seen that the traffic 
changes periodically with time (using 5 minutes as a 
time, 7 days as 2016 time periods, and 1 day as 288 
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time periods). The daily rules are similar. It can be seen 
from Figure 4 that there will be more traffic distribution 
during peak hours and troughs. It can be seen from Fig-
ure 5 that the traffic volume on holiday is high and the 
traffic volume on weekdays is small. 
 

 
Figure 5. Seven-day traffic average 

The experiment uses a laboratory server as a device 
for training and testing. The device configuration is as 
follows: The system is ubuntu-server 4.4.0-154-generic, 
the CPU is Intel Xeon Gold 6140, the GPU is NVIDIA 
Corporation GP102 [TITAN Xp], and the memory is 16G. 
The model is trained for 100 steps and takes 6 hours.  

 
We use the following representative models for com-

parison experiments: LGBM(LighrGBM), ElasticNet, 
MLP, KNR(K-Neighbors Regresso), RFR(Random For-
ests Regressor), GBR (Gradient Boosting Regressor), BR 
(Bagging Regressor). To ensure the fairness of the ex-
periment, the same data set is used for the experiment. 
To ensure that the model does not appear to overfit, we 
use 5-fold cross-validation. 
 
Prediction accuracy comparisons 
 We use MAE, MAPE, RMSE to compare the experi-
mental results. The three index equations are as follows:  
 

    
 

 
    

 
    

 

   

                       

     
 

 
  
  
 
   

  
 

 

   

                    

      
 

 
    

 
    

 
 

   

                     

 
 We averaged the results of 5-fold cross-validation. 
The higher the score, the better the model effect. The 
average score of the 5-fold cross-validation is as follows:  
 
Table 1. Average results of 5-fold cross-validation 

model MAE MAPE RMSE 
RCF 17.0312 0.0972 26.0566 
ElasticNet 17.5302 0.1154 26.3270 
MLP 18.5064 0.1164 27.3848 
KNR 18.2638 0.1130 27.0030 
RFR 18.5958 0.1110 28.0226 
GBR 17.6280 0.1068 26.2976 
BR 17.5538 0.1092 26.2050 

 
 It can be seen from the figure that the RCF 5-fold 
cross-validation results are better than other models. 
 
B. Analysis of results 
 In this section, the reasons for the good performance 
of the model will be analyzed. The following two points 
are considered: 
 • Use Random Forests to filter features: Here we use 
the embedding method to use Random Forests to filter 
the full features. The problem is reflected by the effect 
of different feature importance thresholds on the re-
sults, and the results are shown in Figure 4-5: 
 

 
Figure 6. Feature selection 
 
 It can be seen from the figure that the number of se-
lected features reaches the best at 24, and then the 
threshold value increases, and the effect of increasing 
the number of features decreases instead. This shows 
that the use of a full-scale result set can not only have a 
good effect on the results but instead have an effect In-
creased noise makes the effect worse and worse. 
 

• Use CNN + RNN + FC hybrid model (RCF): Compar-
ing MLP with this model, we can find that the result of 
using the hybrid model is better than MLP itself. It 
shows that using CNN and RNN can add the spatial and 
temporal correlation features to the model itself, which 
has a good impact on the results. 
 
Summary 
 
 This study contributes to the research on traffic flow 
predictions in two important ways: In the absence of 
spatial correlation information, a data-based network 
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was established to select random forest features. Be-
sides, it reduces the complexity of the features and the 
effect of noise on the results. It proposes a new predic-
tion model RCF, the model exploits the advantages of 
various deep learning architectures including fully-
connected neural networks, recurrent neural networks, 
and convolutional neural networks to improve predic-
tion performance. The developed model not only pro-
duced encouraging prediction accuracy, proposes how 
to mine the correlation between features without real 
spatial correlation. It suggests a new way of thinking 
about both traffic flow prediction and traffic flow data 
analytics. 
 However, a more efficient deep architecture combin-
ing traffic flow theory and its related applications in 
urban transportation networks is still worth exploring. 
Understanding and visualizing deep learning of traffic 
flow will be another research direction in the future. 
Deep learning is very useful for other traffic-related 
applications, such as lack of data interpolation and traf-
fic incident detection. 
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