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Tendency for data mining application in healthcird@ay is great, because
healthcare sector is rich with information, andadatining is becoming a
necessity. Healthcare organizations produce ankbotolarge volumes of
information on daily basis. Use of information teologies allows

automatization of processes for extraction of das help to get interesting

knowledge and regularities, which means the elitionaof manual tasks and

easier extraction of data directly from electrorécords, transferring onto
Keyword: secure electronic system of medical records whiithsave lives and reduce
the cost of the healthcare services, as well arlgl dscovery of contagious
.. diseases with the advanced collection of data. Daiging can enable
Medlcme_z healthcare organizations to predict trends in thept conditions and their
Information system behaviors, which is accomplished by data analysismf different
Healthcare perspectives and discovering connections and oektifrom seemingly
unrelated information. Raw data from healthcare mimgions are
voluminous and heterogeneous. They need to bectedleand stored in the
organized forms, and their integration enables fiogmof hospital
information system. Healthcare data mining providesntless possibilities
for hidden pattern investigation from these dats.sEhese patterns can be
used by physicians to determine diagnoses, prognasd treatments for
patients in healthcare organizations.

Data mining
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1. INTRODUCTION

Healthcare organizations today are capable of géingrand collecting a large amounts of data.
This increase in volume of data requires automatiyg for these data to be extracted when neededh Mt
use of data mining techniques it is possible toaettinteresting and useful knowledge and regugsrit
Knowledge acquired in this manner, can be usegjmapriate area to improve work efficiency and endea
quality of decision making process. Above statethfgothat there is a great need for new generation
computer theories and tools to help people withragxing useful information from constantly growing
volume of digital data [1]. Information technologi@re being increasingly implemented in healthcare
organizations in order to respond to the needsoatads in their daily decision making activitiesatd
mining tools can be very useful to control limitats of people such as subjectivity or error duéatigue,
and to provide indications for the decision-makimgpcesses [2]. The essence of data mining is in the
identification of relations, patterns and modelatthrovide support for predictions and of decismaking
process for diagnoses and treatment planning. Theskels can be called predictive, and they aregbein
integrated into information systems of hospitalsaasodels for decision making, reducing the subjiggt
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and decision making time. In addition, the use oformation technology in healthcare enables
comprehensive management of medical knowledgetarsgcure exchange between recipients and providers
of healthcare services [3]. Widespread use of médion technology enables the elimination of manasks

of data extraction from charts or filling of spdi@ad questionnaires, extraction of data directigni
electronic records, transfer on secure electroystesn of medical records that will save lives aeduce the
cost of health care, early detection of infectidiseases with advanced collection of data etc.idetr of
information with the help of computers can help tjuality of decision making and avoiding human esro
When there is a large volume of data that needretolassified, decision making by people is usuadipr

[4]. Data mining represents the process of anatyraw data with the help of computer and extractibn
their meaning. It is frequently defined as discawgipreviously unknown and potentially useful infation

from large volume of (unstructured) data [5]. Thaé this technique, it is possible to predict d®mnd
customer behavior and thus provide the organizatitmisiness success. This is accomplished by data
analysis from various perspectives and findingdbenections and relations between mutually uncaedec
information. In the process of data mining previgusnknown trends and patterns from a database of
historical information are being discovered and théormation is being converted into significantdiness
solutions [6].

2. PROCESSOF KNOWLEDGE DISCOVERY AND DATA MINING

Knowledge discovery (KDD) is a process that allaaudomatic scanning of high-volume data in
order to find useful patterns that can be consitlexe knowledge about the data. Once the discovered
knowledge is presented, the evaluation measurebeamproved, mining can be further "refined", neéava
can be selected or further transformed, or new slatiaces can be integrated in order to obtain rdiffe the
corresponding results [7]. This is the processamiverting low level information into high level kwéedge.
Therefore, KDD is a non-trivial extraction of imgli, previously unknown and potentially useful
information from data that is located in databagdthough data mining and KDD are often treated as
equivalent, in essence, data mining is an imporstep in the KDD process. The process of knowledge
discovery involves the use of the database alontp any selection, preprocessing, subsampling and
transformation; by applying data mining methodsegoumerating the models from it; evaluating thedpists
of data mining to identify subsets of enumeratediem that represent knowledge. Data mining componen
of the knowledge discovery process refers to tlywrahmic means by which models are extracted and
enumerated from the data [1].

With the application of data mining tools in sprelaget of the program that analyzes data to identify
patterns and relations, user profiling and developmof business strategies can be started [8]. Matt
mining software include online analytical procegsittaditional statistical methods, such as cluatalysis,
discriminant analysis and regression analysis,reomdtraditional statistical analysis such as nenedvorks,
decision trees, link analysis and association @&malyl his wide range of techniques is not surpgismlight
of the fact that data mining is derived from thoifferent disciplines, database management, statiand
computer science, including the use of artificraélligence and machine learning [9].

Because of all this data mining process is ineabfig linked to computers. With the help of special
software, a big computer systems analyze data dlifferent angles, find a hypothesis, experimenhwlitem
and learn from previous experiences. One shoul@ysvibear in mind that the software is just a tbat s
still required the presence of human experts te ghe final decision in the fields in which dataning is
being applied. But in the first stage of processiogiputer systems are indispensable for their sprddack
of prejudice. Unlike humans, which would let thevimlus connection between the two data missed bedaus
is beyond their expectations, such an error cahappen to a computer. Also a human can be a vititne
conditionality with previous experience, which daaboth positive and negative, but in any case #sipde
to avoid.

It can be argued that data mining represents fqhainot the legality of the information. The
technology of data mining is closely associatechwiaita warehousing and intertwined with the sysfem
database management. Data mining involves the gsaafesearching a large amount of previously unknow
information, which it later used to make importémisiness decisions. The key phrase here is "unknown
data", which means that the information is clutiendth massive amounts of operational data whidmenv
analyzed, provide relevant information to organaal decision makers. Datasets are generally Jarge
complex, heterogeneous and hierarchical, and theyim quality. Preprocessing and transformatiodata
are needed even before data mining and discoverypeapplied. Sometimes data features are not aptim
for data mining and analytical processing. The lehale here is to convert data into the appropfiaiten
before the learning and data mining can start [10].
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Daily intake of information that large organizatioare storing in their databases, are measured in
terabytes. We can say only that one terabyte aae shough text that is equal to about two millbmoks.
Sources of information are different (internal,ertal, analytical), information can be attributmenumeric,
it can relate to factors that affect an organizesimperations, internal procedures, the organiaatiservice
users (consumers), business competition, businegsoement. However, such a raw data, inadequately
structured, with different formats, do not haveraag utility value. It is necessary to prepare andlyze it,
and based on that, get the information that canrensrganizational business success [5].

The choice of parameters, actions, componentshiordesign of data mining applications is often
made based on previous data, information or knoyded number of models and algorithms have been
developed for autonomous prediction based on datesponding to different features [11]. Data minin
consists of applying data analysis and discoveasiggrithms that, under acceptable computationatieffcy
limitations, produce a specific enumeration of @ais (or models) over data. It should be noted tinat
model space is often infinite, and enumerationha&f model involves some form of search in this area.
Practical computer restrictions are placing sevienids on the subspace which can be explored bw dat
mining algorithms [1].

Data mining consists of various methods. Diffene@thods serve different purposes, each method
has its advantages and disadvantages. Data mawskg tan be divided into descriptive and predidtha.
While descriptive tasks have a goal on finding enan interpreted forms and associations, after vamig
the data and the whole construction of the modeddiption tasks tend to predict an outcome of ager
Although the goals of description and predictioskiamay overlap, the main difference is that tresljotive
ones require that data include a special variablegponse. The response can be categorical orrigyme
further classifying data mining as classificatiordaegression. Predictive tasks make it possibleréalict
the value of a variable based on other existingrmétion. Descriptive tasks, on the other hand,kinenthe
data in a certain way. The main predictive and dgtsee data mining tasks can be classified asfeihg:
[13]:
« Classification and Regression - identification of new templates with predefinedjectives; These tasks

are predictive and they include the creation of ei®dtb predict target, or dependent variable frbendet
of explained or independent variables. Classifigais the process of finding a function that allcthe
classification of data in one of several class@s. dfassification tasks, the target variable usubals a
small number of discrete values, while with theresgion tasks, target variable is continuous.

« Association rule — association rule analysis is descriptive dataimgi task which includes determining
patterns, or associations, between elements insgéta Associations are represented in the forrale§,
or implications.

» Cluster analysis — descriptive data mining task with the goal touyr similar objects in the same cluster
and different ones in the different clusters. Pssoaf grouping determines groups of data thatiaies,
but different than other data. In this processaldés are identified by which the best groupingesg
realized.

e Text mining — most of the available data is in the form ofturtured or partially structured text, and it
is different from conventional data that are cortgde structured. Text is unstructured if there & n
previously determined format, or structure in dawxt is partially structured if there is a struetlinked
with the parts of data. While text mining tasksalgufall under classification, clustering and asiation
rule data mining categories, it is the best to bleséhem separately, because unstructured text s a
specific consideration. In particular, method fepresentation of textual data is critical.

e Link analysis — Form of network analysis that examines the aasons between objects. Link
classification provides category of an object, just based on its features, but also on conneciions
which it takes part, and features of objects cotatbwith certain path [14]. Example of link anakyén
medicine is task of predicting disease type basegewple’s characteristics or predicting age ofpteo
based on disease they are infected with and based® of people they have been in contact withk Lin
analysis can be used in order to understand whepatients go to receive the healthcare treatmehta
identify the components or resources in service tinast be addressed. This is a data mining forrh tha
includes population tracking during their moveméaim point to point in the system. This analysis
requires population segmentation so the analysifazus on percentage of the population [15]. ldeor
for the link analysis to be possible, all the pafi information must be stored in databases (p&iso
information, dates and time of visits, doctors tinaaited the patient, doctors that gave referpalent’s
previous diseases)

Upon completion of the information analysis, abuklts are displayed in a clear manner, usually in
the form of tables or diagrams that may be two disienal or three dimensional. Programs even allwav t
user to change any of the variables, and the effeitd change is shown in real time on the diagram
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3. APPLICATION OF DATA MINING IN HEALTHCARE

Modern era has brought significant changes, andrnmdtion technologies have found wide
application in the areas of human activities, al agin the healthcare. Development and implentemtaf
new information technologies that allow global netking, give modern medicine the epithet of
“informatical medicine”. Information technologiescreasingly provide the help in system approach of
solving medical problems [16]. Disposition of thight information enables the preparation of acaurat
reports, for example, usage of hospital capacitiesumber of occupied beds. At the same timedsisier to
monitor treatment and to check the information exge. Use of information technologies enables ohaifig
the healthcare system - how to improve public hedlte healthcare of the system users, reduce, sasts
time and money.

Healthcare abounds various information which catisesiecessity of data mining application. One
of the first applications in the area of data minfor healthcare was KEFIR (Key Findings Reportérat
was automatically analyzing changes in all relewartables, extracting the important ones, and ragldin
expert recommendations on what actions need taksntin response to these changes. It is well krtbanh
healthcare is a complex area where new knowledbeirgy accumulated daily in a growing rate. Bigt judir
this knowledge is in the form of paperwork, reqigtifrom a studies conducted on data and information
collected from the patient’s healthcare recordseréhis a big tendency today to make this infornmatio
available in electronic form, converting informatito knowledge, which is not an easy thing to do].[1
With the growth of costs in healthcare organizatiamd the growing necessity to control all the exsps,
suitable analysis of medical information has becaneissue of the utmost importance. All healthcare
institutions need an expert analysis of their malditata, the project that is time consuming andeagjve
[18]. There is a great potential for data mininglagation in healthcare. Healthcare institutions aery
oriented on use of patient’s information. Abilitp use a data in databases in order to extract lusefu
information for quality health care is a key of s@ss of healthcare institutions [4]. Healthcar@rimfation
systems contain a large volumes of information thelude information on patients, data from laboris
that are constantly growing. With the use of dafaimy methods, useful patterns of information can b
found in this data, that will later be used fortlfir research and report evaluation. A very impurissue is
how to classify large volumes of data. Automatiassification is done based on the similarities Hrat
present in data. This type of classification isfulsenly if the conclusion, that is drawn, is act#ye for the
doctor or the end user. Data mining provides sugfpoidentification of reliable relations betwetnatment
and outcome.

In medical research, data mining begins with thpollyesis and results are adjusted accordingly.
This is different from standard data mining pragtiehich simply begins with a set of data withobvious
hypothesis [19]. While the traditional data minisgiocused on patterns and trends in data seta,ndizing
in healthcare is more focused on minority thatas in accordance with patterns and trends. The tfaat
standard data mining is more focused on describimd) not explaining the patterns and trends, isotihe
thing that deepens the difference between standadd healthcare data mining. Healthcare needs these
explanations since the small difference can stataden life and death of a patient.

Analytical techniques used in data mining, in moases have long been known mathematical
techniques and algorithms. Although data mining igoung technology, the process of data analysis is
nothing new. The thing that linked these technigard large databases is a cheaper storage space and
processing power. Here are some of the technigiugata mining, which are successfully used in theaite,
such as artificial neural networks, decision trgesetic algorithms and nearest neighbor method.

Artificial neural networks are analytical techniques that are formed on thasisbof superior
learning processes in the human brain. As the huonaim is capable to, after the learning procesawd
assumptions based on previous observations, neetabrks are also capable to predict changes amt®v
in the system after the process of learning. Nengtivorks are groups of connected input/outputsuntiere
each connection has its own weight [20]. The leaymirocess is performed by balancing the net omésés
of relations that exist between elements in themptas. Based on the importance of cause and effect
between certain data, stronger or weaker connexcbetween "neurons" are being formed. Network fakrme
in this manner is ready for the unknown data andilit react based on previously acquired knowledge.
Artificial neural networks are ideal for multiprasor systems, where a large number of operatioms ar
performed in parallel.

Decision tree is a graphical representation of the relationd #dst between the data in the
database. It is used for data classification. Bsailt is displayed as a tree, hence the name ofabhnique.
Decision trees are mainly used in the classificatimd prediction. It is a simple and a powerful vedy
representing knowledge. The models obtained fraendécision tree are represented as a tree strudtoee
instances are classified by sorting them down tthe from the root node to some leaf node [21]. ibees
are branching based on if-then condition. Tree viswa clear and easy to understand, a decision tree
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algorithms are significantly faster than neuralwgeks and their learning is of shorter durationcisien tree
is a tree where each (non-terminal) node represetgst or decision on the item of information tisatsted
for consideration. The choice of a particular induslepends on the outcome of the test. In ordetassify
the data, process is starting from the root nodk fatlowing the argument down until it reaches fhral

node, at which time a decision is made. Decisier tran also be interpreted as a special form ofeaset,
which is characterized by its hierarchical orgatimaof rules.

Genetic algorithms are based on the principle of genetic modificatiotutation and natural
selection. These are algorithmic optimization simas inspired by the principles observed in natura
evolution [20]. The genetic algorithm creates a hamof random solutions to the problem. All these
solutions may not be good, a group of solutions banskipped entirely, and it can come down to the
overlapping solutions. Poor solutions are discarded the good ones retained. A good solutiongtee
being hybridized, and then the whole process isatgul. Finally, similar to the process of natuedéstion,
only the best solutions remain. So, from the sqiaiéntial solutions to the problems that competh ®ach
other, the best solutions are chosen and combiiitedeach other in order to obtain a universal sofufrom
the set of solutions that will become better antteloesimilar to the process of evolution of orgams.
Genetic algorithms are used in data mining to fdateu hypotheses about the dependencies between
variables in the form of association rules or otihégrnal formalism. The disadvantage of this mdtfsothat
it requires an enormous amount of processing p@andrit is too slow for trivial issues. Since evauary
computation is a robust and parallel search algawritit can be used in data mining to find interasti
knowledge in noisy environment. [22].

Nearest neighbor method is a technique that is also used for data clasditin. Unlike other
techniques, there is no learning process to ceeatedel. The data used for learning is in fact dehdNVhen
the new data shows up, the algorithm analyzedalldita in the database to find a subset of instatiat
are the best fit and based on that it is able ¢dipt the outcome. The study [23] conducted oragh@ication
of nearest neighbor method on benchmark data sedetect efficiency in the diagnosis of heart dissas
produced the results that application of this métlaghieved an accuracy of 97.4% which is a higher
percentage than any other published study on tie sat of data.

Data mining in healthcare demands close cooperdtitween managers of quality in healthcare
and data mining experts, and it is consisted ofyaisadriven by data and analysis driven by intef24].
Analysis driven by interest can be divided into ese\key phases: (1) acquiring knowledge from area,
(2) formulation of business questions, (3) processif business questions, (4) transformation ofrass
guestions into data mining queries, (5) executibrdata mining queries, (6) processing of data ngnin
results, (7) transformation of data mining resinte answers.

Type of analysis driven by data is used becausksisariven by interest can predict unexpected
patterns in data. Association rule is usually usétin these analysis. This approach that uses typibs of
analysis, has a good and a bad side, becausedtsans not thrilled with a large number of findiribat are
way beyond their field of expectations, and theaimgunexpected patterns don’t stay unnoticed.

4. ADVANTAGESOF DATA MINING APPLICATION INHEALTHCARE

Information technologies in healthcare have enalilesl creation of electronic patient records
obtained from monitoring of the patient visits. §tnformation includes patient demographics, resam
the treatment progress, details of examinationsqrileed drugs, previous medical history, lab rasugtc.
Information system simplifies and automates the kilow of health care institution. Privacy of
documentation and ethical use of information alpautents is a major obstacle for data mining in iciad.

In order for data mining to be more exact, it isessary to make a considerable amount of docunmmtat
Health records are private information, yet the obéhese private documents may help in treatingdte
diseases [19]. Before data mining process can bégalthcare organizations must formulate a clescy
concerning privacy and security of patient recofidss policy must be fully implemented in orderemsure
patient privacy. Health institutions are able t@ wta mining applications for a variety of areas;h as
doctors who use patterns by measuring clinicalcaithrs, quality indicators, customer satisfaction a
economic indicators, performance of physicians froaitiple perspectives to optimize use of resoyrcest
efficiency and decision making based on evideraentifying high-risk patients and intervene proasiy,
optimize health care, etc [25].

Integration of data mining in information systenmgalthcare institutions reduce subjectivity in
decision-making and provide a new useful medicabwdadge. Predictive models provide the best
knowledge support and experience to healthcare everkData mining is using a technique of predictive
modeling to determine which diseases and conditmmsthe leading trends. This requires a review of
medical documentation of a healthcare institutind prescription drugs to determine which problenesthe
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most common amongst patients. The problem of ptiedidn medicine can be divided into two phases:
learning phase and the phase of decision makinthelfearning phase, a large data set is transfbinte a
reduced (simplified) data set. Number of featuras @bjects in this new set is much smaller tharotiginal

set in several different ways. The rules generatetthis phase are used later to make accurateidesis
Newly formed data set is used to make predictiohemthe new instances with unknown outcomes occur
with the predictive algorithm. This algorithm comes the characteristics of a new object with the
characteristics of objects represented in the w#ledata set. If the match is found, the new objets the
outcome which is equal to the corresponding ohijetiie set. The goal of predictive data mining iedicine

is to develop a predictive model that is clear, ezakeliable predictions and helps doctors to imertheir
prognosis, diagnosis and treatment planning praesddmportant questions arise here [12]: if theadand
the corresponding predictive characteristics arfficgent to build a predictive model of acceptable
performance; what is the relation between attrilaute outcome; can it be found an interesting coathmn,

or the relation between attributes; whether the éuisite factors can be drawn from the original ladtes
that can increase the performance of predictiveatsod

A very important application of data mining is fbiomedical signal processing expressed by
internal regulations and responses to the stimeduslitions, whenever there is a lack of detailedvdedge
about the interactions between different subsysteamsl when the standard analysis techniques are
ineffective, as it is often the case with non-linessociations. Data mining provides the link bemve
knowledge of continuous data, such as biomedigalads collected from patients in intensive carasj@nd
it develops an intelligent monitoring system thahds reminders, warnings and alarms for the pestd
critical conditions [2].

Using association rules involves finding all théer) or at least part of key subsets of rules ighat
characteristic of certain information as a conseqas or as a antecedent. This type of problem rg ve
interesting for health professionals who are seagcior the relations between diseases and lifestgr
demographics or between survival rates and tredtriiéwe tasks of association are used to help stneng
the arguments regarding whether to engage or diteicertain rules in the knowledge model [26].

Tasks of the managers that manage quality of thathware services can be described as
optimization of clinical processes in terms of noadliand administrative quality as well as the dmstéfit
relation. Key questions of the process of healthcprality management are quality of data, standaldss,
and treatments. Data mining can be used by qual@tyagers to solve the following tasks: (1) Discongr
new hypothesis for indexes of quality for datandtxds, plans and treatments; (2) Checking if tierg
indexes of quality for data, standards, plans aaatinents are still valid; (3) Improving, strengtimg and
adjusting of quality indexes for data, standardisng and treatments; and (4) These tasks can lpo<ded
by data mining if the existing knowledge in domairseriously considered in data mining process.[24]

5. THE OBSTACLESFOR DATA MINING IN HEALTHCARE

One of the biggest problems in data mining in miedidés that the raw medical data is voluminous,
and heterogeneous [27]. These data can be gatfreradvarious sources such as from conversations wit
patients, laboratory results, review and interpi@taof doctors. All these components can have @oma
impact on diagnosis, prognosis and treatment ofpidueent, and should not be ignored. The scope and
complexity of medical data is one of the barriersuccessful data mining. Missing, incorrect, irgistent or
non-standard data such as pieces of informatioedsavdifferent formats from different data sourcesate
a major obstacle to successful data mining. Itasy\ifficult for people to process gigabytes ofaedls,
although working with images is relatively easycénese doctors are being able to recognize pattewns,
accept the basic trends in the data, and formalastional decisions. Stored information becomss ieseful
if they are not available in easily apprehensibleriat. The role of visualization techniques is @aging in
this, as the picture are easiest for people tonstated, and can provide plenty of information isnapshot of
the results.

Doctor’s interpretations of images, signals, oreotblinical data are written in unstructured free
language, so it is very difficult to perform datinmg of such data. Even specialists in the sarea aannot
agree on common terms that indicate the statusegbatient. Not only that different names are beised to
describe the same disease, but also tasks araggetten more complicated by using different grantcaht
structures to explain the relations between medintties. Also, another obstacle is that almdstialgnoses
and treatments in medicine are imprecise and stdgjeo error rates. Here the analysis of speaffiaitd
sensitivity are being used for the measuremenhedéd errors. One of the unique characteristicsegfical
data mining is that the basic data structures irdiome are poorly mathematically characterized in
comparison with other areas of physics scienceadse the conceptual structure of medicine conefsts
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description in words and pictures, with very fewnfial restrictions in the dictionary, image composif or
permissible relations between the basic concept.

Within the issue of knowledge integrity assessmisvi, biggest challenges are: (1) How to develop
efficient algorithms for comparing content of twadwledge versions (before and after). This challeng
demands development of efficient algorithms an@ datuctures for evaluation of knowledge integiityhe
data set; and (2) How to develop algorithms forlgating the influence of particular data modificeis on
statistical importance of individual patterns theg collected with the help of common classes td d@ning
algorithm. Algorithms that measure the influencattimodifications of data values have on discovered
statistical importance of patterns are being depesdo although it would be impossible to develomaersal
measure for all data mining algorithms [28].

Data mining in healthcare can be limited in dataeas, since the raw inputs for data mining
frequently exist in different settings and systefite administrations, clinics, laboratories etdhefefore,
data must be collected and integrated before datagncan take place. Building of data warehouserge
data mining begins can be a very expensive and tiomsuming process. Healthcare organizations that
develop data mining must use big investment ressyrespecially time, effort and money [9]. Dataimgn
project can fail from numerous reasons, like latkanagerial support, inadequate data mining eigeeetc.

6. CONCLUSION

Data mining has great importance for area of madicand it represents comprehensive process that
demands thorough understanding of needs of th¢hicaad organizations. Knowledge gained with theafse
techniques of data mining can be used to make ssftdedecisions that will improve success of heath
organization and health of the patients. Data nginfequires appropriate technology and analytical
techniques, as well as systems for reporting aaeking which can enable measuring of results. Daténg,
once started, represents continuous cycle of krin@eliscovery. For organizations, it presents dnine
key things that help create a good business syrafeaday, there has been many efforts with the gdal
successful application of data mining in the health institutions. Primary potential of this teanre lies in
the possibility for research of hidden patterngl@ta sets in healthcare domain. These patternbearsed
for clinical diagnosis. However, available raw neadidata are widely distributed, different and wvoioous
by nature. These data must be collected and storddta warehouses in organized forms, and theybean
integrated in order to form hospital informatiorsm. Data mining technology provides customemoeig
approach towards new and hidden patterns in deday fvhich the knowledge is being generated, the
knowledge that can help in providing of medical ander services to the patients. Healthcare in&iita
that use data mining applications have the podgsiltd predict future requests, needs, desires,canditions
of the patients and to make adequate and optimeisidas about their treatments. With the future
development of information communication technodsgidata mining will achieve its full potential tine
discovery of knowledge hidden in the medical data.
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