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Chapter 1

Introduction

Wireless communications systems, either satellite basetrestrial networks (e.g. GSM), require
utilisation of various resourcé order to send information at a desired rate from the trasra
(sources) to the receivers (sinks) of the communicatiotesys

The physical resources being considered relevant in tesighare, firstly, the portion of thee-
quency spectruraf certain bandwidth that is required to serve the desiredbar of users in the
communications system and, secondly, plosverthat has to be applied by the user terminals to
reliably transmit information to the receiver (cf. [Jahp9]

Transmit power is limited due to several reasons, such asnmuax available output power of
amplifiers, health protection for the users of the commuignoa equipment (especially for wire-
less communications with hand-held units), limitation ghitable energy (for battery operated
devices), and, finally, signal power may also be limited dusyistem and regulatory aspects, e.g.
to avoid excessive interference both for the respectivencomications system itself (intra-system
interference) as well as for other communications systemtsr{system interference).

Also availability of the frequency spectrum resource galgthas to be considered as limited.
However, for cable based communications (by transmisdiefectrical or optical signals) this has
little relevance, because if for a given communication iserthe number of users exceeds what
can be served with the available bandwidth, additional cié&ypaan be gained by simply installing
new cables. Transmitting information in the same portiotheffrequency spectrum, but over dif-
ferent cables can be considered as very efficient spacéahivisultiple accessYDMA), where the
required spatial separation of any two given communicdiides (=cables) to avoid interference
is virtually zero (however influence of cross-talk cannonkeglected in general, cf. [Mat00]).

In contrast, the frequency spectrum that is occupied (pbssime-variant) by a particular wireless
communications system, offering its services in a certaoggaphical region, cannot be reused
easily by another system in the same area, because of thalrmiarference that would arise and
eventually degrade the signal quality too midchherefore it is of great importance to implement
any wireless communications system witB@ectrum efficiencgs high as possible to accommo-
date as many systems, services, and users in the availaiesficy spectrum as possible.

'Here,resourceslenotes all physical, technical, and economical meanshthat to be provided and possibly are
consumed to create the intended communications serviae89J.

2In [Ber77] thespectral spacés introduced as a measure of the occupation of the spectsource in space and
time, being defined by the product of occupied bandwidthe tamd space.
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2 CHAPTER 1. INTRODUCTION

This is particularly true for satellite communicationsteyss as they have to compete about the
limited resource of available frequency spectrum with treviglers of wireless terrestrial commu-
nications systems, who express an ever-growing bandweittadd to the spectrum regulatory au-
thorities (e.g. European Conference of Postal and Telecanuaitions AdministrationsGEPT)).

One method of achieving a high spectrum efficiency is the dioated reuse of frequencies in
geographical regions sufficiently spatially separated [Q@JNowadays satellite systems achieve
such afrequency reusdy employing multi-beam antennas which create a patternxetl §pot
beams Users located within different spot-beams may reuse theesspectrum resource at the
same time. The frequency reuse is limited by the resultinguaiunterference, caused by the
users sharing the same spectrum resource at the samectirebdnnel usejs The co-channel
interferencegenerally increases as the spatial separation betweehasoiel users decreases, and
the maximum frequency reuse is limited by the minimum cordeh user separation that still
yields a tolerable level of interference.

Frequency reuse and, in consequence, spectrum efficiendyeaaaximised by employing means
to more efficiently cope with the interference caused byatiospaced co-channel users. In the
available literature one can identify two fundamentallyjeatent approaches to better cope with the
interference from co-channel users.

The first approach is based on decoding concepts suggestad yformation theoretic descrip-
tion of the multiple access channéllAC)3. The multiple access channel is encountered when
M > 1 sources send information to a common receiver, in our casadtellite, over a shared
medium (cf. Fig.1.1) [CT91]. In nowadays satellite communications systems tumumethod of

é b E ses husers (transmitters, sources)

Figure 1.1: Schematic representation of the multiple access channel (MAC) compriging
sources transmitting information to a single common receiver.

decoding thel/ source signals at the common receivendependent decodinwhere each signal
is decoded considering interference from co-channel wsemmknown noise. Information theory
of theMAC proves that independent decoding of the source signal#ybhpaiows only to achieve

a fraction of the information rates that can be achieved lyr@d joint decoding However, the
related decoder complexity for joint decoding can be cargid prohibitive (at least with the com-
puting power available today) as the decoding complexitwwgrexponentially with the number
of sources. Thereforsuccessive decoding an attractive alternative, which has a complexity

3Note the the acronym MAC sometimes refersriedium access contrdiowever, in this work only the multiple
access channel shall be meant.
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growing only linear with the number of sources and can wittiate restrictions achieve the same
information rates as joint decoding. Fixed beamforminghvetibsequent successive decoding in
satellite communications scenarios is discussed in,[&m99, Moh00, Ern01].

The second approach tries to efficiently exploit the spdisidtibution of the interfering co-channel
users by employing asntenna arraywith subsequent adaptive beamforming at the satellitarfaga
cf. Fig.1.1). This is sometimes also referred to as@art antennaBy this it is possible to adapt the
beam pattern of the antenna array to the particular co-eharser distribution by means of (digi-
tal) processing of the received source signals. Therefiveeference is suppressed more efficiently,
such that even closely spaced sources can use the sameispeegpurce without causing exces-
sive mutual interference. Because of the source signal sgpabased on the different source
locations in space, this is referred to as space divisioipheilaccess§DMA).* This approach is
discussed in a number of publications dealing with the paldr case of satellite communications,
e.g. [CLW92,B{p93, GGI95,LL9I6, Yu96, ic98, LCOO, liic00, Gay02].

Note that a receiver employing adaptive beamforming issparent [Bp93] and interference can
be suppressed independent of the particular signal forengt fnodulation scheme). Therefore
also interference from arbitrary sources (e.g. microwaxens [Jah99]) can be suppressed. With
joint and successive decoding this is not possible.

Finally, both approaches can be combined in a receiver thplays adaptive beamforming as well
as subsequent successive decoding. Of course, this repeiferms better than a receiver relying
purely on one or the other interference mitigating techaiqu

1.1 Problem Formulation

The following questions are raised in the framework skedcigove:

e Is it possible to describe the receiver types introduced@bemploying fixed or adaptive
beamforming, and independent or successive decoding,nifiadiway?

¢ Is there a simple solution to the resource allocation prolséallocating transmit powers to
the sources in order to achieve equal information rateslfgparces?

e How do the receivers employing adaptive beamforming argi/locessive decoding perform
in comparison with the receiver relying on fixed beamformamgl independent decoding
being standard today?

e How close is the performance of a receiver employing botlpaaabeamforming and sub-
sequent successive decoding to a receiver employing ottigreadaptive beamforming or
successive decoding?

¢ Is fixed beamforming with successive decoding performirtteb¢han adaptive beamform-
ing with independent decoding or vice versa?

e How do the answers to the above questions possibly depertequatticular source distri-
bution and the resulting interference scenario?

An outline of the content of the 5 chapters where the answedletabove questions will be derived
is provided in the following.

“Note that also the frequency reuse obtained with fixed beam®e considered &DMA.
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1.2 Chapter Outline

Chapter 2: Satellite Communications As a basis for the subsequent chapters central concepts
and terms related to satellite communications are intredinere, such as orbit heights etc.
Also the characteristics of the wireless propagation cebancountered in satellite commu-
nications will be addressed.

Chapter 3: Adaptive Array Antennas and Satellite ScenariosA systematic treatment of the
posed questions requires to define a detailed antenna agraal snodel. For this firstly
basic antenna properties and related definitions are u¢extl Further, since this work is
concerned with satellite communications, satellite amhsrare treated in detail, in particu-
lar multi-beam antennas and the related frequency reusegn@alsmodel for theMAC in
satellite communications is defined. Finally, two pari@guatellite communications sys-
tems are introduced and described in detail, which wills@wsample scenarios to evaluate
and compare the performance of the various receiver opitnresluced above.

Chapter 4: Resource Allocation for the Fading Vector Multiple-Access Channelln a com-
munications system it is usually required that the sourcessapposed to transmit infor-
mation at a certain rate. Then the procedure of allocatiagsmit powers to the sources
depends on whether the receiver employs independent cessice decoding. We will for
both cases address the problem of optimally allocatingstrainpowers to all sources re-
quired to achieve the required information rates. To easesacto the topic, the well known
classical fadingAC will be treated at first, where again independent and suseeds-
coding will be looked at. Then independent and successivedieg are investigated for the
case that an antenna array with adaptive beamforming isoyeqhl As fixed beamforming is
the usual technique today an according signal model is akéind the information theoretic
implications are addressed.

Chapter 5: Receiver Structures for the Fading Vector MAC in Saellite Scenarios Various
receiver options will be compared in the two satellite sc@saintroduced in Chap. 3.
The main focus is on four receiver options, namely combaometiof fixed or adaptive
beamforming with independent or successive decoding.

Chapter 6: Implementation Considerations In the last chapter of this thesis implementation as-
pects of the receiver variants are discussed for comparison

Drahtlose Kommunikationssysteme, basierend auf Satellidder terrestrischen Netzen (z.B.
GSM), bedirfen verschiedener Ressourgetamit Informationen mit einer gaimschten Rate von
den Sendern (Quellen) zu den Er@pfern (Senken) des Kommunikationssystébertragen wer-
den lonnen.

Die fur die vorliegende Arbeit relevanten physikalischen Ressusind erstens die Bandbreite
des Frequenzspektrums, welche dtggt wird, um die gewnschte Teilnehmerzahl im Kom-
munikationssystem bedienen zdrnen und zweitens die Leistung, die von den Sendéger
aufgebracht werden muss, um Informationen z@ssilg zum Emgingeriibertragen zu émnen
(vgl. [Jah99]).

SHier werden mit dem BegrifRessourcerlle physikalischen, technischen, od&onomischen Mittel benannt,
die bereit gestellt werden issen und evtl. verbraucht werden, um die @eschten Kommunikationsdienste zu
ermdglichen [Jah99].
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Die Sendeleistung ist aus verschiedeneriif@en begrenzt, etwa durch die maximale Aus-
gangsleistung der Sendevénster, aus AGinden des Gesundheitsschutdasdie Nutzer der Kom-
munikationsgeite (dies gilt spezielltfr drahtlose Kommunikation mit Handggen), wegen der
begrenzt veiigbaren Energie {f batteriebetriebene Gae) und schliel3lich kann die Sende-
leistung auch durch System- oder regulatorische Aspeldeht@nkt sein, z.B. um Interferenzen
sowohl fur das eigene (Intra-System Interferenz), als alichahdere Kommunikationssysteme
(Inter-System Interferenz) zu vermeiden.

Auch die Ressource Frequenzspektrum muss generell als guarize veriigbar erachtet werden.
Fur kabelbasierte Kommunikation (mittdibertragung von elektrischen oder optischen Signalen)
kommt diese prinzipielle Begrenzung der Spektrumsressokacm zu Tragen: fallsif einen
Kommunikationsdienst die Zahl der potenziellen Nutzer iasrsteigt, was mit der vergbaren
Bandbreite bedient werden kann, dann kanrazighe Kapazit in einfacher Weise durch In-
stallation weiterer Kabel gewonnen werden. Dibertragung von Information im selben Fre-
guenzbereich, jedochlber verschiedene Kabel, kann man als sehr effizienten Raliiplexi
(space division multiple accesSIPMA)) betrachten. Dabei ist die bétigte Aumliche Tren-
nung zweier Kommunikationsverbindungen (=Kabel) zur \&idung von Interferenz nahezu ver-
schwindend (jedoch kann der Einfluss vbibersprechen im Allgemeinen nicht vernaissigt
werden, vgl. [Mat00]).

Im Gegensatz dazu kann das Frequenzspektrum, das von eystemSzur drahtlosen Kommu-
nikation in einer bestimmten geographischen Region undamitvariant belegt wird, nicht einfach
durch einen anderen Teilnehmer, Dienst oder ein anderdsr8ys derselben Region wieder ver-
wendet werden, da in der Regel die Trennung durch Antenne unkileisbreitung nicht ausreicht
und Interferenz entsteht, die die Signalqulitu stark beeinfichtigen viirde® Deshalb ist es
von grofl3er Bedeutung, dass ein System zur drahtlosen Korkatiomn mit einer nbglichst hohen
spektralen Effizienzgpectrum efficiengdymplementiert wird, um eine dyglichst grofRe Zahl von
Systemen, Diensten und Teilnehmern im ugldaren Frequenzspektrum zu égtichen.

Dies gilt insbesonderetf Satellitenkommunikationssysteme, weil diese um dierdreg
verfugbare Ressource des Frequenzspektrums mit den Anbietantioder terrestrischer Kom-
munikationsdienste konkurrieren, welche einen stets sewthen Bedarf an Bandbreite bei den
Regulierungsbeatrden anmelden (z.B. bei der European Conference of Postaledecommuni-
cations AdministrationsZEPT)).

Eine Methode eine hohe spektrale Effizienz zu erzielen, istkdordinierte Wiederverwen-
dung von Frequenzen in ausreichend voneinander entfegetgraphischen Regionen [LWJO0O].
Heutige Satellitensysteme erzielen eine solche Frequedewerwendungfiequency reusge
durch den Einsatz von Mehrkeulenantennmanlfi-beam antennasdie eine Gruppe von schmalen
Antennenkeulenspot beamserzeugen. Nutzer, die sich in verschiedenen, in der Redetfe
nicht benachbarten Antennenkeulen befindémnen gleichzeitig dieselben Frequenzen nutzen.
Die Frequenzwiederverwendung ist durch die resultiergegdenseitige Interferenz begrenzt, die
durch diese Gleichkanalnutzezotchannel usejsverursacht wird. Die Gleichkanalinterferenz
(co-channel interferengenimmt tendenziell zu, wenn dieaumliche Trennung zwischen den
Gleichkanal-Nutzern abnimmt, und der maximale Grad an#epgwiederverwendung ist durch
den minimalen Abstand zwischen Gleichkanal-Nutzern best] der gerade noch ein tolerier-
bares Mal3 an Interferenz erzeugt.

6In [Ber77] wird derSpektralraumals MaR fir die faumlich und zeitlich belegte Spektrumsressource eifgef
definiert durch das Produkt von belegter Bandbreite, ZaltRaum.
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Die Frequenzwiederverwendung und damit die spektralei&fizzkbonnen durch den Einsatz von
MalRnahmen maximiert werden, die die Interferenz von nalnadearten Gleichkanal-Nutzern
effizienter unterdicken. In der Literatur kann man zwei fundamental unteestiftihe An&tze
finden, die eine bessere Untdidkung der Interferenz von Gleichkanal-Nutzern égiichen.

Der erste Ansatz fuf3t auf Dekodierungsmethoden, die duiehirdormationstheoretische
Beschreibung des Mehrfachzugriffskanatsu(tiple access channeMAC)’) nahegelegt werden.
Den Mehrfachzugriffskanal trifft man an, wenvi > 1 Quellen Informationiber ein gemein-
sam genutztes Medium zu einem einzelnen Eamgérubertragen, in unserem Fall der Satel-
lit (vgl. Abb. 1.2) [CT91]. In heutigen Satellitenkommunikationssystemerdis Ublicherweise

é b E oes EM Nutzer (Sender, Quellen)

Figure 1.2: Schematische Darstellung des Mehrfachzugriffskanals Mn®uellen, die Informa-
tion zu einem einzelnen gemeinsamen Eamgferibertragen.

am gemeinsamen Enfgiger verwendete Methode zur Dekodierung gleQuellensignale die
unablangige Dekodierungirfdependent decoding Jedes Signal wird dekodiert, indem die In-
terferenz der Gleichkanal-Nutzer als unbekanntértg betrachtet wird. Die Informations-
theorie des Mehrfachzugriffskanals zeigt, dass mit uaablger Dekodierung dglicherweise
nur ein Bruchteil der Informationsraten erzielt werden kanie sie mittels optimaler Verbund-
dekodierung joint decoding erreicht werden &nnen. Jedoch verbietet bisher dar tlie Ver-
bunddekodierungdtige Implementierungsaufwand die praktische Anwendaog{ndest mit der
heute verfigbaren Rechenleistung), da der Dekodieraufwand exp@tienti der Zahl der Quellen
ansteigt. Deshalb stellt sukzessive Dekodiersug¢essive decodipgine attraktive Alternative
dar, weil die Komplexit einerseits nur linear mit der Zahl der Quellen ansteigt weil mit
gewissen Einsclnkungen dieselben Informationsraten erreicht werd@emé&n wie mit Verbund-
dekodierung. Sukzessive Dekodierung in Verbindung mit tdetllenantennen in Szenarien der
Satellitenkommunikation wird z.B. in [Ern99, Moh00, Ern@li$kutiert.

Der zweite Ansatz versucht diaumliche Verteilung der interferierenden Gleichkanal2¢u ef-
fizient zu nutzen, indem eine Gruppenanterarggnna array zusammen mit adaptiver Strahlfor-
mung @daptive beamformirjgam Satelliten eingesetzt wird (vgl. Abh.2). Diese Kombina-
tion wird auch als intelligente Antennarfart antennpbezeichnet. Damit ist es @glich, die
Richtcharakteristikifeam patterhder Gruppenantenne mittels (digitaler) Verarbeitungetap-
fangenen Quellensignale an die jeweilige konkrete Vemgjlder Gleichkanal-Nutzer anzupassen.
Auf diese Weise wird Interferenz effizienter unterckt, so dass selbst nah benachbarte Quellen

’Beachte, dass das Akronym MAC audh tlen Begriffmedium access contrgebiuchlich ist, in dieser Arbeit
soll jedoch ausschlief3lich der Mehrfachzugriffskanaglemultiple access channel, gemeint sein.
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dieselbe Frequenz nutzerrknen, ohne dass zu viel Interferenz erzeugt wird. Weil denT
nung der Quellensignale auf de&tumlichen Verteilung der Quellen basiert, wird dies als Raum
multiplex bezeichnetspace division multiple accesS[PMA)).® Dieser Ansatz wird in einigen
Veroffentlichungen speziell im Zusammenhang mit Satellienkunikationssystemen betrachtet,
z.B. [CLW92,Bjp93, GG95, LL96, Yu96, 1c98, LCOO, liic00, Gay02].

Es ist anzumerken, dass ein Em@apfer, der adaptive Strahlformung anwendeethsparentist
[Bj©93] und somit Interferenz unaléhgig vom jeweiligen Signalformat (z.B. Modulationsschgma
unterdiickt werden kann. Deshalbbknen auch von beliebigen Quellen (z.B. Mikrowellen-
Ofen [Jah99]) verursachte Interferenzen untiécllt werden. Mit Verbund- oder sukzessiver
Dekodierung ist dies nicht aglich.

Schlief3lich bnnen beide Arégze in einem Emginger kombiniert werden, der dann sowohl
adaptive Strahlformung als auch sukzessive Dekodierungagiet. Gewissibertrifft die Leis-
tungshhigkeit eines solchen Entoigers die eines Eminfigers, der ausschliel3lich nur auf der
einen oder der anderen Technik zur Interferenzunfieidmg basiert.

Fragestellungen
Folgende Fragestellungen ergeben sich innerhalb des @sehriebenen Rahmens:

e Ist es nidglich, die oben beschriebenen Erapgervarianten, die entweder feste oder adap-
tive Strahlformung, bzw. entweder undiyige oder sukzessive Dekodierung anwenden, in
einer einheitlichen Weise zu beschreiben?

e Gibt es eine einfachedsung fir das Problem der Ressourcenzuteilung, die Sendeleistunge
den Quellen zuzuordnen, welche notwendig sind, um einenb@gé Informationsratelir
alle Quellen zu erzielen?

e Wie ist die Leistungsthigkeit eines Emgingers, der adaptive Strahlformung und/oder
sukzessive Dekodierung anwendet, im Vergleich zu einemf&nger, der feste Strahlfor-
mung und unakdngige Dekodierung einsetzt, wie es heutzutage der Sthisiar

e Wie nahe liegt die Leistung des Endpigers, der sowohl adaptive Strahlformung, als auch
sukzessive Dekodierung verwendet, an der des Bny#rs, der nur entweder adaptive
Strahlformung oder sukzessive Dekodierung verwendet?

e Ist der Empénger, der feste Strahlformung mit sukzessiver Dekodglimplementiert,
besser als der, der adaptive Strahlformung mit uaagtger Dekodierung implementiert,
oder umgekehrt?

¢ Wie hangen die Antworten auf obige Fragen ab von der jeweiligeall®uwerteilung und
dem daraus resultierenden Interferenzszenario?

8Beachte, dass man auch die Frequenzwiederverwendungiitdiester Strahlformung erzielt wird, aBDMA
betrachten kann.
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Ubersicht tiber die Kapitel

Kapitel 2: Satelliten Kommunikation Als Grundlageir die folgenden Kapitel werden wichtige
Begriffe und GbRRen aus der Satellitenkommunikation eiriget, wie z.B. Orbitldhen. Die
Eigenheiten de$Jbertragungskanals, wie er in der Satellitenkommunikatingetroffen
wird, werden erhutert.

Kapitel 3: Adaptive Gruppenantennen und Satellitenszenaien Eine systematische Abhand-
lung der aufgeworfenen Fragen bedarf der Definition einésilderten Gruppenantennen-
Modells. Dazu werden zu@chst grundlegende Eigenschaften von Antennen und eakspre
ende Definitionen eingéhrt. Weil sich die vorliegende Arbeit mit Satellitenkommu
nikation befasst, werden Satellitenantennen im Detaibhdhlt, insbesondere Mehrkeu-
lenantennen und die damit verbundene Frequenzwiederandomg. Ein Signalmodelliir
den Mehrfachzugriffskanal in der Satellitenkommunikatwird definiert. Zuletzt werden
zwei konkrete Satellitenszenarien eingaft und im Detail beschrieben, die als Beispiel-
szenarien dienen werden, um die Leistuaggjkeit der verschiedenen oben beschriebenen
Empfangervarianten zu beurteilen und zu vergleichen.

Kapitel 4: Ressourcenzuteilung @ir den Vektor-Mehrfachzugriffskanal mit Signalschwund
In einem Kommunikationssystem wikiblicherweise gefordert, dass die Quellen Informa-
tion mit einer geforderten Raigertragen. Die Prozedur, die den Quellen entsprechende
Sendeleistungen zuteiltahgt davon ab, ob der Endpfger unablingige oder sukzessive
Dekodierung anwendet.UiF beide Rlle wird das Problem behandelt, den Quellen optimale
Sendeleistungen zuzuteilen, so dass die gefordertenmatansraten erzielt werden.
Um den Zugang zu dieser Thematik zu erleichtern, wirdazist einUberblick Uiber
den bekannten klassischen Mehrfachzugriffskanal mit @gphwund ¢lassical fading
MAC) gegeben, wobei auch unabigige und sukzessive Dekodierung betrachtet werden.
Dann werden unatidmgige und sukzessive Dekodierurig fien Fall untersucht, dass eine
Gruppenantenne mit adaptiver Strahlformung eingesetat. wiVeil feste Strahlformung
den heutaiblichen Ansatz darstellt, wird ein entsprechendes Sigadell definiert und die
informationstheoretischen Implikationen diskutiert.

Kapitel 5: Empfangerstrukturen fir den Vektor-Mehrfachzugriffskanal mit Signalschwund
Verschiedene Emphgervarianten werden in den zwei in Kapitel 3 eifidpefen Satelliten-
szenarien verglichen. Das Hauptaugenmerk liegt dabeieu¥ekr Varianten, die durch die
Kombination von fester oder adaptiver Strahlformung, bzmablangiger oder sukzessiver
Dekodierung entstehen.

Kapitel 6: Uberlegungen zur Implementierung Im letzten Kapitel dieser Arbeit werden Imple-
mentierungsaspekte der Erapfjervarianten vergleichend diskutiert.



Chapter 2

Satellite Communications

A general outline of the principles of satellite communigas will be provided in this chapter.
This comprises the basic parameters describing the topoliogsatellite communications system,
and further the characteristics of the multipath propagagnvironment encountered in such a
system.

2.1 Topology

The movement of any satellite around Earth is described &galtellites orbit parameters. In fact
many important parameters of a satellite communicatiotesysntroduced below are determined
by the orbit of the respective satellites [LWJO0O].

For circular orbits the satellite height over groungis approximately constant (assuming an ideal
spherical shape for Earth) and linked to the orbit pefip@ccording to

o 7.\’
hs = {0 Mg o — Rg, (2.1)

with the gravitational constant, = 6.672 - 10! kgl;, Earth mass\/y = 5.974 - 10** kg and
mean radiusRgy = 6378.144 km.

Generally, three circular orbits are distinguished acicgytb the respectivég [ITU9OQ]:

¢ low earth orbit LEO) for 500 km < hg < 2100 km, orbit period7, ~ 2 h,

e medium earth orbit NIEO) (intermediate circular orbitlCO) is used synonymous) for
5300 km < hg < 13200 km, T, &~ 4 h...6 h, and

e geostationary orbitGEO) for hg = 35800 km. The GEO|s a special case of the geosyn-
chronous orbit GSO. The orbit period of &5SO equals the period of rotation of Earth
(= 1 sidereal day = 23 h, 56 min, 4 s). BEO satellite remains over a fixed longitude at
zero latitude (i.e. the satellite remains fixed with respe&arth coordinates). In contrast to
the GEO, which lies in the equatorial plane of Earth, t8&0is an inclined orbit.

9
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An example for a non-circular orbit is the highly ellipticatbit (HEO). Because of its partic-
ular importance in providing regional services (e.g. fqoalg at high minimum elevatiosy,;,,
employment oHEO satellites is discussed for future systems (cf., e.g., [NYH).

Selection of orbit determines important satellite systerameters: number of satellites required
for coverage area (eventually global), signal propagalilay, signal attenuation, etc.

The coverage areas the geographical region for which a satellite can provisleservices to the
terrestrial communication partners (cf. Figgl). The maximum extension of the coverage area
is limited by the minimum elevation,,;, under which the satellite is seen from a terminal with
respect to the local horizon. Then the coverage area of biteatea spherical segment.

Sub-satellite
point

Coverage area

Figure 2.1: Relationship between minimum elevatieg;,, coverage area, maximum Earth centre
angleV ., maximum slant rangé..., and satellite height over nadir.

Given the satellites and the terminals position in Eartthésigal) coordinates (radius, longitude,
latitude s, \s, ds) and ¢r,\t, d1), respectively), the elevatiancan be calculated from

¢ — arcain (rs (cos dg cos Ot cos (Ag —d)\T) + sin dg sin d1) — rT) ’ 2.2)
with rs = Rg + hg andd being theslant range(distance terminal-satellite) according to
d= \/rg + r2 — 2rgry (cos ds cos o cos (Ag — Ar) + sin dg sin 0 ). (2.3)

Relative to the satellite and with respect to the connectimgdatellite-nadir the terminal appears
under the nadir angle given by

¥ = arcsin (@ coS 5) . (2.4)
rs
Together with the equation for the Earth centre angle
R
U =" _¢_ arcsin <—E cos E) (2.5)
2 s

very compact formulas faf andy can be provided:

ﬁ:g—e—qx, (2.6)
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sin U

d = Rg

(2.7)

sind

Depending on the type of satellite service, the requiredesfdr < ,,;,, may vary. For fixed satellite
services (i.e. the terrestrial user terminals are statygrfeom a GEO satellite, a typical value is
emin = 9°, While for mobile services higher values ©f;,, are desirable to reduce the probability
of frequent signal blocking caused by buildings, vegetatamd geographical factors.

Further, the characteristics of the satellite antennalaadrik budget define a lower limit far,,;,,
e.g. because smaller minimum elevation angle means laaygrranged leading to higher basic
free-space transmission loss, and the coverage area ighitaergion in which the satellite can
provide sufficient signal strength to allow informationrtsanission to the user terminal and vice
versa.

On the other hand,,,;, is upper bounded by the fact that for giventhe coverage area becomes
smaller with increasing,,;,. For nonGSO satellite systems a compromise between a tolerable
£min @nd the coverage area, which is directly related to the mimmumber of satellited/s and
orbit planes required for a complete global coverage, mei$bbnd. Ny is given by [Jah99]

47 R,
6R% <2 arctan <L> — 2—“)

cos Umax 3

Ng =

(2.8)

For theLEO systems Iridium and Globalstar,;, = 10°, Ns = 66 ande,,;, = 20°, Ng = 48,
respectively, has been chosen, further, for theO system ICO agaim,,;, = 10°, Ns = 10
(cf. Fig. 2.2).

he=1000 km,  h=10000 km, he=35800 km,

8min= 1 007 8min= 1 OO, 8min=50’
9,.,=58.4° 9, =22.6° 9,.=8.7°

Figure 2.2: Comparison of coverage area for LEO, MEO, and GEO for typical minimlera&on
emin and orbit heighthg. Also shown are the corresponding maximum nadir angles

ﬁmax .

As already mentioned, satellites HEO can be employed to provide local services and the min-
imum elevation can be as high ag;, ~ 60°, which allows satellite visibility even in urban
environments with a high probability.

Finally, definitions regarding the links between user teai satellite, and gateway have to be
introduced (see Fig2.3). The link from gateway to user terminal is called tobeward link, while

the link user terminal-gateway is tieturn link. Generally, the link from user terminal or gateway
to satellite is thauplink, while thedownlinkdesignates the link from satellite to user terminal and,
respectively, the gateway.
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(mobile) user link,
subscriber link,
service link ™.

gateway link,
feeder link

& return link %z,,
)

) 22
S forward link 2

Figure 2.3: Terms for the designation of the links between user terminal, satellite, andayatew
station.

2.2 Characteristics of the Propagation Channel for Satellite
Systems

To avoid confusion, the terpropagation channephysical channebr simplychannewill be used

to summarise the (usually linear) distortions that aredtétl on a signal that is transmitted over a
generic medium to a receiver, i.e. the physical channelides attenuation, Doppler shift, delay,
multipath effects (Doppler spread, delay spread) etc. hirest, a portion of spectrum, a time
slot or code (i.e. for frequency division multiple acceB®1A), time division multiple access
(TDMA), code division multiple acces€DMA) or combinations) used to transmit information
will be termedcommunication channeBynonym withcommunication channglve will also use
the termfrequency slobr time slotin case oF-DMA andTDMA, respectively.

Just as in terrestrial wireless communications, the dotmigg@roperty of the propagation channel
between a satellite and a user terminal in the uplink and dwentink is the propagation of the
transmitted signals on several independent signal patien the propagation channel is said to be
amultipath channelMultipath propagation causéading, i.e. fluctuation of the signal level at the
receiver.

The main factors that affect signal quality at the receiver[dah99, LWJO0O]:

Free Space Propagation LosdDenotes the decrease of power flux-density (cf. Set). of a
transmit signal with increasing distance from the signakse.

Absorption Caused by ions, atmospheric gases (e.g. oxygen, water yapulrain (ain fading)
in ionosphere, stratosphere and atmosphere, respegctiatying additional signal attenua-
tion.

Diffraction Caused by density fluctuation of the different atmosphesiers This can lead to a
pointing error for terrestrial terminals with directioraitennas.
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Depolarisation Faraday-rotation of linearly polarised electromagnetav@s may cause a polar-
isation mismatch at a likewise linearly polarised antenlmalL- (1610-1626.5 MHz) and
S-band 2483.5-2500 MHz) circular polarisation may be used as a countermeasurég whi
depolarisation is negligible at higher frequencies.

Scintillation Rapid variation of the local density of the atmosphere causggng absorption and
deflection along the signal path.

Multipath Propagation and Shadowing Topographical or morphological factors (e.g. hills, veg-
etation, buildings) cause multipath propagation and shiaup (interruption/shadowing of
the line-of-sight between satellite and terrestrial tea).

Interference Caused by signal sources of the same considered communicystem or other
communication services (e.g. terrestrial radio relaygthier man-made noise (e.g. house-
hold appliances).

Additive White Gaussian Noise The cause of additive white gaussian noi8&/(GN) is thermal
noise. The main sources of thermal noise are, firstly, theivec noise (here, the main
contribution comes from the low-noise amplifi€iNA ) in the first stage of the receiver and
from losses before thisNA) and, secondly, noise received by the antenna from natural
sources of electromagnetic radiation (e.g. Sun, Earth@rmhl noise is characterised by the
one-sidedhermal noise power spectral densf{tgonstant over frequency)

NO - kTe) (29)

with k = 1.38 - 107 2 = —228.6 dBWs/K being the Boltzmann constant, and the over-
all effective noise temperatudd the receiver plus antenrid, being defined according to
(neglecting losses between antenna and first receiver)§td§98, LWJ0O0]

T, = Ta + Tx, (2.10)

whereT), is theantenna noise temperatufgaking care of the noise received from sky and
surroundings) andy, is the effective noise temperature of the receiver withbatantenna.

In the following a detailed characterisation of the multippropagation channel will be provided.

2.2.1 Temporal and Spectral Fading Characteristics

If not otherwise stated, any signals introduced below agetstood as complex baseband signals
[Pro95].

As depicted in Fig2.4, a transmitted signal arrives at the receiver via diffepaths from different
directions, weighted according to the receive antenna @@e Sec3.2.4 and summed, finally
leading to the in general frequency selective and (for neol@teivers and/or transmitters) time-
selective fading [Par92].

Depending on the characteristics of the antenna (e.g. oraaitbnal or high-gain), the fading is
more or less distinct.
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Figure 2.4: Generic multipath scenario and relevant physical effects for the LM&n&ia BI:
Blocking, Di: Diffraction, GrRe: Ground Reflection, LOS: Line-of-Stgbirect Path,
Re: Reflection, Sc: Scattering.

s(t) @———| h(t,2) ——>7 ()

source signal Propagation channel receive signal

Figure 2.5: Block diagram of propagation channel.

The propagation channel can be characterised by a linearvamant channel impulse response
R (t,7) [Par92] (cf. Fig.2.5. The channel impulse responkét, 7) is the output of the channel
at timet, if a Dirac impulse was transmitted as input to the channéha (¢t — 7). Usually,t is
termedobservation timewhile 7 is thedelay.

The receive signal(t) resulting from a transmit signal¢) is given by the convolution

[e.9]

F(t) =s(t)xh'(t,7) = / B (t,7)s(t — 7)dT. (2.11)

— 00

The time-variant impulse respon&gt, 7) is one of four equivalent system functions describing
the propagation channel. Another system function idithe-variant transfer function

o0

T ) = / Wt 7)e 2 dr = §, {1 (7)) (2.12)

whereg {-} denotes the Fourier transformation with respeect.to

Generally speaking, the propagation channel is charaetihy its variability with respect igi.e.
how fast the channel impulse response varies wi#nd what delays occur on the channel. The
occurring delays determine the spectral characteristics of the propagahannel, i.e. variability
of T'(t, f) with respect tof .
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If the wide-sense stationary uncorrelated scattefii@EUS assumption holds for the propaga-
tion channel, then the according characteristic paraméteppler spread5;, anddelay spread
A, can be defined [Par92].

The Doppler spread, is related to th&oherence timé: according to [EB98]

1

T. ~ .
BfD

(2.13)
Doppler spreads;, and coherence tinig, are a measure for the variability of the channel impulse
response with respect to time

The delay spread ; is linked to thecoherence bandwidtk. according to [EB98]

B.~ —. 2.14
5 (2.14)

Delay spread), and coherence bandwidib, are a measure for the variability of the channel
transfer function with respect to frequengy

Now assume that symbols of duratidhare transmitted. For the most relevant modulation meth-
ods in satellite communications, e.g. binary phase shifirkp(BPSK), quaternary phase shift
keying (QPSK), the signal bandwidtiB, is approximatelyB; ~ 1/Ts.

The propagation channel is said to foequency non-selectiyé B, < B. (equivalently: T, >
A.). This is also known as thearrowband assumption

Then the channel impulse response can be written as
B'(t,7) = h'(t)é(t — ) (narrowband assumption) (2.15)
and the convolution inZ.11) yields
7(t) = s(t)h'(t) (frequency non-selective channel) (2.16)

therefore this is also known amsultiplicative fading and we calln/(¢) the multiplicative time-
variant channel impulse response

Further, the channel igme non-selectivd it holds 7, < T.. In particular, this means that the
fading is constant during one symbol perifd If channel estimation is to be considered, fading
correlations during transmission of several symbols o&tian 7; allows channel estimation via
pilot symbols and interpolation of the fading process betwine pilot symbols.

For satellite communications systems, the narrowbandgstson holds forB, < 1 MHz in the
L-band, and even up t&;, < 30 MHz in the V-band ¢0/50 GHz also denoted as EHF-band)
[LWJO00].

Therefore, it will furthermore be assumed that the narrawdkssumption holds. It is also assumed
that the channel is time non-selective such that viabilitgtmnnel estimation can be expected.
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Fading Statistics

The temporal variability of the multiplicative time-vaniachannel impulse respong&t) is con-
sidered to occur on two different timescales.

Firstly, there is a possibly fast-changing component, whesults from the Doppler spreds);,
introduced by multipath propagation and movements of traiter or receiver. This describes the
short-term fluctuations of received signal power. The ceheg timel, ~ 1/By, introduced in
the last section (cR.13 as a measure for the short-term variability of the fadingratel provides
the timescale for the fast-fading.

Secondly, a slowly variable attenuation factor descrit@gtions of the medium- and long-term
average received power on a larger timescale. This attenuttctor results from changes in
the geometry of the multipath propagation environment teaiur whenever transmitter or re-
ceiver cover a distance large enough to alter the relevapiagation paths (shadowing by vegeta-
tion/building, changing free-space loss,...) [Jah99hmfollowing it is assumed that time periods
are considered during which this attenuation is constant.

Therefore, we split the fading factéf(¢) in a fast-changing fading facté(¢) and a quasi-constant
link attenuation factog/;z according to (cf. [Jah99, LWJO00])

B (t) = i\/f_j (2.17)
with .
p:E{|h(t)| 3 (2.18)

Hence,h(t) is the channel impulse responst) normalised by, /i to unit power (therefore we
call h(t) thenormalised multiplicative time-variant channel impulesponsg i.e.

E{|nt)]} =1 (2.19)
The average received power is given by (multiplicativerigdicf. 2.16))

Pp=E{[F*} =E{s(t)*}E{|n'(t)]*} P

(2.20)
wherePr = E {|s(t)|*} is the average transmit power, whereas the attenuatioorfacs assumed
constant.

The reason for splitting the fading factbf(¢) in a fast-changing and a quasi-constant component
is that we will assume that a transmitters has knowledgeeohttenuation factoy/s, such that the
transmit power can be accordingly controlled. On the otlzardh the transmitter has no knowl-
edge of the fading factdi(¢), and therefore the transmitter cannot control the tranpowter to
counteract fading. This assumption is motivated by thedatiffies of a reliable estimation of the
fading in the satellite scenario considered here [Dav97].

As depicted in Fig2.4, the signal propagation involves eventually a direct p#ib (ine-of-sight
(LOS) path) and, further, several reflected and scattered natitipomponents. In the following
we will shortly address the resulting statistical propesiof the fading-factok.
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We restrict to a description of the statistical propertissg the corresponding probability density
function PDPF of |h| and|h|?, respectively. Therefore, correlations are not includethe con-
sideration, and are also not required as we will later assde® interleaving, such that fading is
indeed independent for each code symbol [LWJO0O0].

If a LOS path component is present (i.e. th®S is unblocked) the absolute vallig is described
by a Rice distribution.

On the other hand, if theOS path is blocked, such that propagation occurs only via tdeent
multipath components (non-line-of-sightl(OS)), the absolute value of received sigfhalfollows
a Rayleigh-distribution [Par92, LWJO00].

The power of the signal component received vialtis path is denoted witl¥, og, while the total
power of the diffuse multipath signal component#js,.

The Rice factory is defined as the direct-to-multipath signal power raticoagding to [Par92]

Pros

= 2.21
Cr Pmp ) ( )
Further, the average received poweris given by
Pr = Pros + Pup = Pros(1 4+ 1/cr), (2.22)
and it follows from @.20
Pr Cr
= , 2.23
s Pros 1+ cr (2.23)

where the ratidPr/ P05 Will be provided in Sec3.2.5

With these definitions and in case thdt@s path component is present, tR®F for the squared
absolute valugh|?, normalised to unit power, is given by the Rice distributi®af92]

pros (IA%) = (1+ cr) exp (= (e + (1+ eg) |A%)) To (2/TPer(L+cr) ) . [A2 20
(2.24)
with I, being the modified Bessel function of the first kind and ordeoze

For lim ppos the Rice distribution results in th@VGN channel withh = 1, whereas forg = 0

the fgding amplitudes are Rayleigh distributed, an@.¢4) becomes an exponential distribution
according to

puros (|h*) = exp (=[h*),  |h[* >0, (2.25)
and @.23 becomeg: = Pr/Pyp.

The Rice factorg depends not only on the multipath propagation environmeigt (many scat-
terers in an urban environment, open environment with cglyd$catterers in a rural scenario), but
also on the terminal antenna [LWJO0O0]. For an omnidirecti@maénna the multipath signal com-
ponents are all equally superposed at the antenna. Witheatide antenna the multipath signal
components, which typically arrive from low elevation aeglare correspondingly attenuated by
the reduced off-boresight antenna gain.

Further, the Rice factorr depends on the satellite elevation and on the carrier frexyueln
[LWJO00] typical values for the Rice factor are givengs = 5 dB...15 dB for the L-band
and a hemispherical antenna characteristic. In contrasRibe factor is typically in the range
cgr = 13 dB...22 dB for the EHF-band and for a high-gain antenna.
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2.2.2 Spatial Characteristics of the Satellite Communication Channel

Antenna arrays allow to efficiently exploit the spatial disition of the incident signals (or the
signals transmitted), as will be discussed in great lengt®hap.3 and4.

With the upcoming interest in adaptive antennas for apgtinan wirelesserrestrial communica-
tion systems, it was required to extend the up to this timadished channel models to include the
spatial characteristics of the signal propagation as well (see [B38Ffor a synopsis of various
spatial channel models).

While before with omnidirectional or sectorised antennagai$ sufficient to describe the physical
channel by means of power delay profiles and Doppler spezteaplain and reproduce the ob-
served fading in time and frequency domain, it was now reqlio provide models for the angular
distribution of the signal echoes arriving at the receiamgenna from different directions.

In a terrestrial communication system, both communicgp@antners, i.e. the user terminal and the
base station, are located on ground. The spatial charstaterof the multipath channel are gov-
erned by the distribution of the scatterers close to the tgsprinal and the base station [BBJ95].
Therefore, it is well known that one characteristic of thedstrial wireless communications chan-
nel is that the signals of a single source (e.g. mobile teatpimay arrive at the receiver (e.qg.
base station) from a large angular range as depicted in2Féga) Further, a single propagation
path may show a distineingular spreagdli.e. this path cannot be associated with a single discrete
incident direction [Far97].

satellite

scatterer o \A
A9
source receiver

—9
Scatterer, 'source

—
< >

d

scat

(a) Terrestrial channel: signals arrive from a (b) Satellite channel: the typical
large angular rangé\¢ at the receiver, single maximum distancel,.,; to relevant
paths can eventually be spatially resolved. Due scatterers i900 m...300 m, there-
to nearby scatterers eventually significant angu- fore the angular range\d within
lar spread is introduced. The angular spread can- which the source signal arrives at the
not be spatially resolved, but must be considered receiver is negligible.

in the beamformer design.

Figure 2.6: lllustration of the spatial characteristics of wireless terrestrial and satedhitenwini-
cations channel. Single paths experience angular spread due to ssattere

Obviously, a completely different situation is encountene satellite communications scenario,
which is depicted in Fig2.6(b) Considering that the distance between satellite and teedes
terminal (roughly1000 km to 40000 km) is much bigger than the typical maximum distance to
relevant scattererg({ m . .. 300 m [Jah99]), it is stated that the signals from any terressaairce
arrive at the satellite from the same direction (the angalage is less thain 1° for aLEO satellite,
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and reduces further for higher orbits). From this it follofusther that the signal of a terrestrial
source arrives at the satellite in a plane wavefront.

As in this work only the satellite case is considered it isdedorth assumed that a signal from a
source arrives at the satellite from a single discrete tioe@f-arrival (ODOA).



Chapter 3

Adaptive Array Antennas and Satellite
Scenarios

An introduction to antennas in general and antenna arrapauiticular will be presented in this
chapter. For this, it is required to review some basic cotsceggarding the propagation of an
electromagnetic wave and, further, parameters that acetaskescribe the fundamental properties
of antennas and antenna arrays.

The definitions in this chapter follow the recommendatiditie International Telecommunication
Union (ITU), further [Kra88, MG86, MB98] are used.

3.1 Electromagnetic Fundamentals

The field component& (electric field vector) andd (magnetic field vector) of an electromag-
netic wave emitted by a generic source (e.g. an antenna)esixided in spherical coordinates
(cf. Fig. 3.1) by the real vectors

E,g(ﬁ, P, T, t) Hﬁ(ﬁv e, T, t)
E(/l9’ 907 T? t) = E(P(ﬂ7 ()07 T? t) ) H(/l97 90’ T’ t) - H@(ﬁ7 ()07 r? t) b (3'1)
E.(9,¢,r,t) H,. (Y, ¢,r,t)

where Ey (0, o, 1, t), E, (Y, ,7,t) and E,.(9, ¢, 7, t) are the components of the electric field in
direction of the base vectoes, e, ande, as depicted in Fig3.1 The magnetic field components
are defined accordingly.

The Poynting vect& (v, ¢, r, t) is given by the cross product of the E- and H-field vectorshsuc
that
8(197 SO’,,A7 t) = E(ﬁ7 90’7“7 t) X H(197 SO’T7 t) (32)

and describes both direction and amount of power per urat @a@sported by an electromagnetic
wave in that direction.

The absolute value 0B(2) is termed apower flux-densitand is accordingly defined as

S, ,r,t) =[SV, p,7,t)|. (3.3)

20



CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS 21

Figure 3.1: Definition of spherical coordinaté®, , ) and base vectoksy, e, e;.

Only the far-field of the electromagnetic field induced by #mtenna will be considered further-
more.

The far-field assumption implicates that:

e Strictly, the far-field condition is valid for — oo, but in practice it suffices that the distance
r between the antenna and the point in space where the elegnatic field components
are considered is much larger than the wavelengdimd the maximum antenna dimension
dy (for a reflector antennd, would be equal to the diameter of the reflector), i.e.

r> X and r > d,. (3.4)
Equation 8.4) is the very condition that justifies the far-field assumptio

e The electromagnetic field componed$d, ¢, r, t) and H(J, ¢, r, t) are in-phase and are
orthogonal to each other, and to the propagation vectorcfwhieans there are no radial
field components along the direction of propagation, A.&1, o, r,t) = H,.(J, o, 1, t) = 0),

¢ Locally the electromagnetic wave propagates with a planefsant. Here, “locally” means
that the wavefront can be considered plane with respectet@itmensions of a receiving
aperture. Considering a multipath channel, for this prgpérs also required that there are
no scatterers close to the receiver. The superpositioneofrthltipath signal components
leads to a non-planar phase front.

e The ratio of the magnitude of the electric and the magnetid Gemponents is given by

‘E 19 @7, t \/7 ,ur,uO
7y = 3.5
YT H®, o, 1) £ (3:5)

where Z; is the intrinsic impedance, is the magnetic permeability andthe electric per-
mittivity of the propagation medium, andy, is the relative permittivity (also called the
dielectric constant of the specific medium) and relativergability, respectively. Further,
eo is the permittivity andy, the permeability of the vacuum. With, = 8.85 - 107 12L,

fo = 4 - 10—7% = 1.257%, the intrinsic impedance for free-space (vacuum) is given b
Zy = 376.7Q =~ 1207 ().
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e The Poynting vector has a radial component only such tha} yields

S, p,rt) =S, ¢,r t)e. = |EWD, o, t) |H(W, p,rt) e, (3.6)

Polarisation

The orientation of the electric and magnetic field vecto(s, o, r, t) andH(J, o, r, t) defines the
polarisation of the electro-magnetic wave [ST81]. Becahsertagnetic field vector is orthogonal
to the electric field vector, polarisation is unambiguowd#yined by one of the two field vectors.
Typically the electric field vector is used for definition b&tpolarisation.

In general, the electric field vector describes an ellipggectl cases of the polarisation ellipse
result inlinear andcircular polarisation.

With linear polarisation the electric field vector remaimsstantly within a fixed plane, thego-
larisation plane The polarisation plane is spanned by the electric fieldoremtd the Poynting
vector.

With circular polarisation the electric field vector debes a spiral with constant radius along the
propagation direction. Depending on the direction of iotgtthe wave can be either right hand
circularly polarisedRHCB) or left hand circularly polarised_HCP).

The polarisation of an antenna is defined by the polarisatidime wave radiated by the antenna in
a given direction. For optimal reception (i.e. maximisihg teceive signal) of an electro-magnetic
wave of particular polarisation, the polarisation of theaiging antenna must be matched to that
of the incident electro-magnetic wave.

In the remainder of this work it is always assumed that thandtion of any antenna is matched
to the polarisation of the electro-magnetic wave that ieikad by the antenna, and this will not
be explicitly stated anymore in the following.

3.2 Basic Antenna Properties and Definitions

3.2.1 Reciprocity of Antennas

Egn. 3.6 is the central equations building the basis for the definitof fundamental antenna
parameters. In the presentation of following definitiomguanents partly assuming transmit an-
tennas, partly assuming receive antennas will be used. ¥we@ue to the law of reciprocity, all
definitions derived for the receiving case are valid for theeana acting as a transmitter as well
and vice versa [ST81].

For reasons of simplicity of notation, the dependency or titwill be omitted in the notation in
the following.
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3.2.2 Radiation Pattern

A widely used concept in antenna theory is the hypotheti@ltechnical not realisabléotropic
or omnidirectionalantenna. An isotropic antenna radiates power equally idirttions in space,
I.e. independent of, ¢; the surfaces of equal phase are spheres. Hence, the poxvdefigity for
the omnidirectional source is given by

- Prad
A2’

Si () (3.7)

whereP,,q is the total power radiated by the antenna.

For a generic transmit antenna it is obvious that the powerttioough a generic surface enclosing
the antenna must be constant and equal to the overall rddiateer P,.,. To simplify matters
and without loss of generalityy(l.0.9), integration over a sphere with arbitrary radiusan be
chosen [ST81], such that

2T T
Proa = / / S(9, o, r)dA — / S(9, 0, r)r2 sin()didsg | (3.8)
A

p=0 J9=0 r=const.

In contrast to the isotropic radiator, the power flux-dgnsitluced by arbitrary antennas gener-
ally varies with changing direction in space. The teadiation patternis used to indicate this
dependency both loosely qualitative, as well as quantégtlso, some publications use this term
in particular for the graphical representation of the radracharacteristics [ST81]).

By normalisation of the power flux-density with respect tanitaximum value, the dependency on
r is dropped, leading to the definition of thewer pattern

S, p,r)

Smax (T) r=const. ’

|F (0, 0)* £ (3.9)

where
Smax (T) = ngax S (197 @, T) (310)
P

andF (¢, ) is the normalisedield (magnitude) pattern

At the satellite we will consider planar antenna arrays, amvidll always be assumed that the
considered antenna is oriented in the spherical coordayatem, such that the antenna boresight
is at = 0 (cf. Fig.3.2).

3.2.3 Antenna Directivity

The directivity D(¥, ¢) in a given direction(d, ) is defined as the ratio of the intensity of ra-
diation (defined as the power per unit solid angle (stergyliam that direction, to the radiation
intensity averaged over all directions. In turn, the radraintensity averaged over all directions

1The boresight of an antenna is the direction of the maximuim [4&VvJ00]. Considering planar antennas, this
usually corresponds to a vector perpendicular to the aleep
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AR Signal propagation
K T %vector
/ N
!

Generic antenna
aperture

Figure 3.2: Definition of boresight, off-boresight angeand azimuth angle.

is equivalent to the radiation density induced by the igotroadiator as given by3(7) [ITU95].
This definition yields

S, @, r
D(d,p) = %
4mr? r=const.
_ r2S(, ¢, 1)
= jﬂo o S, @ r)r2 sin()d' dy’ N
_ [F, )
21 .
= Lo Jo_o [0, @) sin()d'dy!
47
= 5 IFW., (3.11)
A
where in the last step the definition of theam solid anglé€2, is used with
Qa —/ / o )|* sin(¢)dv'dy'. (3.12)
¢'=0 J¥=
The maximum directivityD of an antenna is accordingly given by
4

D2 I%aX D(9,p) = (3.13)

[

It is usual to denote both the direction dependent dirdgtilli(v, ¢), as well as the maximum
directivity D simply asdirectivity, because a distinction is mostly possible by the context.

3.2.4 Antenna Gain

The antenna gairis defined as the ratio of the power required at the input okaléss reference
antenna (e.g. an isotropic antenna isolated in space orfavhe¢ (\/2) dipole) to the power
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supplied to the input of the (lossy) antenna under conslideréo produce, in a given direction,
the same power flux-densi(v, ¢, r) at the same distance [ITU90]. Usually, the term gain refers
to both the maximum gain, as well as to the direction depeindefinition of the antenna gain
G(v, ) (the isotropic radiator will be used as reference consistethe definition of directivity

in the last section, se&.(1]).

Hence,
471280, o1
Gl ¢) = I peg oy, (3.14)
T r=const.
wherePr is the total input power to the antenna and
Prad - anTa 0 < N < 17 (315)

wherer, is the antenneadiation efficiencywhich takes care of ohmic and dielectric losses, further
losses due to mismatching in the antenna feed (cf. %i§. If the gain is given in dB and the

power
loss

input
ower
p P,

P rad = ‘l'-.‘

7, Py

Figure 3.3: On the definition of total input powef, and radiation efficiency,.

reference is the isotropic antenna, it is usual to dsg instead of dB.
The maximum gain of an antenna is given by

Aeff47r

G = Y

(3.16)

where\ is the wavelength of the transmitted signal atg if the effective aperture area of the
antenna. The relation betweél; and the geometric aredye, for aperture antennas is given by

Aet = nanAgeo  (for aperture antennas) (3.17)

wheren, was defined in3.15 and theaperture efficiency), is made up of several factors, e.g.
illumination efficiency (w.r.t. uniform illumination), sib-over efficiency, surface finish efficiency
etc.

The producty, = na - n. (overall antenna efficiency, or simpgntenna efficiengyis typically
between 0.55 and 0.65, depending on the design of the anieie8, L\WJ0O0].

Sometimes description on basis of signal powers may not fiieisat. Then the antenna is de-
scribed by a transfer function, which becomes a constarggghift and attenuation if the trans-
mission behaviour is frequency-independent. This is tise cansidered in the remainder of this
work.
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Therefore theeomplex magnitude patteg{v, ») of an antenna is introduced, which is a complex
weight by which an incident signal is multiplied (i.e. it issumed that the antenna performs equal

over frequency). The following relation between antenna gad the complex magnitude pattern
holds

9(0, ) = VG, )9, (3.18)
wherea(?, ¢) is the phase shift introduced by the antenna.

A generic radiation pattern introducing important termsatiding the various sections of the pat-

tern is shown in Fig3.4. In Fig. 3.4(a)we use thesine spaceoordinates, v), defined according
to

u = sindcosp
= sin¥singp (3.19)

which are often used to display 2-dimensional radiatiotgpas. Accordingly it holds
¥ = arcsin Vu? + v?, @ = arctanél%, (3.20)

further note that for reat < Z it must holdu? + v < 1.

radiation pattern (log. scale)

3 dB\k___ I/—main lobe/beam

i
R

two-sided
3 dB beamwidth

radiation pattern (log. scale)

IR
it

U

80 60 40 20 O 20 40 60 80
-1 <—¢$=180° Jdindeg ¢=0°—

(a) 2-dimensional Radiation pattern shown in u-v- (b) Radiation pattern in a cutting plane.
coordinates.

Figure 3.4: Radiation pattern of a circular aperture (logarithmic scale).

3.2.5 Power Transmission Formula

The received signal power for theOS path alone isP g (cf. Sec.2.2.1) and can be calculated
with (for a detailed derivation see [ST81])

PrGr(Or, o1)Gr(VR, ¢r)
L ’

Pros = (3.21)

whereGg (g, ¢r) andGr(dr, pr) are the gains of the receive and transmit antenna, resphctiv
Further,L,; is thefree-space basic transmission loggh

d7r 2
Ly = (T) | (3.22)
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and the producPrGr (¥, p1) is the equivalent isotropically radiated pow&iRP) of the trans-
mitter [LWJO0O0].

The the ratioPr/ Pos is readily obtained from3.21) according to

Pr _ L
Pros GT("L9T7 LPT)GRWR, SOR)’

and the attenuation factarpreliminary defined inZ.23) is finally given by

Ly CR

_ . 3.23
a Gr(Ur, or)Gr(Vr, ¢r) 1 + cr (3:23)

3.3 Satellite Antennas

After the characteristic parameters of an arbitrary ardemawve been introduced above, we can
now turn in particular to satellite antennas.

3.3.1 Spot Beams

To allow a compact design for the terrestrial terminals bypleyment of small, low gain terminal
antennas, an accordingly high gain antenna has to be endgpddyiee satellites side. By increasing
the satellite antenna diametéy to achieve a higher gain, the beamwidth decreases, sintldor
relation between one-sid8diB-beamwidth};,z and aperture diametéy, it holds [ST81,LWJ00]

V3qB &~ 0.61di [radians] (3.24)

where the factof.61 is a proportionality term assuming a typical tapered apenower density
distribution [LWJO0O].

Usually ¢34 becomes significantly smaller thak,.. (the maximum off-boresight angle defined
by the extent of the coverage area of the satellite, cf. Eig). In consequence the coverage area
of the satellite has to be illuminated by sevespbt beam§LWJO00] (cf. Fig.3.5).

The spot beams create a pattern of possibly overlapping @elEarth’s surface, where the bound-
ary of each cell is typically defined by ttsedB or 4.3 dB below maximum gain contour of the
corresponding spot beam, i.e. the gain at edge-of-E€lQ) is 3 dB or 4.3 dB below the maxi-
mum. Choosing &.3 dB EOCgain drop maximises thabsoluteantenna gain & OCfor a given

cell size. However, a value & dB EOC gain drop may also be appropriate for other reasons,
e.g. to limit the required dynamic range of the power ampéfef terrestrial terminals, and in fact
this value is often encountered when looking at actual lgatslystem designs (e.g. ICO [MS98]).
For a complete coverage while obtaining minimum cell oyerthe cell centres are located on a
triangular grid [LWJO0O].
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Satellite with
multiple-beam antenn

spot beam

S cell

area of coverage

xdB below maximum
gain contour of spot-beam

Figure 3.5: Cell pattern with cell centres located on triangular grid. Each cell cooredgpto an
individual spot beam, created by a multiple beam antenna. Further, @igspet
beam gain pattern is shown to illustrate the relation between EOC and beamwidth
Yy ap (x = 3 dB, 4.3 dB).

3.3.2 Multiple-Beam Antennas

Because several spot beams have to be created simultanbgtisé/satellite antenna, such anten-

nas are called multiple-beam antenivéB(A) and variousVIBA designs can be used to create the
spot beams [LL96].

Fundamental trade-offs in the system and particular aatelesign for a given coverage area and
for constant wavelength are

¢ With increasing antenna gain the beamwidth decreases andeghthe cell size decreases as
well (cf. (3.24). Further, the required antenna diameter increases.

e The number of cells required to cover the coverage areaaseswith decreasing cell size.
In addition, for nonGSOsatellite systems smaller cells lead to a higher interfeatidover
rate.

¢ With increasing number of cells (spot beams) and increaantgnna diameter, the antenna
complexity and mass increase as well. Finally, if fiBA is implemented using analog
beamforming networks a higher number of spot beam comeg alih an increased signal
degradation. For this reason current satellite systentsfélagure a high number of spot
beams employ digital beamforming to produce a high numbé&xed spot beams [MS98].

So, the demand for a high gain antenna is essentially linfijesglatellite antenna mass and com-
plexity, and a maximum inter-spot beam handover rate whitdll§i may lead to an intolerable
amount of signalling traffic. Frequent handovers incredse the risk of call-dropping as in the
newly entered spot beam all channels could be occupiedigireaChap. 3 of [DP02] an inter-spot
beam handover rate of aroui@min is mentioned.
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Because of the demand for broadband satellite services ara/én ongoing competition between
terrestrial and satellite service providers over the Baibandwidth resource, several proposals
for future satellite systems suppose to use frequencideiKa or EHF band [Ega99, MPPRS].
The use of even higher frequencies is limited by mainly tagghlan attenuation due to rain/snow
and other absorption effects (clouds/fog/water vapoutemdar absorption, tropospheric turbu-
lences) as the availability of the communication link canpdsignificantly. Satellite commu-
nication to aeronautical terminals (i.e. weather condgiand cloud cover have less or even no
impact depending on the aircraft altitude) being an exoeptihere even optical links are conceiv-
able [GHLWO3].

3.3.3 Frequency Reuse

Besides smaller user terminals there is another advantageeaf importance which is achieved
by overlaying the coverage area with a number of spot beamespdssibility offrequency reuse
among users in different spot beams [LWJ00, MB98] (a twofoddjfrency reuse is also possible
by means of antenna polarisation discrimination).

For CDMA, the same carrier frequency can be used in all cells, as@aitssignals can be sepa-
rated by employing nearly orthogonal code sequences [LWJO0O0]

In contrast, fo=-DMA or TDMA, adjacent cells must use different frequency bands, sigoals
transmitted simultaneously in the same frequency banddveald to strong mutual interference
(co-channel interferenceC(Cl)). However, users whose mutual interference is sufficyesitip-
pressed by the gain characteristics of the involved spanbezan use the same frequency band.
Such users are then termealchannel userdt is the beamwidth and the sidelobe level of the spot
beam gain patterns that here come into wear (cf. Fig).

Although the signals of co-channel users share the samérgpethey can nevertheless be dis-
criminated at the receiver, if the spatial separation ofdigmals is sufficient, whereby the spot
beams act as spatial filters. Hence, one can talk in this d&SBldA and in Chap5 methods will
be described and analysed that exploit the spatial dimemgithe signals in a most efficient way.
SDMA leads to an increased spectrum efficiency and, conseqguantiyhigher system capacity
for a given bandwidth available to the satellite system.

A group of neighbouring cells in that different frequencytia have to be employed to avoid too
high aCCl is termedcluster, and their numbecluster size(cf. Fig. 3.7). For CDMA a cluster
size of 1 can be chosen, which means that the same frequameiased in every cell. F6iDMA
andTDMA typical values of the cluster size in satellite systems ayeZ4[LWJO00], usually being
significantly less than the total number of cells.

If we denote the bandwidth allocated to a single cell to séneetraffic inside this cell withB,,
then an overall bandwidtB,,; must be allocated to the satellite according to

Bgay = BCKS7 (325)

where K is the cluster size [LWJ00]. Thiequency reuse factasays how often a particular
frequency band is reused (on average) in the service aresatébite or satellite constellation.
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Figure 3.6: When sources in co-channel cells are active, interference is céysegteiving the
signal of co-channel sources through sidelobes or even the maindeper(ding on
the assumed cluster size) of the spot beam associated with the desires signal.
Depicted is the interference scenario for the uplink, further, numberslisa denote
the allocated frequency bands.

Cluster size 1 Cluster size 3 Cluster size 4

Figure 3.7: Cell pattern with indication of cluster sizes 1, 3, and 4. Numbers in cells dé¢nete
frequency bands.
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Figure 3.8: Comparison of spot beam siz& {B below maximum contour is shown) for a GEO
satellite at (1°East,0°). Diameter of satellite antennads = 3.5 m, furthern, = 0.6.
(1) f = 1.6 GHz, ¥3qp = 1.88°, G = 33.2 dB; (2) f = 2 GHz, ¥3q5 = 1.5°,
G = 35.1 dB; (38) f = 5 GHz, ¥3q = 0.6°, G = 43 dB; (4) f = 10 GHz,
¥3qg = 0.3°, G = 49.1 dB; (5) f = 20 GHz, Y39 = 0.15°, G = 55.1 dB; (6)
f =40 GHz, 9345 = 0.075°, G = 61.1 dB.

Thespectral efficiencyalso: spectrum efficiengydenotes the efficiency of a system to provide the
required traffic capacity’; (in Erlang) to the communications system while occupyingdain
bandwidthB,,; = B.K, and is defined according to [LWJO0O0]

— CS
778 - BCKSAsv
whereA, is the geometric area of the coverage area. Accordinglynitetispectrum efficiency is
Erl/(MHz km?) [LWJO0O]. Therefore, spectrum efficiency increases as thet@tisize decreases.

In Fig. 3.8 the cell sizes for different frequencies for constant améediameter/, = 3.5 m are
shown for aGEO satellite at (1°East)°) (antenna boresight is aiming at1{East47°North)).
Assuming the3.5 m diameter satellite antenna, it is obvious that regiona|si& services em-
ploying aGEO satellite can achieve a considerable frequency reuse ofgquencies in the Ku
band and beyond. To obtain sufficiently small spot beam widtHower frequencies the required
antenna diameter lies beyorgd = 10 m (at approx.d, = 12 m) for L-band frequenciesl (10—
1626.5 MHz) as is shown in Fig3.9. In fact, the operative Thuraya satellite systeni20 satel-
lites, subscriber links in L-band) employ8 m diameter deployable satellite antennas [SDE],
creating a 256 cell pattern with a spot beam widthidgfs =~ 0.5°, proving the technological
feasibility of antennas of such size.

In [CCF"92] itis envisaged that in the L-band and with= 3 m only three beams are required to
cover Western Europe (reusing the frequencies in the twer @ells), while att0 GHz and with a
d, = 0.5 m diameter satellite antenna 40 beams are required provitdagossibility for a much
higher frequency reuse.

(3.26)

Finding optimal reuse patterns (sets of cells that can ussdme frequencies) that minimise the
cluster size and hence maximise the spectrum efficiencyevghiranteeing a tolerable level of
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G in dBi

half-power beamwidth 2

Figure 3.9: Maximum antenna gainG and antenna diameted, for antenna efficiencies
0.5 <7 < 0.7 and various carrier frequencigs Further shown is the correspond-
ing approximate two-sided beamwid2it; 45 according to 8.24).

co-channel interference is not a trivial task for the geheaiae. In [Jah99] stochastic optimisation
using genetic algorithms has been successfully used feinggathis problem.

3.4 Satellite Antenna Array Model

In the foregoing sections parameters characterising aitragbantenna have been introduced,
further, peculiarities of satellite antennas arising fritva considered satellite scenario have been
discussed, such as multiple-beam antenna and the relatedtipbfor frequency reuse. How-
ever, no particular satellite antenna design was requratier it was sufficient to consider the
beamwidth and the antenna diameter alone. Finally, we hawetm focus on a particular type of
satellite antennas, the direct radiating arr@aRrf\) [LL96].

Most generally speaking, for an antenna array the recejv&ts of 2 or more spatially distributed
antennas (in the following denoted asay elementsare combined to produce the array output
[ST81].

There are many options for how to combine the element sigmalg-ig.3.10shows schematically
an array where the receive signals from the different arlaments are filtered before the output
signal is created by summation.

The process of creating an output from the receive signaiseoarray elements is termégam-
forming The radiation pattern created by the beamforming will erred to simply as &#eam
Finally, the part of the receiver that is responsible forgeissing and combining the array element
signals is calledbeamformer

At this point an important property of antenna arrays becoewdent, which is that the radiation
pattern of the array created by the beamforming can be dtadrby introducing variable filter
functions (e.g. phase shifts) before summation of the agtesent signals (cf. Fig3.10. Note
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antenna array with

_ arbitrary geometry
ai‘fay ) > cee and L array elements
clemen 1 T3 with arbitrary gain

characteristics

beamformer made
up of L filters and
summing

beamformer output

Figure 3.10: A generic antenna array with array elements. The receive signals from the array
elements are passed throuffiilters before the array output is generated by summa-
tion.

that different beams can be created simultaneously frorartiagy element receive signals if several
beamformers are employed. If the beamformers are impleedana digital signal processing, no
signal degradation occurs for an arbitrary number of beams.

Depending on the way the output signal is generated, diffelyges of antenna arrays can be
defined. Firstly, an antenna array can be used to produceliea@as. Secondly, an antenna array
can be used to provide various degrees of adaptivity [ST81]:

Phased Array An array of many antenna elements with the phase and, génénal amplitude
of each element being variable. This allows control of thennfiam direction and beam
pattern shape.

Adaptive Array An adaptive arrayis a phased array which is controlled using knowledge of the
signal environment, i.e. steering the main beam toward setksignal while placing nulls
in the direction of undesired interfering signals.

Smart Antenna An adaptive array where the output signals of the array aeisnare sampled,
digitised and, subsequently processed in the digital dofeag. by a computer, digital signal
processor etc.). This is the most versatile implementati@m adaptive antenna, because the
control of the beam pattern is mainly limited by the part@suignal processing algorithm
implemented on the digital processor and the availablegaging power (e.g. measured in
floating point operations per secorfeLOPY).

The emphasis in this work will be put on smart antennas,n.eatrticular it will be assumed that
beamforming is implemented by digital signal processing.

With smart antennas, it is possible to exploit most effidietiite spatial distribution of the incident

signals. This means, it is possible to adapt the array gaterpao the directions from which the

various signals (wanted or interfering) arrive. In par&uthe antenna gain in the direction of the
interfering signal can be reduced, while the antenna gaimhi® desired signal is kept at a high
level.

Thus, the fundamental advantage of a smart antenna is thigy dbiincrease the signal-to-
interference-and-noise-power-rati®l{lR) by reducing the degradation of the desired signal due



34 CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS

to interference while maintaining a high gain for the desisggnal. (In general, the higher link
guality achieved by an increas&iNR may not be the intended goal of using adaptive antennas,
but may be traded for an increase in the total capacity of amwanication system.)

Generally, it can be stated from what was said above in tlusogethat an antenna array is char-
acterised by the following factors:

e Array element characteristics.
e Antenna array geometry.

e Structure of the beamformer.

In the following we will focus on these points, primarily amg at a short review of the derivation
of directivity and gain for antenna arrays. In particuléwe influence of the array geometry and
array element gain patterns on the array performance widismissed.

To simplify the discussion we will consider the case that amadulated carrier of frequency
f. is received by the array, and accordingly the wavelengtihefcarrier will be denoted ak..
Further, the far-field assumption is applied (&.4)), i.e. the signal arrives at the array in a plane
wave front. The case of non-zero signal bandwidth, as itét®entered for modulated information
bearing signals, will be discussed in S8&.2

In the following it will become obvious that the charactatisn of an antenna array in terms of
directivity and gain, respectively, is in a sense not appabdg for receiving arrays. This is because
the definition of directivity does not take care of any noisarses that may be presdmgforethe
beamforming. This is in contrast to the standard assumptiarray signal processing [MM80].

In fact, although this discrepancy between the underlymgrana array models is well known, it

seems that this is still an area under investigation, ag geent publications on this topic suggest,
e.g. [SCO1]. The difference and similarities between boghsiof antenna arrays will be pointed

out in the following section.

3.4.1 Array Element Radiation Pattern

The antenna array is assumed to considt @fentical array elements. Each array element is char-
acterised by the same gain patté*f(v, ») or, respectively, complex magnitude patter, ¢)
(cf. Sec.3.2.9.

The gain patterrG.(J, ¢) of the array elements is further assumed to be that of a umijor
illuminated circular aperture of diametég. Therefore the gain pattern is circular symmet-
ric and, w.l.o.g, the coordinate system is chosen such thatd, ) = G.(v) (accordingly
ge(U, ») = g.(1)) holds. The boresight of the array element ig at 0.

Then the gain patter@, (1) is given by (follows from 8.11) and @3.14), where the expression for
the field patterr¥'(v, ¢) can be found in, e.g., [ST81])

Gol9) = lge(O)* = e (”f) <2J1

(e sin(v)) ) | (3.27)

e sin (V)
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Figure 3.11: Normalised array element gain patteth(9)/Ge.(9 = 0) for d./A = 1.5 and
de/ X = 2.

wheren, . denotes the radiation efficiency of the array element as etéfim 3.15, andJ; (x) is
the Bessel function of the first kind and first order.

The gain patterrt7,(v) is plotted in Fig.3.11, normalised to the maximur®., = 7, .(wd./\)?
obtained for boresight at = 0. Finally, the directivity of an array element will be dendteith
D.(v), and it holdsD.(9) = G.(9)/n.. according to §.14).

3.4.2 Antenna Array Geometry

In this work only planaiDRA antennas are considered where the array elements areaédioia
the same plane and no reflectors (e.g. parabolic) are entp]bi66].

Without loss of generality it is assumed that the array el@mare located in the x-y-plane. The
geometry of the planar array is then given by the elementipasi
p)e(,l
D= | P, | €R’ 1=1,2,...,L, (3.28)
0

which define the coordinates of the phase centres of.thgay elements.

Further it is assumed that a signal transmitted by a sourpagas on the antenna array from the
correspondind®OA defined by angle&’, ¢) (cf. Fig. 3.12(a).

Due to the spatial distribution of the array elements thes®signal arrives with different delays at
the different array element phase centres, whereas thesddd@end solely on the array geometry
and on theDOA of the signal.

Hereby it is sufficient to consider delays relative to antaaby reference poiftand we choose the
origin of the coordinate system as reference. Then the gelayith respect to the reference point

2Usually, the reference point is arbitrary and it even neatgacoincide with a point inside the array area, but
there are exceptions. The ESPRIT direction finding algorjttvhich relies on certain properties of the underlying
array (centro-symmetry), requires selection glaticular reference point [Haa96].
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direction of arrival
for source signal

e array elements

(a) Definition of the DOA by anglesy, ). The planar ar- (b) Path length differencé; with respect to

ray comprised. array elements, w.l.o.g. the elements are ar- reference point for array elemdris given by

ranged in the x-y-plane. the scalar produq?.;fld, whered denotes the
incident direction vector defined by the DOA
of the source signal, angl. ; is the location
of array element.

Figure 3.12: Definition of direction of arrival ¢, ) for the source signal (a). Further illustration
of calculation the propagation path length differemke(b). The L array elements
are all located in a plane.

are given by (note that the delays can be negative, cf.Fig.(b)

T = %, (329)

wherec denotes speed of light (we will always assume ¢, with ¢, being the vacuum speed of
light) and 4, is the propagation path length difference with respect ¢odttigin, which is defined
as [God97a]

sin ¥ cos ¢
Ay =ps,d with d=—| sindsing |, (3.30)
cos v

with p.; being the position of théth array element, and being a unit length vector defined by
the direction of arrival of the source signal.

To simplify notation in the following, the planar array elent position vector

Pey = (Z;;’l > € R?, 1=1,2,...,L, (3.31)

e,l
is introduced, which is obtained frof.; by simply dropping the zero z-coordinate.

Thespatial frequency of a signal arriving at the array from direction, ) is given by

1/:%(5) (3.32)

whereu, v are the sine space coordinates introduce®ihg.
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Figure 3.13: Hexagonal array geometry where the phase centres of the array &eanefocated
on a regular triangular lattice (example shalvs- 19 array elements). The diameter
d. of the circular aperture array elements is equal to phase centre spAcing
this work only directly radiating hexagonal arrays comprising array elésnsith
circular aperture are considered.

Finally, for an unmodulated carrier of frequengy the delays; translate with .28 — (3.32 to
phase shifts [MM80]

N o T
a2 e j2mfent — o =I2mPe V. (3.33)

The vector perpendicular to the array plane is the arraydigieand it is assumed that the bore-
sight axes of the array elements are all aligned with theydmmaesight axis. The array has a
hexagonal contour and the phase centres of the array elemenarranged on a regular triangu-
lar lattice as depicted in FiR.13 The triangular lattice on which the phase centres of thayarr
elements are located is defined by the basi®M84], which is given by

1 1
V:dS(O ig), (3.34)
2

where the columns oV, v; andv,, are the basis vectors of the triangular lattice (cf. Big3and
App. D), andd, denotes the phase centre spacing. Witl34) the array element positions can be
given according to

Pes = Vi, (3.35)

with i; € Z? being the integer position vector of eleméwin the array lattice.

The gain pattern of the antenna array depends on the gaerpaftthe array elements. (1), on

the array geometry (i.e. on the arrangement of the arrayezieshand on the beamforming. In
particular, grating lobes may occur in real space, if thesphaentre separation exceeds approx.
A/2,1.e.ds > \/2 [Kra88, CL96]. This will be discussed in the following sectio



38 CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS
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Figure 3.14: Schematic representation of narrowband beamforming for the sourad bigmul-
tiplying the array element receive signajsvith complex weightsu;.

3.4.3 Narrowband Beamforming

Up to this point we have introduced assumptions on array ehérpatterns and array geometry
which will hold throughout this work. Finally, we have to tuto the question how the array output
is established from the receive signals from tharray elements.

As it was mentioned before, we initially consider an unmated signal and in this case the nar-
rowband beamformer is applicable [MM80] (again, refer te.3&.2where it will be discussed
under which conditions the narrowband assumption is safftty fulfilled for modulated signals
of non-zero bandwidth).

The general structure of the narrowband beamformer is tbzpin Fig.3.14 Note that no noise
sources are included in the array model at this point, becaesaim firstly at a characterisation of
the antenna array in terms of directivity and gain, respelsti which are defined independent of
any noise.

Furthermore, collecting the beamforming weighisn a vector, we define theeamforming weight
vectorw € CL, with

wq

W2

w=| 1, (3.36)
wr,

and, accordingly theteering vecton € C* is obtained by collecting the phase factorsf (3.33
in a vector

ai

a2

a(d, ) = : : (3.37)

ar,

It is well known (see standard antenna literature, e.g. [$TBat for an antenna array, compris-
ing array elements having identical magnitude patteg(8), the array field patterrf.. (¢, ) is
provided by thepattern multiplicationtheorem, yielding

fea(0,0) = ge(V) fa(V, ), (3.38)
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where the factor

L
fuldp) = D wieT e
=1
= w'a(, ). (3.39)

is termed thearray factorof the array [LL96]. Based or3(39) the array directivity is defined.

Array Directivity

Finally, with the array field patterifi..(1J, ¢) given by @3.38) the equation for directivityD, (9, ¢)
of the antenna array is therefore readily provided by &fL1)

D.(9,p) = [fea(?, )
ﬁ j'ﬂ:o 797T’:0 ‘fea(ﬁ,7 90/)|2 sin (19/) dﬁ’dg&’

D.(9)|wHa(d, p)|?
I UL s
fﬁ'ZO De(ﬁl) |WHa(79,, QO/) ’2 S1n (19,) dﬁ’d(p’

ar Jo'=0

Accordingly, the gain patter@,(1J, ») of the array is given by (cf.3(14)
Ga(V,0) = neaDa(d, 9), (3.41)

wherern, , is the overall radiation efficiency of the array, i.e. indhglthe radiation efficiency of
the array elements, . (cf. (3.27)) as well as additional losses introduced in the beamfagmin

As already mentioned in the introductory part of Sée, the beam pattern can be controlled by
choosing the weight vectar. The beamforming can in this way be implemented eithercstthyi
e.g. to create a fixed main beam pointing towards a constesttadin, or dynamically, then the
weight vector is adapted to a changing signal scenario frm@to time, e.g. to steer the main lobe
of the array to a desired direction by choosig= a(J, ¢). Furtherw can be chosen to control
the sidelobe level of the spot beams to reduce the receivedrfoom interfering signal sources
(spatial filtering for interference reduction) [MM80, God® Gay02].

In general, directivity and gain, respectively, of an angemarray depend strongly on the array
element locationg.; for a given total number. of array elements. Depending on the radiation
characteristics of the array elements, the integral in #reochinator of .40 and thusD, (v, )
possibly varies strongly with the array element phase eesgparationl; and also withw. The
same holds for the appearance of grating lobes.

Impact of Element Pattern and Separation on Array Directivity If for the array element
phase centre separation it holds< )\ /2, then typically directivity is independent & and no
grating lobes appear. In fact, it is often encountered erditure dealing with smart antennas in
communications systems to choose this case, possibly id dificulties coming with the case
of d; > A\/2. Also for satellite scenarios the assumptiom\@®-spacing of the array elements is
sometimes used in this connection, e.g. [GG95, LCOO0].
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However, in particular for the satellite application it afly holds for the satellite array antenna
thatd, > \/2 (e.g. [I[HLA98, CCALO1]).

Therefore, the impact af, > /2 on array directivity has to be discussed.

Especially for omnidirectional array elements the arragdivity strongly varies withl, as it is
demonstrated in Fig3.15(a)for a hexagonal array af = 127 omnidirectional elements, where
the phase centre separatidnis varied in a rangé,/\ = 0. .. 4.

35 H H H m35
m D(9=0°p=0°___| =

30 a =30 = &
£ £ D,(8=22°9=0°)
A25 /. / N - 25 AR
S / i e . X I AN E L }
I / ; D N N LR AN AV TV NS
.20 / P — o ~20F AT S :
0" 4 % omnidirectional N / ' '
S 150 | G 15H
I i array elements > /
GrlO S10p
Qs Qs

% 05 1,315 2 25 3 35 4 %05 1,315 2 25 3 35 4

Y, 2 dlA

(a) Main beam is steered towards antenna boresight (b) Main beam is steered towards ICO satellite edge
1 = 0°. Note that the directivity is virtually constant  of coverage) = 22°.

for d, > d. = 1.3 for the array of circular aperture

elements, while it varies significantly for the array of

omnidirectional elements.

Figure 3.15: Dependency of array directiviti, (¢, ¢) on array element separatidgfor a hexag-
onal array comprisind. = 127 elements. Agl; increases the directivity of the array
of omnidirectional array elements approachieand directivity of the array of circu-
lar aperture elements approaches, (v, ¢).

In contrast, for the antenna array with circular aperturayaelements (diametef, = 1.3)),
directivity is virtually constant forl, > d. (the range ofl; < d., where the apertures of adjacent
array elements would overlap is highlighted grey in Bid.5). Fig.3.15(b)shows array directivity
for a weight vectow that is chosen such that the main beam is steered toward22° (this is
the off-boresight angle for edge of coverage for an ICO s&¢NMS98]).

A possible interpretation of the oscillations of dirediyvivith respect tad, in case of omnidi-
rectional elements is that the effective apertures of rimghing elements overldpwhere addi-
tionally this overlap depends not only on the array elemepagation, but also on the considered
angular directior{), ¢). Due to overlap of effective apertures, the directivity(J), ) = 1 of an
isolated omnidirectional array element is not applicaloignaore for the array element located in
the vicinity of other array elements.

Obviously, the directivity of the array of circular apesulements reachdsD,. (9, ) for ds > d.,
where then the directivity does not vary much, which is intcast to the case of omnidirectional
array elements. This can be interpreted in that the efie@perture of a circular array element

3pPersonal communication. Dr. Dreher, DLR e.V., Institute igh Frequency and Radar Systems, November
2003.
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Figure 3.16: Schematic representation of grating lobes for the main lobe being steeredl towa
9 =0.

is well approximated by its geometric aperture. Therefamepverlap of the effective apertures
can occur and the directiviti. (9, ¢) of the isolated array element is not altered by arranging the
elements in an array.

From this we conclude that the different array element vecgignals can be treated independently
from each other, regardless of the particular valué,of d..

Grating Lobes

Assume now that the spatial frequengy (according to 8.32) corresponds to the main lobe, i.e.
the angular directioriy, @) for that array factorf,(+J, ¢) according to §.39 is maximised for
given weight vectos.

Due to the2r-periodicity of the complex exponential function i8.89 and depending on the
array element spacing there may be angular directions &bithie array factor shows side lobes of
the same amplitude as for the main lobe. These extra mais ltgereferred to agrating lobes
(cf. Fig. 3.16 [MM80, ST81].

The spatial frequencide, + v*) for that grating lobes occur are obtained froBn3® and 3.39
according to

2T VT (v + %) = 27if VTiwg + k2r = i Vv =k, keZ (3.42)

Therefore for* it must hold

vi= (VO 7, ez’ (3.43)
where
a1/
Ve — (VD) 1:—( LY ) (3.44)
&\~ V5

is theperiodicity matrixin the spatial frequency domain (cf. App) [DM84] andV was provided
in (3.34) for a triangular lattice.

Finally, the anglesy, ) where the grating lobes occur are obtained flem+ v*) using ¢.19
and 3.32:

¥ = arcsin/(ug + u*)2 + (vo + v*)?
= arctad (vg + v*, ug + u*), (3.45)
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with

up + u” « —1 ., "
(vg_i_v*):A(u0+u):)\<uo+(VT) I (3.46)
Note that there is an infinite number of grating lobes in thatigp frequency domain, but only
those grating lobes are in real space for th@t+ v*)? + (vy + v*)? < 1 such that) according to
(3.49H is real [CL96].

The discussion of grating lobes will be revisited in S&6.1and3.6.2where two particular satel-
lite systems and the respective satellite array antenn&imade introduced.

3.5 Signal Model

Recalling the definition equations of antenna array dirdgt(8.40 and gain 8.41), respectively,
it becomes obvious that an important factor in any commuioica system was not required for
these definitions, namely noise.

As depicted in Fig3.17, a common antenna array model assumes that independeatsooises

are present in each element receive pahd in consequence the noise power present at the output
of the beamformer is actually a function of the beamformirejght vectorw, cf., e.g., [MM8O0,
God97b, LL96].

The noise sources (t) are mutually uncorrelated and modelled&y/GN, where the noise power
will be denoted with
E{|ln))*} =202, Vi=1,2,...,L (3.47)

(we choose to write the noise power in this way to emphaséegdltle noise is modelled by a proper
complex Gaussian random variable, i.e. with the real andjinaay part being independent, zero-
mean, and both having equal varian¢e(cf. Sec.4.3)).

In the following, an array signal model including the satelthannel, introduced in Se2.2, will
be presented. Finally, we have to consider the multi-ussz,cahich follows in Sec3.5.3

3.5.1 Single Source Signal Model

Signals will be treated in the complex base band [Pro95].aFgeneric real RF signalgy(t) of
bandwidthB, (one-sided) around the centre frequerfcythe complex base band representation is
given byz(t) with

zre(t) = Re{z"(t)}, with z7(t) = z(t)e/*™, (3.48)

wherez ™ (t) denotes thanalytical signal and is the complex baseband sign@l) shifted to centre
frequencyf. (note that the spectrum af (¢) is therefore only defined for positive frequencies).

4For this antenna array model the signal-to-noise-powts-(&NR) at the output of the antenna array maot be
proportional to the antenna array directivity [SCO1].
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Figure 3.17: Schematic representation of narrowband beamforming for the sourcd bigmul-
tiplying the array element receive signajsvith complex weightsv;. Noise sources
n;, (I = 1,2,..., L) model white Gaussian receiver noise, which is present at each
array element receive branch. Note the presence of noise sourties receive
branch of each element (cf. Fi§.14where no noise sources are considered for the
definition of array directivity).

Let a signal source: emit signals,,,(t) (complex baseband signal). In the following the carrier
frequency has to be taken into account therefore the aoalwignal

st(t) = sy (t)ed?> et (3.49)
will be used.

As it has been pointed out in Se&t4.3 a source signal! (¢) arrives with different delays at the
different array elements due to their spatial distributidine delaysr; ,,, have been provided in
(3.29 with (3.30, and have been given t9,, = A, ,,/c.

With the above definitions and using. (1), the receive signal," (¢) (cf. (3.49) of array element
can be written according to

i (t) = s, (1) * by (6, 7) + 0 (1), (3.50)

Wherehﬁ;n(t, 7) denotes the channel impulse response applying fol-tharray element and the
m-th source, furthen;" (¢) is the thermal noise introduced at thth array element.

Assuming that the array elements have all identical charstics, i.e. all have identical amplitude
patterng.(v/), the channel impulse respoﬂs’gn(t) can be written according to

Wb, (6, 7) = Bt (t,7) % 6(t = Tim), (3.51)

which means that the channel can be separated into thelmatidn of the transmission channel
hiF(t, ) from sourcem to the array reference point and relative delays among the different
array elements. Thereforé,’ (¢, 7) includes all satellite communications propagation channe
effects for source signah (i.e. free space loss, and, further, shadowing, delay dpi@appler
spread, Doppler shift and also gains of the transmit and the receive antenna4,)ahB99)),

51t will be assumed that the Doppler shift is tracked and (m@npensated in the transmitter and/or the receiver.
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whereas(t —7;,,,) takes the relative propagation delays among the varioesiaatarray elements
into account.

In the further, the signal model will be constrained in that will assume that the propagation
channel is a frequency non-selective fading channel asissed in Se@.2.], i.e.

st(t) = hb(t,7) = st (t)RIT(t). (3.52)
Then 3.51) in (3.50 yields

r?‘(t) = \fm(t — Tl,m)ej%rfc(t_ﬂ’mi +nl+ (t), (3.53)

= f;l(t — TZ,m)

with the complex baseband signal (.16 and ¢.17))
Tm(t) = $pm(t) —= (3.54)

which holds according to Seg.2.1, where it was pointed out that the propagation channel can be
described by a quasi-constant compongpf,, with (cf. (3.23)

Lyt m CR
- : . 55
Hm = G Gam) 1 + (3-55)

and a possibly rapidly varying fading factby, (¢) (normalised to unit power).

Ther,,,, as well as the signaOAs (V,,,, ¢,,) must, in general, be considered time-variant, as a
mobile ground terminall.EO and MEO satellites change their position over time. However, to
simplify notation an explicit designation of time dependgnf theDOA and the relative delays is
omitted.

Finally, the complex baseband array element signal is méteirom (¢.53 using 3.49, and given
by (cf. Fig.3.19
Tl(t) = fm(t — Tl7m)eij27rfcn’m —i—nl(t), (356)

-

£ Vi, (1)

where we have further introduced the array element rec&wvebwithout noisey; ,,, ().

3.5.2 Narrowband Signal Model for Array Signal Processing

The narrowband signal model is a well known concept in arrgat processing (cf. [MM80]),
therefore we will omit a detailed derivation.

Firstly, thearray propagation times required, defined as

AT = max |7, m — Tiymls (3.57)
li,l2,m

which denotes the maximum delay difference that can ocdwdsn any two array elements.
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Figure 3.18: Schematic representation of the definition of the array element receivasigt).
Sourcem transmits signak,,(t) over the multipath channel characterised by the
multiplicative factorh,,(t)//i». The resulting signaf,, is then received by the
array elements with different delays,,. The relative delays (w.r.t. array reference
point) are negligible if the narrowband assumption holds, theit — 7, ,,,) ~ 7, (t).

Then the narrowband assumption is fulfilled if it holds
ATBy < 1, (3.58)

whereB; is the one-sided bandwidth of the incident signal. The i@tegiven by .58 is known
as thenarrowband assumption for array signal processiflyiIM80, God97b] and says that the
array propagation timér is negligible.

If the narrowband assumption holds, the relative signaydelvith respect to the reference point
translate to phase shifts’27/<m.» i.e. the relative delays as depicted in Fgl8can be neglected.
In consequencey ,,(t) in (3.56 simplifies to

V() = amTm (1), (3.59)
where | o
A = € 92T — e P (3.60)
Therefore, we can rewrite(56) as
r(t) = T () arm + nu(t). (3.61)

Obviously, according to3(57) validity of the narrowband assumption depends not onlyignad
bandwidth B;, but also on the array size and the rangedaiAs (v,,, ¥.,) Which can occur, as
these factors determine the maximum range of array projpagane A7 in (3.57).

In the next section it will be verified that narrowband asstiompfor array signal processing indeed
normally holds in satellite scenarios.

6The termnarrowband assumptiois in a way misleading, as by means of the channel transfetibmthe signal
may well be broadband, i.e. the channel may be frequencgtaale
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Validity of Narrowband Assumption in Satellite Scenarios

Recalling the requirement for narrowband beamforming tabiandwidth-aperture-propagation-
delay-product must be negligible, i.B,AT < 1 (cf. (3.58), we can write that
BAr ~ B oS max _ Bida o (3.62)
C Je Ac
must hold for the applicability of narrowband beamformirfg i€ the centre frequency\. is the
wave length aff., andd, is the antenna diameter).
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Figure 3.19: Bandwidth-aperture-propagation-delay-produgfAr~ versus maximal occurring
off-boresight anglé,,,. for various relative bandwidthB;/ f., and ford, /A, = 120
(solid lines) andi, /\. = 17 (dashed lines).

Fig. 3.19shows the bandwidth-aperture-propagation-delay-prioButir versus the maximal oc-
curring off-boresight anglé,,,.. for various relative bandwidthB;/ f. and for two values of,, / A,
namelyd, /). = 120 (typical for GEOsatellite) andi, /\. = 17 (typical for MEO satellite).

Considering maximal off-boresight angles#f., ~ 9° for GEO satellites and?,,.., ~ 20° for
MEO satellites [LWJO00], it can be concluded that the narrowbasdiiaption 8.59) is applicable
for relative bandwidths up to an order of magnitude3yf f. ~ 1073 for both aGEO satellite, as
well as for aMEO satellite (assuming thaé, A7 ~ 102 sufficiently fulfills (3.59)).

3.5.3 M Source Signal Model
We will now extend the case of a single source treated abotreetgeneral/ source signal case.
To simplify notation, the dependency on timeill be omitted in the notation in the following.

In Fig. 3.20the principle characterisation of thié source signal model is sketched, summarising
the assumptions presented in S&é@.and3.4.

Fig. 3.21schematically depicts the signal model which will be disagsin detail below.
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The receive signal at each array element is the
sum of the source signals weighted according
to the element gain and phase shifted w.r.t. the
array reference point. The narrowband assump-
tion of array signal processing holds.

Faded and attenuated
source signals arrive
from discrete DOA.

Multipath propagation channel
(Rice flat-fading),

free-space basic transmission
loss.

)
H w w M signal sources

Figure 3.20: Summary of the assumptions regarding signal propagation. The propagatioon-
ment in the vicinity of the sources creates a multipath propagation chano#ings
in fading. Due to geometry the signal of each source arrive approxinfadetya sin-
gle discrete direction-of-arrival (DOA). Finally, the narrowbanduasgtion of array
signal processing holds.
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Figure 3.21: Schematic representation of the definition of the array element receiasigfor
the narrowband case ard sources. (Note that the segmentation in transmission
channel and antenna array is not strict, as;theinclude the source antennas and
array element gains.)
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If M signals are received at the antenna array and assuming $iy&tem properties, the element
receive signat,; at the output of array elemenhts given by summing the contributions of each
sourcem (cf. (3.61)) resulting in

M M
r = Z Uim + 1y = Z al,mfm + ny. (363)
m=1 m=1

Further, the following definitions shall hold.

Collecting the array element receive signals in a vectodgi¢hearray element receive signal
vector
r= (rl,rQ,...,rL)T, (3.64)

further, A € C*M denotes theteering matrixdefined according to

A=(ajay ... ay), (3.65)
with the M steering vectors,,, € C*,

= (A1, Q2m, - - - ,aL,m)T (3.66)

and thearray input signal vectoi ¢ C",

= (71, oy Far) (3.67)
and, finally, the noise vectar € C*,

n= (nl,ng,...,nL)T. (3.68)

Applying the definition of the phase factatg,, provided in .60 on (3.66) the steering vector of

sourcem is given by
ap = (e 92T o iz o= 2mferrm) T (3.69)

Using the above definitions and with the multiplicative fagliassumption3.61), (3.63 can be
rewritten in matrix notation, yielding

r = AHs+n. (3.70)

A
=V

Here we have additionally introduced the diagonal chanratimH ¢ C*>*M  with

hl DR
I 0 0
0 = :
H= Vi , (3.71)
: .0
h
0O -+ 0 \/%
and thesource signal vectas = (sy, s, ..., s37)T, and finally thereceive signal vectov € CM.

Adopting the matrix notation, Fig.21can be redrawn according to Fi§)22 representing finally
the signal model that shall be valid throughout this work.

For the remainder of this work the following assumptiondlidtnad.
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Transmission channel: Antenna array:

mean attenuation factor u,, steering vector a, ,
multiplicative fading 4, (frequency | receive signal vector
non-selective) v,, for source m, noise

vector n, array output
signal vector r

Figure 3.22: Block diagram of the vector multiple-access fading channel (doublevarirdicate
vectors), which can be separated into the influence of the transmissionettand
the array. (Note that the gains of the antenna array elements are inclutleel in
transmission channel via thg,, cf. (3.55.) The link attenuation factors,, and the
steering vectora,, (L elements) are assumed fixed during transmission, while the
fast-fading factors,,, are changing. The noise vectartakes care of both noise in
the receiver, as well as noise received by the antenna.



50 CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS

Definitions of Required Covariance Matrices

Both the signals,,, as well as the noise are ergodic processes, therefore tichgraup averages
are the same.

The source signals are mutually uncorrelated, then

E{smsz}—{ 0 mAk m,i=1,2,..., M, (3.72)
where p,, is the transmit power of sourcer (hence, thep,, correspond toPr introduced in
Sec.3.2.9).
Then thesource signal covariance matri, € R} is a diagonal matrix, with

pp 0 - 0

K, =E{ss"} = 0 P2 : (uncorrelated source signals)  (3.73)
: .0
0 - 0 pu

The AWGN noise vectom is spatially white(i.e. the noise sources in thereceive branches of
the array are uncorrelated, which is a common assumptignL&.96, God97b, SXLK98]), then

. v [ 202 1=k _
E{nlnk}—{ 0 14k ILk=1,2,...,L, (3.74)
where20? is the power of a single noise source.
Therefore, also thaoise covariance matriK,, € C** is diagonal with

K, =E{nn"} =1;207  (spatially white noise) (3.75)

However, in the following we will mostly use the more genamatationkK,, in order to provide
the according equations for the general case of eventuailglated noise sources, and only if
required in the argumentation we will use 5.

Further we define theeceive signal covariance matrix without noibg, ¢ CL*L (Hermitian,
positive semidefinite [Pap91]) according to (wittbeing defined ing.70)

v=E{w'"} = AHK,H"A". (3.76)
Note that it holds
S [
AHKH"A" =) "a,a) —"p,, (3.77)
Hm,
m=1

which means that the covariance matKx, of the sum of the receive signals is the sum of the
covariance matrices of each single receive signal, bedhessource signals are mutually uncor-
related.

Finally, with the above definitions, tharray output covariance matri¥, € CX** (Hermitian,
positive definite foro? > 0 [Pap91]), which is the covariance matrix of the receive aigmd
noise, is introduced and defined according to

K, =E{rr"} =K, + K, = AHK.H"A" + K,,. (3.78)

The covariance matrix of signal vectorplus noise vecton is the sum of the covariance matrix
of the signal¥K,, and the covariance matrix of the noiKg,, because noise and receive signals are
uncorrelated.
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Additional Definitions Further, we define in the following the covariance matricessome
subset of thell sources. This does not add any new aspects to the definitomve abut it will
support a clearer notation in the remaining chapters.

The set
M={1,2,... M} (3.79)

denotes the set containing &l source indices, further we define a subSetf M,

SC M. (3.80)

Then, letA(S) € C*Ms denote the steering matrix that contains only fifg = |S| steering
vectorsa; of the sources € S.

The covariance matrikK(S) € R%’XMS is the diagonal matrix of transmit powessof sources

i € S, and, equivalently, the channel matfikS) € CMs*¥s is a diagonal matrix of the channel
factorsh;/,/ji; for sourcesi € S. Accordingly we define the receive signal covariance matrix
K, (8) € CI*L for a subset of thé/ sources with

K,(S) = A(SH(S)K(S)H(S)"A(S)H, S C M. (3.81)
(Obviously it holds thatA (M) = A, Ks(M) = K, Ky (M) = K, andH(M) = H.)
According to B.77) we can therefore write for any subsebf M:

K, (S) = K (7T) + K, (7T), TCSCM,T=8\T. (3.82)

Finally, the array output vector covariance maiikix(S) for a setS C M is given according to

K.(S) =K,(S)+Kn,, SCM. (3.83)

With these additional definitions3(78 can be split in the notation in three components, namely
the contribution from a single sourece (we will refer to this as thevanted signg| the contribu-
tions from the signals from sourcesp, = M \ {m} interfering with sourcen, and finally the
noise, i.e.

K, =K,(m)+ K,(Z,) + Ky, Ly = M\ m, (3.84)

where it holds according t@&(81) that

(3.85)

3.5.4 Output SINR of the Optimal Beamformer

Based on the narrowband beamformer structure (depictedyirBHi4 for a single source signal)
we will in the following provide the expression for tl&#NR at the output of an antenna array if
M source signals are present at the antenna array apertur8(MN96].
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The output signal of the narrowband beamformer for soutce,, € C, is readily given by

Zm = Wor

= whAHs+wlin

M
h h;
H m H . H
= W, &,——Sn+ W, a; Si +w,,n, (3.86)
vV Hm ; vV i
i#m
N -~ - 7 N - -~ 7 N - s
wanted signal interference  noise
where the complex weight vecter,, € C*, is defined asv,, = (wy n, Wam, - - -, wr.m)* . Further

we have split the signal irB(86) in wanted signain, interference from sourcés# m, and thermal
noise.

The output signat,, is further processed in receiver stages following the beamér. This will
be discussed in detail in Chapand6.

Using (3.84) to determine the covariance of the beamformer output signéor sourcem yields
E {zng} = wﬁiE {rrH}wm = ng,wm =
WK, (M)W, + WK (L)W + WoKaw,,, L, = M\ {m},  (3.87)
wanted signal interference noise

and allows to provide for souree the expression for the outp8tNRT',,, (h) after the beamformer

for given joint fading statéy = (hy, hs, ..., har)* according to
P, (h) = Lol bl Ty = M\'m (3.88)

fm Wit (Ko (Z) + Ka) Wi,

where further 8.85 was used (also cf. [SXLK98] where tH&NR for an array is considered
without fading).

The optimal weight vectow . ., (h), maximisingl’,,(h) is given by [MM80, SXLK98]

Woptan(h) = BK(Z) tan, = B (Ky(Zn) + Kn) ' ay, T = M\ 'm, (3.89)

wheref is an arbitrary scalar that leavEg,(h) unchanged, as can be readily verified by plugging
using @.89 into (3.89.

Note that the optimal weight vector for sourcedepends also on the steering vectgrand on the
instantaneous receive powé;h$]2 pi/ w; of all sources € 7, interfering with sourcen according
to the definition ofK, (S) (with S = Z,,,) in (3.81).

The maximalSINR I, ,,(h) achievable for source: with optimal weight vectomw, ,,,(h) is
obtained by usingv,, = wopt.(h) in (3.89 and is hence given by (cf. [MM80, SXLK98])

P | plhl 1\
Lopt.m(h) = ap, [ Y aal +—Ku| an, T.=M\m,| (3.90)

2 252
m202 = wi2o: 202
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where we have also used. (7).

To ease notation later on, we introduce the instantaneeuasegit (or inputSNR~,,(h,,) at array
element level before the beamformer according to

() = Pl (3.91)
fim207
and the mean inpudNR ~,,, given by
m = E{Vm(hm = =pnGre—— |1+ —|. 3.92
g {ym(ha) . 2020 P GTZUELMM + (3.92)

The producp,, G is theEIRPof sourcen (theEIRPIs the power required for an isotropic radiator
to produce the same power flux-density at the receiver asiie@aa with gairG: ).

Because the optimal weight vecter, ,,(h) depends on the joint fading stateit must be re-
computed at the rate of change of the fading to maintain @itiyni.e. with approximately rate
1/T..n- This raises the question of the loss in BI&IR, if the weight vectors are computed based
on averagereceive power,, /., (m € M) to eventually reduce the update rate requirement.
However, a more detailed discussion of this is presentedpip. & (concepts and definitions are
used there that are introduced not before CHap.

We conclude this section with a simple example illustrabpgmal beamforming.

Example 3.1: Optimal Beamforming with 2 Sources Here we want to shortly address how the
optimal beamformer performs for the limiting cases that, on the one hand, thermal noise, and, on
the other hand, interference is dominating the output SINR. The simple scenario of two sources is
considered (source signal 1 at 0°, signal 2 at 5°), with a 10-element linear array of omnidirectional
elements and /2 element spacing. Source 1 is considered the wanted-signal, while source 2 is the

interferer.

Firstly, considering that thermal noise is dominant (p, < ¢2), the optimal beamformer aims at max-
imising the beamforming gain towards the wanted-signal, while interference is allowed to have only

little suppression (Fig. 3.23(a)).

If interference is the decisive element (p, > o7), then the optimal beamformer places a pattern
null at the interfering signal, even at the cost of reducing significantly the gain for the wanted-signal
(cf. Fig. 3.23(b)).

If the optimal beamformer places a pattern null at the interfering signal’, it is obvious that the output
SINR no longer depends on the interference power. Instead, the output SINR is given by the power
of the wanted-signal and the gain for the wanted-signal, where this gain is a function of the array

geometry and the source distribution.

’In the limiting case where interference tends to infinitye tptimal beamformer places a pattern null at the
direction of interference, then the optimal beamformerfqrens identical to the null steering beamformer, on the
other hand, if interference is zero, then the optimal penfarcorresponds to the conventional beamformer (see e.g.
[God9a7hb])
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(a) Thermal noise dominant. The SINR is maximised (b) Interference dominant. The SINR is maximised by
mainly by pointing the peak gain towards the wanted spatial filtering of interference, while it is tolerated to
signal, while interference is allowed to have a signifi- reduce the gain towards the wanted signal.

cant gain as well.

Figure 3.23: Gain pattern for optimal beamforming, if either thermal noise or interferersens
inant. Wanted-signal at = 0°, interferer at} = 5°.

3.6 Satellite System Scenarios

Although we will aim to provide results of general validitye have to restrict the investigations at
first to particular scenarios, because we want to creatistieahterference scenarios. Such inter-
ference scenarios have to consider realistic satellienaatarray parameters, but also a reasonable
distribution of mutually interfering sources.

In the following two scenarios are described in detail thiflithe basis of the further investigations.

3.6.1 MEO Satellite Scenario: the ICO Satellite System

The ICO satellite system was designed in the mid-1990'’s teigeaglobal voice and low-rate data
services via a constellation of satellites in medium eartiit gMEO). In the following important
system parameters of ICO will be presented, representingtétes of the ICO system design as
published 1999 [GST99p.

The ICO space segment comprises a constellation of 10 sadali theMEO. The orbit altitude
amounts to approxis = 10390 km, and accordingly the orbit time i&, = 6 h. The satellites are
arranged in two planes of five satellites each (cf. Figd). However, in this work only a single
satellite will be considered. Each satellite covers apipnaxely 20%—30% of the earth’s surface,
where the coverage areas of neighbouring satellites qvéolgrovide path diversity (satellite
diversity) via multiple satellites [LWJO0O0].

8]CO corporation planned originally to commence servicémytear 2000, however, because of the commercially
disastrous fate of the Iridium satellite system that presidoice services since 1998 [Vat91], ICO corporation is
undertaking a redesign of the system with the date of stafice now being unknown.
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Figure 3.24: View of ICO satellite constellation comprising 10 MEO satellites in two planes (taken
from [LWJO0Q]).

The service area of a satellite is completely covered with ddls (cf. Fig.3.29, where the cell
boundaries are defined according to shéB-below-maximum spot beam gain contour. The cell
pattern for uplink and downlink in the mobile link are congni.

(a) Spot beam pattern shown in projection on (b) Spot beam pattern shown in antenha-
earth surface. coordinates.

Figure 3.25:1CO spot beam pattern comprising 163 cefisiyB below maximum gain contours
are shown (taken from [LWJO0O0]).

The 163 spot beams for the mobile link are realised WitRA antennas comprising 127 array
elements, where two separ@®&A are employed for uplink and downlink (cf. Fig.26). Further,
the 163 spot beams are created by digital fixed beamforming.

A frequency reuse with cluster size 4 is realised to maxirtheespectral efficiency by optimal
use of the mobile link spectrum (cf. S8.3and Fig.3.27). The side lobe level of each spot



56 CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS

S-Band Transmit

Antenna \/—\

S-Band Receive
Antenna

Figure 3.26: View of ICO satellite (taken from [MS98]). The S-band transmit and rexarrays
for the mobile link comprise 127 array elements each.

Figure 3.27:1CO cell pattern with cluster size 4 frequency reuse pattern.

beam is controlled to ensure a tolerable level of intraesysinterference from co-channel cells.
However, an even higher spectral efficiency employing elusize 3 is not possible with the fixed
cell pattern, because this would result in too high a muttakference.

The frequencies used for the ICO system are located in then&{p433.5—2500 MHz), where in
particular for the uplink in the mobile link (Earth-to-sgatink, cf. Fig. 2.3) right-hand circular
polarised signals in the rand®85-2015 MHz are used. The bandwidth allocated for the mobile
link suffices to provide 4500 voice channels per satellite.

The signal format used on the air interface in the mobile ign& 6-slotTDMA with 40 ms frame
duration, where th@DMA rate is36 kbps. With QPSK modulation with raised-cosine pulse-
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shaping with roll-off factors,, = 0.4 the bandwidth requirement amounts to

_ ]‘_'_51'0

sym

B

= 25.2 kI, (3.93)

with symbol duratioriy,,, = 1/18 ms. The bit error rateBER) requirement for voice services is
4%, leading to aF, /Ny = 1.9 dB.

For data services ratig’2 convolutional coding provides a bit rate 2ft kbps perTDMA slot at a
BER of 10~°, where higher bit rates are realised by using multifl8vIA slot.

Various types (5 in total) of user terminals are proposedHerlCO system with different values
of antenna gain, figure-of-mexit /7", andEIRP.

Tab. 3.1 describes three terminal types, providing representatilies for the considered param-
eters. Generally, a limitation for maximum antenna gainrfmbile terminals results from the
requirement that no active pointing is needed because ovamwally narrow beamwidth of the

mobile terminal antenna, this holds in particular for hdvedd terminals. Further, the maximum
EIRPmay be limited to save battery power or due to health con¢cegesn in particular for hand-

held terminals.

Terminal Type Antenna Gain (dBi) Peak transmit Peak EIRP (dBW)
power Py (W/dBW)

Hand-held 2 34.8 6.8
Private vehicle 3.5 7/8.5 12
Semi-fixed 10.5 1.4.5 12

Table 3.1: Parameters of user terminals for ICO system.

Of particular importance are the parameters of EHieA antenna for the mobile uplink, as we
will focus in Chap.5 on receiver structures using adaptive array processiqeiéixg the spatial
distribution of the user terminal signals. In the followisgction we will therefore provide the
array model for an ICO satellite.

ICO Satellite DRA Antenna Model

An ICO satellite employs tw@®RA (one as transmit antenna for the forward link, the other as
receive antenna in the return link) of similar design asoeiced in Sec3.4.2(cf. in particular
Fig. 3.13 for the mobile uplink and downlink [GST99] (cf. Fi§.26). BothDRA of an ICO satel-

lite compriseL. = 127 array elements each. In references [IHLA98, MS98] a detalkscription

of the antenna system and its performance is provided, asavith be used in the following to
demonstrate the validity of the array model we will use later

The patterns of the 163 spot beams of an ICO satellite are stati the spot beam patterns are
not adapted to the time-varying signal environment. Howebe beam patterns are optimised to
minimise the distance between co-channel cedlage distanceand, consequently, increase spec-
tral efficiency as discussed in S&c3.3 This is achieved by suppressing intra-system interfexrenc
more efficiently by minimisation of the sidelobe level foettespective spatial directions where in-
terference is expected to come from, i.e. the co-channksl. delthis way a 4-cell frequency reuse
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(cluster size 4) is realised by controlling for each beamdildelobe level in the corresponding
co-channel cells.

For the uplink antenna, the diameter of a single array elémemssumed to bé, = 0.195 m,
therefore it holdsl./\ = 1.29. .. 1.31 for the according uplink frequencies. Accordingly, thergai
of a single array element fof. = 2 GHz (d./\ = 1.3) at edge-of-coverage fat = 22° is with
(3.27) 2.68 dB below the peak element gain at boresightdos 0°.

The array element phase centre separation is givefj byd, (cf. Fig.3.13.

The diameter of the receive arrayds = 2.54 m, and the narrowband assumption for array signal
processing (cf.3.62) is fulfilled (f. = 2 GHz, A = 0.15 m):

B.d, . 25.2 kHz 2.54 m
— — sin Vpax

= in22°~8-107° <« 1. 3.94
[ 2GHz 0.15m < (3.94)

Becausel;/\ ~ 1.3, the phase centre separation is larger tha® and therefore grating lobes
appear in the beam pattern.

However, grating lobes are reduced by the gain charadtarist the array elements, and, fur-
ther, grating lobes do not enter the coverage area even the¢hen is steered towards edge-of-
coverage with) = 22°: the three grating lobes located in real space are in singesgia(using
(3.49) (u,v) = (—0.47,0.64), (—0.47,0.27), (0.32,0.72) and, equivalently, in angular directions
(9,¢) = (52.5°,125.9°), (32.5°, —150°), (52.5°, —65.9°). Fig. 3.28 shows the the array factor
fa(¥, ) according to 8.39 for a beam steered towards edge-of-coverage-(22°, ¢ = 30°),
also validating the calculated locations of grating lobes.

Validation of the Array Model In [IHLA98] the measured radiation pattern of the nadir béam
is provided. With the element gain pattet () according to 8.27) and withd; = 0.195 m, the
array field pattern can be computed using equatibad and compared with the measured beam
pattern.

For a complete comparison we have to address in the folloalsma method to reduce the sidelobe
level of the spot beams in the respective co-channel cellsddu®®n of the sidelobe level for
antenna arrays with fixed beamforming can be achieved byyimgphlgorithms from adaptive
array signal processing. The algorithm used here was pedpims[OC90] and we set aside a
detailed discussion.

To compute the beamforming weight vectors producing lowlside level for co-channel cells, a
high number of interfering sources is placed in the corredpw co-channel cells. Fig.29(a)
shows the 163 cell pattern of an ICO satellite in the projectia earth’s surface (the satellite is
assumed to be located at longitutte latitude0°), further, Fig.3.29(b)shows the cell pattern in
antenna u-v-coordinates with the interfering sourcesgulan the co-channel cells of the centre
cell.

Firstly, for comparison the weight vector for the nadir besncomputed without reducing the
sidelobe level in co-channel cells. This is shown in H@0(a) whereas the array field pattern
is depicted for constant = 30° (in Figs.3.30(a)and3.30(b)this cut is indicated by bold lines).
Comparison with the measured beam pattern shows that addigfort is required to reduce the
sidelobe level to that of the measured pattern.

9The nadir beam is that spot beam which main lobe is pointingitds the satellites nadir point.



CHAPTER 3. ADAPTIVE ARRAY ANTENNAS AND SATELLITE SCENARIOS 59

7

-,;ZEW? R 20
g ;'g;o/ Z /f / 7 7 . %

7

(=)

array factor | £,(:4, @) in dB

Y
S

Figure 3.28: Array factor|f.(9, ¢)|? (logarithmic) for ICO array with the main lobe steered to-
wards edge-of-coverag® (= 22°, ¢ = 30°). Only three grating lobes are in real
space (imaginary space is indicated as hatched are& ferv? > 1).
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(a) Projection of ICO cell pattern on earth’s surface (satellit
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(b) 1CO cell pattern in antenna u-v-coordinates. Locationsteri
ferers in 36 co-channel cells (out of 37; cluster size 4) usexpti-
misation procedure to reduce sidelobe level of the nadit spam
in the co-channel spot beams. In total, 1540 interferersangid-
ered (43 interferers in each cell, except for the two outestraells
where 8 interferers would be located outside the coveragpe ar

Figure 3.29: ICO spot beam pattern projected on earth’s surface and in antentaaordinates.
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(b) Simulated array field pattern with reduction of sidelobeslem co-channel cells.

The sidelobe level of the simulated array pattern agregsweh with the measure-
ments (bold: measurement).

Figure 3.30: Comparison of simulated nadir spot beam pattern based in the array medehus
this work and actual measured pattern of the ICO antenna from [IHLA98]e
ranges of corresponding to co-channel cells are highlighted grey.

The beam pattern obtained from the pattern optimisationgqutore, with the sidelobe level being
reduced in the co-channel cells, is shown in H30(b) Reducing the sidelobe level in the co-
channel cells requires a tapered, non-uniform apertweifiation, which results in an aperture
efficiency reduced tg, , ~ 0.95.

It can be concluded that the obtained sidelobe level agrediswith the measurements in the
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important range of off-boresight angles< v < 22°.

Directivity and Gain  From the definition of the field pattern we know that it prowdanly
relative radiation intensities, and in Fig.30 we have indeed only compared the beam patterns
normalised to the maximum value.

Finally, a radiation efficiency), , = 0.63 must be assumed to obtain an array g&aitv, ) =
.2 Da(V, ) that agrees sufficiently well with the published ICO satelintenna measurements
(30.4 dB at nadir and8.1 dB peak gain for a beam at edge-of-coverage) [MS98, IHLA98].

The array model introduced in this section reproduces thée fiattern and the absolute gains
achieved by the real ICORA antenna with sufficient accuracy.

Concluding this section, TalB3.2 summarises the satellifeRA antenna parameters for the ICO
scenario.

Parameter Value
Carrier frequencyf, 2 GHz
Wave length\ 0.15m
Max. off-boresight angl@,,,... 22°
Effective Noise Temperaturg, 290 K
Bandwidth B, 25.2 kHz
Element
Diameterd,/\ 1.3
GainG, 10 dB (¢ = 0),
7.5 dB (¥ = Yax)
Array
Number of elements 127
Phase centre separatian 1.3
Diameterd, 2.54 m
Aperture efficiencya , 0.95
Radiation efficiency, , 0.63
GainG, 30.8 dB (beam 1, peak gain)

28.3 dB (beam 163, peak gain)
One-sided dB-beamwidthisqg  2°

Table 3.2: Important system and DRA antenna parameters assumed for the ICO satehiéeis.
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3.6.2 GEO Satellite Scenario: the EuroSkyWay System

In particular forLEO and MEO satellites the direct radiating array is considered aractitre
option over reflector antennas [3], providing possibility of large off-boresight scangées
[Bj093]. Due to the comparably low free-space basic transamdsiss, even in the S-band the
required antenna gain can be provided with moderate, téotjically manageable (with respect
to size, weight, and number of array elements) apertureardanumber of array elements as it
was discussed in more detail in the preceding section. Tdreré EO andMEO satellite systems
usually employDRA antennas [MS98, SUNB9].

In contrast, foilGEO satellites the larger free-space basic transmission lssdbe compensated,
and, further, to obtain the possibility of frequency reubke, cell area (accordingly the spot beam
width) must be significantly smaller than the coverage acéaHg. 3.8). Depending on the fre-
quency band used to provide the satellite services, baofje leflector antennas (e.g. the already
mentioned Thuraya satellites wiil2 m-diameter reflector antennas for operation in L-band), as
well asDRA are possible choices.

For GEO satellites, theDRA antenna is a technologically feasible option only for freeies at
K/Ka-band and higher, where for regional coverage (e.gofelyan array aperture of apprdxm
diameter with about 200 array elements can be assumed sticcatder of magnitude [CCALO1].

Adaptive beamforming is also possible with reflector anéesniL96, KB96, And99], but we will
restrict in this work tdRA, in particular also for th6&EO satellite scenario.

The system parameters we will assume are taken from the EyN&&y system description
[ESW97]. Again, we will concentrate on the uplink in the melihk.

EuroSkyWay System Outline

Development of the EuroSkyWay satellite system was imitian 1994 and is still on-going. There-
fore many parameters of EuroSkyWay are subject to changeyanvill restrict to present shortly
the most important system parameters only (the descripfi@uroSkyWay presented below mir-
rors the design status as published 1999 and 2001, resgg¢®s5W9O7, LMMO1]).

EuroSkyWay is a satellite communication system that ainpsatision of high-speed, broadband
connectivity services to service providers.

It is planned that &5EO satellite in an orbital position at latitud®, longitude 12°E provides
coverage of Europe and part of the Middle East, Mediternadeca, and part of the CIS coun-
tries. The service area is covered by 32 cells, where agaifregdency reuse pattern is realised
(cf. Fig. 3.31(b). The cell boundaries are defined as 4t dB-below-maximum spot beam gain
contour.

The frequencies allocated for EuroSkyWay are in the Ka-l{andsHz/30 GHz).

High usable data rates between apprd®.2 kbps and2473 kbps are supported by different user
terminals, and with code rate of appraxs this results in coded data rates betwedn.3 kbps
and3091.3 kbps.

Parameters of two types of user terminals are shown in3[&@bFurtherQP SKmodulation is em-
ployed, and a bandwidth requirement between apd@xkHz and2.5 MHz is stated in [ESW97].
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Figure 3.31: EuroSkyWay service area, 32 cells cover Western Europe and thdaviEddt.

Terminal Type Antenna Gain (dBi), diameter Peak EIRP (dBW)

SaT-A 33.50.19 m 37.8
SaT-C 36.60.28 m 49.9

Table 3.3: Parameters of user terminals for EuroSkyWay system. The terminal ardé#iniency
is 0.6.

GEO Satellite DRA Antenna Model

The original system design of EuroSkyWay does not foredeBa antenna, therefore we cannot
provide a similarly detailed comparison betwdeRA model and measurements as for the ICO
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47°N. The maximum off-boresight angle amounts to apprx., = 4.3°. Area
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satellite antenna in Se8.6.1 Instead, we will use parameters from [CCALO1] for comparjson
where requirements for@RA antenna for a similaGEO satellite scenario are defined.

To optimise theDRA antenna gain characteristics inside the service area, dresight of the
satellite antenna is pointed towards longitudeE, latitude47°N, such that the maximum off-
boresight angle amounts to apprd,., = 4.3° (cf. Fig. 3.32).

The DRA consists ofL = 169 identical circular elements, again arranged on a triamdatéce.
Using (3.27) the array element diameter is chosen to maximise the elega@m at the edge-of-
coverages.(Jmax), Which results ind. /A = 8 for f. = 30 GHz (i.e.d. = 0.08 m). The element
gain fory = ¥,,,., at edge-of-coverage is then apprdx3 dB below the element gain at boresight
for ¥ = 0 [CCALO1].

The phase centre separationds = d., and consequently the array diameter amounts to
d, = 1.21 m (cf. Fig. 3.13. The narrowband assumption for array signal processingi&2) is
fulfilled (f. = 30 GHz, A = 0.01 m):

B.d, . 2.5 MHz 1.2m
— — 8in Ypax

= in4.3°~7.8-107* <« 1. 3.95
A 30 Gz 0.01 m Snds = 78107 < (3.95)

To obtain sufficiently low sidelobe level an amplitude tapantroduced according to

E(r)=1—t,+t. (1 oA )2),,’ 0<r < (da—do)/2, (3.96)

(da - de
wherer = |p,;| ( = 1,2,..., L, cf. (3.31)) is the distance of the array element phase centre from

the array centre, furthet, is the taper amplitude at the edge of the aperture,pard0, 1,2, . ..
determines the rate at whidt(r) drops fromE(r = 0) = 1t0 E(r = (da — d.)/2) = 1 — t,
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[CCF92]. For higher values of;g = —201log,,(1 — t,), the sidelobe level decreases as desired,
whereas, as an undesired consequence, the beamwidthseer@ad, accordingly, the peak gain
decreases.

The requirements for the spot beam patterns for EuroSky\and in [ESW97]) are fulfilled
using a taper withyg = 25 dB andp = 2 (cf. Fig. 3.33), which results in an aperture efficiency of
approx.0.6.
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Figure 3.33: Comparison of the beam pattern obtained with and without aperture taper.

Fig. 3.34shows the cell pattern obtained with th&® A model described above with the cell pattern
as proposed for the EuroSkyWay system.

Again, grating lobes are present as the array element plegdie= separation is larger tharn2.
From Fig.3.35it can be seen that no grating lobe is located in the serviea and, further, that
the level of grating lobes is significantly reduced due todlenent gain characteristics,(¢).
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with cell pattern obtained with the described array model (solid). Small dengatio
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Concluding, Tab3.4 summarises the satellii2RA antenna parameters for the EuroSkyWay sce-
nario.

Parameter Value
Carrier frequencyf, 30 GHz
Wave length\ 0.01 m
Max. off-boresight anglé,,,.. 4.3°
Effective Noise Temperaturg, 444 K
Bandwidth B, 190 kHz—2.5 MHz
Element
Diameterd, /A 8
GainG, 26.9 dB (¥ = 0),
22.6 dB (¥ = U1max)
Array
Number of elements 169
Phase centre separatidsy \ 8
Diameterd, 1.2 m
Aperture taper tag = 25dB,p=2
Aperture efficiencya 0.66
Radiation efficiency, , 0.75
Spot beam gaidr, 47.3 dB (beam 18, peak gain)

43.5 dB (beam 32, peak gain)
One-sidedt.3 dB-beamwidthd, sqg  0.415°

Table 3.4: Important system and DRA antenna parameters assumed for the Euragkgi@llite
scenario.
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Chapter 4

Resource Allocation for the Fading Vector
Multiple-Access Channel

In the last chapter it was mentioned that it is necessary\erdbe service area with a number of
spot beams if a high satellite antenna gain is required fitik budget. The usage of spot beams
introduces also the advantage of frequency reuse in differells, depending on the multiple
access scheme used. This improves the spectral efficieticg system, where the minimal cluster
size is determined by the tolerable level of co-channetfetence, which arises between sources
in cells using the same frequency. Satellite antennas areftire designed to have low sidelobes
to reduce interference from co-channel cells.

However, the sidelobe level cannot be reduced arbitragbahnse of the related decrease of aper-
ture efficiency and an undesired broadening of the main I6b®lly the beamwidth of the main
lobe is the limiting factor regarding the minimal distanée&o-channel sources (cf. Fig.30).

Of course, interference can be counteracted to a certagmielyy simply increasing transmit pow-
ers. Yet increasing the transmit power of one source to cosgie interference from other sources
means in turn a higher interference level for the other aanakel sources, and this mutual interfer-
ence may build up to excessively high transmit powers.

To achieve lower transmit powers and better spectral efftgianore elaborate techniques are
required to suppress interference more efficiently. Gelyehaere are two approaches to solve this
task.

Firstly, interference can be suppressed better at the loeammly stage of the receiver by em-
ploying adaptive beamforming instead of fixed beamformifiis is discussed for the satellite
application in a number of publications, e.g. [CLW92083, GG95, LL96, Yu96, ic98, LCOO,

Lic00, Gay02], just to name a few. Adaptive beamforming dae®nly reduce interference, but
also compensates partially or even completely the edgelbfess that comes with fixed beams.

Secondly, interference can be reduced by joint decodinggrevive will in particular deal with
successive decoding. Here, the source signals are decedeedrgially, where the contribution of
each source signal to the received signal can be removedtagtelecoded, such that interference
to the signals decoded subsequently vanishes [CT91]. Aisafiproach is discussed for satellite
scenarios in various articles, e.g. [Ern99]. Finally, timtimal receiver employs both (optimal)
adaptive beamforming and successive decoding.

69
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Receivers with adaptive beamforming

joint decoding
element space (successive decoding)
processing
independent decoding |
joint.decoding'
Fading MAC .with beam space (successive decoding)
array reception processing
(fading vector MAC) independent decoding |
joint decoding
fixed (successive decoding)

beamforming

independent decoding

Figure 4.1: Overview of the receiver/decoder options.

What is missing in literature so far is a detailed comparisbthe two said approaches, i.e. an
analysis of the advantages and disadvantages with regppetfbrmance and complexity under
particular consideration of the conditions encounterezhiellite communications scenarios.

Fig. 4.1 depicts the options for the receiver structures that shalinkestigated, which can be
divided in receivers employing fixed or adaptive beamfogr(glement or beam space), and inde-
pendent or joint (successive) decoding.

Fixed beamforming with independent decoding represeptssteiver scheme being implemented
in present-day satellite systems.

The various receiver options depicted in Fgl can all be traced back to thiading vectorMIAC
with independent or joint decoding. Therefore the fadingteeMAC will be discussed in detall
in this chapter to lay foundation to a comparison of the nemredptions in a unified way.

We will then present the actual comparison in Chapbased on the results presented in this
chapter.

As a central point, we will present in the following the exgs®ns for the region of achievable
rates (capacity region) and the power region, and discuss hoperties. In particular we will
investigate the fading vectav/AC in the context ofpolymatroids which have proven to be an
important concept for resource allocation problémsVIAC scenarios [TH98a, TH98Db].

In fact, scanning the literature shows that, so far, theorédi>C is not looked into in connection
with this resource allocation problem and polymatroids.

We will in the following introduce terms related to channapecity and discuss properties of
polymatroids. Further, we will continue in this chapteriwihe well known classicallAC with
fading as an introduction to the matter before finally deglinth the vectoiMAC.

1As resource allocatiorwe understand here the process of (i) allocating transmiep®to the sources to achieve
a certain transmission rafe, (ii) determining the transmission rafethat is achievable when the maximum transmit
powers of the sources are limited.
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4.1 Polymatroids

Let f be aset functiopwith f : 2™ — R, , whereM = {1,2,..., M} (2™ denotes th@ower set
of M, which is defined as the set of all subsets\df The cardinality i§2*| = 2, including
the empty sef)?; the following expressions are equivale§tC M, S € 2M).

Set functionf is called arank functionif it has the following properties

f(@) =0 (normalised) (4.1)
f(S) < f(T),8§CT (nondecreasing) (4.2)
f(S)+f(T)>f(SUT)+ f(SNT)VS, T C M (submodulary) (4.3)

Then thepolytop€ in M-dimensional space [Wel76]

B(f) = {(a:l,mg,...,:lrM) D e < f(S) VS C M,ay, > OVm} (4.4)

meS
is apolymatroid

Note thatB(f) is defined ovee™ — 1 inequalities, not counting the inequalities > 0, and the
trivial caseS = (). Further, the polytop8(f) hasM! vertices (a vertex is a point on the boundary
of B(f) whereM out of the2™ — 1 defining inequalities become strict equalities).

Similarly a polytope5(f) with

g(f):{(ajl,xQ,...,mM):mezf(S) vsgm} (4.5)

meS

is acontra-polymatroidf the rank functionf is normalised, nondecreasing, and further satisfies

fS)+f(T) < fSUT)+ f(SENT) (supermodular) (4.6)

Finally, a rank functiorf of a polymatroid3( f) is said to begeneralised symmetritthere exists
a vectory € R} and a nondecreasing concave functiosuch that

f(S)=h (Z ym) ST M. 4.7)

Then, for all vectors € R, the sef{y : x € B(h(}_,,.s ¥m))} is a contra-polymatroid.

Key properties of polymatroids are shortly reviewed beldwW98a, Edm69].

2E.g., if M = {1,2,3}, we obtain2™ = {0, {1},{2},{3},{1,2},{1,3},{2,3},{1,2,3}}, the cardinality is
oMl =3,

3A polytopeis defined as the bounded and nonempty intersection of a Beitef halfspaces (a hyperplane
defines two halfspaces). From the convexity of halfspacdsllibws directly that a polytope is a convex set.
An M-dimensional polytope is defined as the set of solutions ¢osystem ofn linear inequalitiesMx < b,
M € R™*M x ¢ RM b € R™. Each row ofM is a normal vector of a hyperplane, where the correspondergent
of b is the distance between hyperplane and origin. (A polyhedra polytope in 3-dimensional space [PS98].)
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4.1.1 Characterisation of the Vertices of a (Contra-)Polymatroid

Let
7wy = (mo(1), my(2), ..., my(M)), v=1,2,..., M, (4.8)

denote theV/! permutations on the sgtt.

If B(f) is a polymatroid (the following holds equally for contrahpmatroid G( f)) then theM!
verticesw(m,) = (wy,ws,...,wy) Of B(f) (G(f)) are provided by the following equations,
where we use to index the vertices:

Wry(1) = f({%(l)})
wr,m) = ({m(1),m(2),...,m(m)}) — f ({m(1),70(2), ..., mo(m = 1)}),
m=2,3,...,M, v=12,...,M!, (4.9)

(obviously, M inequalities out o™ — 1 become tight at a vertex [RU96]).

Conversely, iff is a set function and)(7,) € B(f) holds for all permutations, thenB(f) is a
polymatroid. The same holds for contra-polymatroids.

4.1.2 Polymatroids and Linear Programming

A linear programis defined as (this is the so-called standard form)

min{A-x:Cx=Db,x >0}, (4.10)

where matrixC € R™*", vectorsA € R”, b € R are given, an& € R" is the vector of variables
to be solved for. By minimising-\ - x we can maximise\ - x.

Further,\ - x is called theobjective functiorand Cx = b are theconstraints The constraints
Cx = b define theeasible regior{or se) for x.

For the linear program, the feasible region is a polytopeitisdvell known that, if a solution to
(4.10 exists, it is obtained at a vertex of this polytope [PS98].

That the optimal solution must be found at a vertex of theibdaset is evident, because the
objective function\ - x defines a set of hyperplanas x = d, having\ as normal vector and with
d being the distance of the hyperplanes to the origin of thedinate system; since polytopes are
convex there must be a uniquéfor that the according hyperplaie x = d* touches the feasible
set in a single vertex or on a face of the polytope. This isitiated in Fig4.2.

There is a number of optimisation algorithms to find the optiaertex in an iterative way, like the
simplex method, the ellipsoid method, or interior point huets [PS98].

Solving @.10 is simplified enormously if the feasible set is a (contralmatroid, in fact the
solution to the linear programs
min{\-x:x € G(f)} (4.11)

m;?x{}\-x:XEB(f)}, (4.12)
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Figure 4.2: The optimal solution t04.10 is always found at a vertex of the polytope that rep-
resents the feasible set & (x1,x2)). It is possible that the hyperplade- x runs
through a face of the polytope, then all points of the face including therdicgptwo
vertices similarly fulfill the optimality criterion, i.e. maximise- x.

for a given vectotx € RY, is then in both cases attained at a vertex w(,-) as defined by
(4.9, wherer,- is a permutation such that

Arpe(1) 2 Ampu(2) = 500 2 Apyu(M)- (4.13)

This means that the solution td.(.0 can be calculated directly (in tim@ (M log, M) [TH98a],
which is actually the minimum complexity for sorting a lidt &/ elements), without the need to
employ an iterative optimisation algorithm.

Concluding it can be stated that the properties of polymasrailow an efficient (so callegreedy)
algorithm to solve4.10).

The relation between polymatroids and the problem of optnesource allocation related to the
MAC will become evident in the following sections.

4.2 Definitions and Assumptions

As already mentioned in the introduction of this chapter vainto compare different receiver
options in terms of the maximum rates that are achievabldemmnderlying fading vectaviAC.
When addressing capacity in connection with fading charnweldhave to specify a number of
assumptions concerning the particular definition of capaitie availability of channel state infor-
mation CSI), and power control.

4Greedy Algorithm: An algorithm that always takes the destl solution by moving in the direction of steepest
ascent while staying inside the feasible region defined eytnstraints. Greedy algorithms find tjlebally optimal
solution for some optimisation problems (but not genejally particular if the underlying problem has a matroidal
structure [TH98a].
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4.2.1 Information Capacity

The rate with that a source can transmit information overaaogl is bounded by the (information)
capacity of the underlying channel [CT91]. Depending on tagability of the fading process
during the transmitted block, different definitions of cejpa may be applied, namelgrgodic
capacity(this is also termed th8hannon capacitgr throughput capacityTH98a]), distribution
of capacity(closely related to outage-capacity), atelay-limited capacityEB98].

When the data is transmitted in blocks of a length that is seffido capture the fading statistics
of the channelergodic capacityapplies, and this will be the approach that will be followesdidov.
The ergodic capacity of a channel defines its theoreticatuppund for the maximum rate of data
transmission at 8ER tending to zero, and without any delay or complexity constsg AG99].

The capacity is measured Imts per transmissiofalso:bits per channel user bits per usg

Further, in App.B a review of some of the most important concepts of infornmatizeory is
presented, which should aid understanding of the invastiggpresented in the following sections.

4.2.2 Channel State Information and Power Control

The amount of information that can be transmitted over thentachannel depends on the avail-
ability of channel state informatiorC§SI). The termCSlrefers to knowledge of the channel state
that is possibly available at the transmitting and recejside, which is obtained by some chan-
nel estimation technique, e.g. by means of regularly trasdntraining symbols known to the
receiver, or pilot tones [EB98].

The channel state according to the channel model introdimc8dc.2.2.1is characterised by the
link attenuation factors/i,,, and the fading factors,,, and we will assume that the receiver (the
satellite) has ideal knowledge of these factors to cohbreleimodulate and decode the received
source signals.

In contrast, the transmit power of the sources is only adiotéhe slowly varying link attenuation
factors, /1., but not to the rapidly changing fading factdrs. This assumption is justified by the
difficulties to implement a reliable channel estimatiorhat transmitters side in a satellite scenario,
mainly due to the delay on the link source—satellite [Jah99]

The impact of partial or nois¢Slon achievable rates is discussed in [Mec02b, Mec02a].

4.3 The Classical Fading Multiple-Access Channel

The classical fading/IAC is described by the following model (flat-fading, discrétae, syn-
chronous, complex-valued) (cf. Fig.3) [Mec00b]

i
=) Sk (4.14)
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Figure 4.3: The classical MAC with fading. Assumptions are: multiplicative (flat) fading,
discrete-time, synchronous, complex-valued.

wherek denotes the discrete-time index. This corresponds to tteauwe signal at a single array
element according to3(63 (considering a single array element only, the phase faetoy, are
irrelevant).

As pointed out in AppB, the source symbols,, and the noise are realisations of proper complex
Gaussian random variables (cf., e.g., [CT91, NM93]).

Further, thes,, are the source signals with power constr&ifts,,|*} = p,., n is a white Gaussian
random process with varian&g{ |n|?} = 202 andr is the signal available at the receiver for decod-
ing, further,,/u,, models the (amplitude) link loss argl, are the fast-fading factors (cf. Sex5
and2.2.1).

The mean received powers are defined as

2
P - E{ Smim } _ b (4.15)
vV Hm M

since we have defined {|4,,|*} = 1in Sec.2.2.1(also cf. .20, whereP,, andp,, correspond
to Pr and Pr, respectively).

The central property of thelAC is that theM signal sources, communicating with a single receiver
via a common channel, cause mutual interference. Of cotlmsgoal of the receiver is to reliably
decode allM/ source signals contained in the receive signdéspite the mutual interference.

For retrieving the different source signalg from the receive signat, there are generally two
decoder options [CT91, SXLK98]:

e Single-user decodinplso referred to amdependent decodingr non-cooperative decod-
ing), and

e multi-user decodingalso referred to a@int decodingor cooperative decodirg

For joint decoding it is exploited that each source sigri@ugh random in nature, is known at
the receiver after decoding. Theoretically joint decodiag achieve rates equal to capacity of the
underlying fadingV/AC and is in this sense considered as optimal decoding.

For independent decoding each signal is decoded at theveessiparately considering the inter-
ference simply as unknown noise, which is of course suba@htim
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4.3.1 Independent Decoding

For independent decoding of the-th user signal (this will be also referred to as thanted
signa)) the signals of thé A/ — 1) co-channel signals are considered unknown, i.e. treated as
interference. For given transmit power constraints, tiees@able rates in a multi-user environment
are significantly lower than those rates achievable withtjdecoding.

On the other hand, the advantage of independent decodiadycie the simplicity of the approach

and that single-user coding is very well understood. Shugler codes working close to capacity
are known and can be decoded with low complexity (e.g. parathncatenated convolutional
codes (“Turbo”) codes [BGT93])).

For independent decoding, and assuming @@t is available only at the receiver (according to
Sec.4.2.2), the achievable rat&,, for each source: is bounded by [EB98]

[ Hon|* P

202+ Y |H|'P
1E€Lm=M\m H

R, <Ellog, | 1+ , meM={1,2,....,. M}, (4.16)

whereZ,, = M \ m denotes obviously the set of sources interfering with seurc

Recalling the assumption that the input symbgjsare chosen from a proper Gaussian random
process, the denominator .6 obviously denotes the variance of the Gaussian randonepsoc
created by summation of the interfering source signals hadhbdise, where all random processes
are uncorrelated (signals add in power).

Power Allocation for Independent Decoding
If all M sources have to achieve equal r&lg = R, then, assuming the same fading statistics for
all sources, all receive powers, have to be equal as well, i.&,, = P.

Further, there is a maximal rafe’™AC that can be achieved at most due to the mutual interference
for P — oo, which is given by (cf. [Mec00a])

H,|* P H,,|?

REMAC — lim E< log, | 1+ A 5 =E{log, [ 1+ ’—‘2 :
P 2004+ 2 |H[TP > |Hil
iEM\m H ieEM\m H
(4.17)
where the result must be independentofWithout fading it evidently holds that
1

REMAC — 1 : 4.18
max Og? + M—1 ( )

4.3.2 Joint Decoding

To characterise the achievable rates for the classicahdgddiAC, the notion ofcapacity region
will be introduced, further the closely relatpdwer region These regions define then the feasible
sets of the related resource allocation problems formdilasdinear programs further below.
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Achievable Rates, Capacity Region and Power Region

The achievable rateB,, € R, in the ergodic case are constrained by [EB98]

1 2
> Rn gE{log2 <1+ﬁZ\Hml Pm>} . VST M. (4.19)
H

meS 1 meS

Note that ¢.19 defines a region (or set) of rates that is bounded 2y — 1) hyperplanes of
dimension(M — 1) in RY/.

Based on4.19 the definitions for theapacity regiorand thepower regiorfor the classical fading
MAC are provided in the following.

Capacity Region The ergodic capacity region is the set of rate tupRs= (R, R, ..., Ry)
that satisfy 4.19), i.e. are achievable if a power constraint tuple= (P, P, ..., Py) is given.

This region of rates for the classical fadiRgAC is given by [EB98, TH98a]

1
RCMAC:{RGRA_{Z E ngE{logz <1+202 E |Hm|2pm)} ,VSQM}, (420)
H

meS N meS
where the mean receive powers are considered as given and fixed.

A set of rate Ry, Ro, ..., Ry/) is said to be achievable, if all ratgs,,, m = 1,2,..., M, lie
inside the capacity regioRcnac defined by 4.20).

Thedominant faceDx,.,, . Of the region of achievable rat&c\iac is defined as the set of points
that fulfill (4.20 with equality forS = M. Points on the dominant fadey,,, . are characterised
by the property that it is not possible to increase the ratmefsource without decreasing the rate
of another source in order to stay inside the region of aclikevrates [RU96, TH98a].

In [TH98a] it is pointed out that the capacity regi@®y\ac IS a polymatroid, and this can be
readily proved by verifying thatd(19 (which is used in4.20 to defineR cyac) is a rank function
according to4.1) — (4.3

Power Region Equivalently to the above, the power region is defined asehefgpower tuples
P that satisfy 4.19 for given rate tupleR.

If we consider fixed rate tuplR, then the required mean receive powBrsan be calculated such
that the corresponding regidRcyac contains the rate tuplR. Thus, the set of poweB that
achieve a given set of ratésis implicitly defined by

1
Pevac = {P € Ri\_/[ : Z R, <E {10g2 <1 + 952 Z ’Hm‘sz>} VS C M} , (4.21)
H

meS T meS

where now theR,, are considered fixed and given.

Sequivalently the termpoint or vectorwill be used
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The dominant facé®y,,,,, of the power regioPcniac is equivalently defined witls = M in
(4.21), with the difference, of course, that points on the domiface D, are characterised
by the property that it is not possible to decrease the poWwarsingle source without increasing
the power of another source in order to stay inside the poagon.

The power tuples lying on the boundary Bfnac correspond to a rate tuplB lying on the
boundary ofRcnvac, the same holds in particular for the vertices. Furthermibigan be readily
deduced from the above definition of the dominant fAgeg,, , . that the optimal power tuple must
lie onDpgy .-

MAC

In contrast toR cnvac, the power regioPoyac IS NOt a polytope which can be proved by verifying
that the dominant fac®»,,,, . of Pcmac is aconcaveset [Mec00a] (also cf. Figh.4(b). (Faces
of convex polytopes are again convex polytopes, theretoi@lows if a face of Pcyac is not
convey, it cannot be a polytope [PS98].)

Hence,Pcuac is nota contra-polymatroid for the fading channel, except forstant fading fac-
torsh,,, i.e. for the non-fadingAWGN MAC, which follows from the fact that, for constaht,,,
the right hand side of4(19 is a generalised symmetric rank function accordingha)(

Example 4.1: Capacity and Power Region for M = 2 Sources For clarification of the definitions
(4.20) and (4.21), Fig. 4.4 shows examples for Rcnvac and Peuvac for M = 2 sources (cf. [CT91]).

4 3
3.6lE D
R 2.5
3.2 __dominant \\ ?CMAC
3 2.8 K faceDr, ~ 2 i
E 2.4 le/ dominant
é 2 » Q\:. 1.5 face DPCMAC \Q‘\ \\
s 1.6 - CMAC 1 7
1.2 x \ AWGN (no fading)—ﬂ
08 AWGN (: 0.5 CRice = 9 'dB-
04 (no fading)— ] ; ; Raylelgh—
WA Rayleigh— "] = |p ok
0 04081216 2 24283.23.6 4 6 05 1 15 2 25 3
R, in bit/use P2}
@ P1/(202) = Py/(202) = 10. The pen- (b) Pcmac for Ry = Ry = 1. The dominant
tagon A-B-C-D-E circumscribe® cyac for the face of the power regions for fading channels is

non-fading channel. The inner pentagon indicates concave. (Note that the power regions extend to-
Reomac for the Rayleigh fading channel. Note  wardsP; /(202), Py/(202) — c.)

that the region of achievable rates is reduced for

the Rayleigh fading channel, however, the rates

achieved by independent decoding are increased

(points F,G).

Figure 4.4: Region of achievable rateRcyac and power regiorPcyiac for the non-fading,
Rice, and Rayleigh channel. The fading coefficients are normalised tqpowir,

E{|H1\2} - E{\H2\2} ~ 1.
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Optimal Resource Allocation: Rate and Power Allocation

The definitions of the region of achievable rafésyac and power regiofPcyiac allow to inves-
tigate in detail the following optimisation problems [THg8

e Given a power tupl®, the optimal rate allocation is sought.

e Given rate tupleR the optimal power allocation is sought.

Optimality for rate allocation is defined as maximising theigihhted sum of rateXy - R for given
power tupleP, whereAr € RY/ is a vector of rate rewards, which can be used to possiblyitisie
some sources over others [TH98a].

Likewise, optimality for power allocation will be defined asnimising the weighted sum of mean
receive powers\p - P for given rate vectoR, hereAp € RY is a vector of power costs.

Optimal Rate Allocation Firstly, we turn to the problem of maximising the weighteteraum
Ar - R, if received powerg’,, are given.

Because the capacity regi®ynac iS a polymatroid, the optimisation problem

max {Ar-R:R € Remact (4.22)

is alinear programfor all receive power vector®P and fading statistics [TH98a] (according to
Sec4.1.2 Ar - R is theobjective functionandR cyiac is thefeasible setor R), and can be solved
most efficiently by exploiting the polymatroidal structwfthe feasible set [TH98a].

Becausék cyiac IS a polymatroid, and according to the characterisatioh@f/ertices of a polyma-
troid provided by 4.9), the rates at any vertexof Rcyac are given by (we define th@f:a x; =0

forb < a)
1 & 2
Ry, m) =E {logz (1 T 552 | Hey )| Pm(z’)) } -
n =1 H

1 m—1 (423)
: {log2 (1 + 37 2 e P”“‘“) }H’

=1
m=1,2..., M,

where the optimal permutatiam,-, which solves the posed optimisation probleh2Q), is given
by (cf. Sec4.1.1and4.1.2

AR,y (1) = ARymys(2) = *°° = ARyry (M) (4.24)

With Ag = (Ar.1, Ar2, -+ s Ar.M)-

Note that the rates at a vertex accordinga®@@ are also obtained from thehain rule of mutual
information[CT91, RU96], and, therefore, any capacity region is a polyan according to the
characterisation of the vertices of a polymatroid (Set.1J).

The structure of the decoder that achieves the rates givéh. B§) is discussed in Sed.3.3
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Optimal Power Allocation BecauséPqyac iS NO polytope it directly follows that

mgn {)\p -P:Pe€ PCMAC}H (4.25)

is not a linear program, but it can be readily shown that both thealje functionAp - P, as
well as the feasible s@-\ac are convex and, hencel.25 formulates aonvex progranfPS98].
Therefore, the optimum power allocation can be computedtaadard optimisation techniques
[Mec00a]. However, note that the feasible Betac is defined by an exponential numbet{—1)

of constraints, such that, although it is guaranteed tleagtbbal optimum to4.25 can by found
in a limited number of steps, computation of the solution4@% can take a prohibitive amount
of time.

4.3.3 Successive Decoding

The capacity and power regions provide the ultimate limitsither rates that are achievable with
given power constrainf®, or, vice versa, the powers that are required to achievengarget rates
R.

It is known that certain points of the capacity region arei@able with an implementation com-
plexity significantly less than a general point, where theplexity is defined by the required
effort in encoding the information at the sources and decoding it at the receiver [RU96].

Generally, to achieve points on the dominant face is of paldr interest, because, firstly consider-
ing the capacity region, for any point inside the capacigiomr, at least one component of the rate
vectorR can be increased until the dominant faeg..,,, . is reached, while the other elements of
R remain fixed; it is said that any point in a capacity regionamhated by some point on the
dominant face [RU96]. Equivalently, given a point inside gower region, at least one component
can be reduced with the other powers being fixed, until theidant faceDy.,, . is reached.

The M! vertices ofRcyac andPenvac, respectively, are on the according dominant face and are of
particular interest, because, as we will see in the follgywiate tuples at the vertex of the capacity
region are achieved with an implementation complexity isicgmntly less than that required to
achieve a general point iRcyac [CT91, RU96].

In the following it will be described how rates at the vertiad the capacity region can be achieved
at reduced receiver complexity.

Using basic algebraic manipulationd,Z3 can be rewritten according to

{Hﬂv(m) ‘2 Pﬂ'v(m)

Ry m)y=E{log, | 1+ p—
2
202 + ; | Hr, ()] Proi)

. m=1,2,....M. (4.26)

H

Comparison with the rate achievable by independent decddirig), reveals that4.26) is evi-
dently the rate achievable by independent decoding of satien) while all sources in the set

Som—1={m1),m,(2),...,my(m — 1)} (4.27)

6E.g., joint encoding/decoding of all users has a decodimgpbexity of 27M 7 if M sources transmit at rafe and
block lengthn.
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Figure 4.5: Successive decoding for the classical fading MAC. (Decoding dslassumed as
1,2, ... to simplify notation.)

have to be considered as interferers [RU96]. Hence, wheodileg sourcer, (m), only (m — 1)
sources out of M — 1) potential interferers actually contribute to interferenc

This means that rates at the vertices of the capacity regaiving the optimisation problerd (22,
can be achieved by successive decoding [CT91], that is a detioat removes the contributions
of already decoded source signals from the received siggiaen by @.3) (cf. Fig.4.5).

The decoding order igr, (M), m,(M — 1),...,m,(1)). So, starting withn. = M, where initially

(M — 1) interferers are relevant, soureg()M) is decoded. Subsequently, re-encoding and re-
modulating allows to subtract the contribution of sour¢é)/) from the received symbai, such
that sourcer, (M) does not contribute to the interference as seen by the sostitiéo be decoded.
All sources are decoded, re-encoded and re-modulated tinvha and, finally, form = 1 only
thermal noise deteriorates the signal (¢f2Q)) [Wyn74,BC74].

This decoding procedure is known variouslyamson peelingstripping successive cancellatipn
successive decodinmterference cancellatigrandsuperposition codingRU96].

Power Allocation for Successive Decoding

The result of the above considerations is that it says thpbrtant rate tuples on the dominant
face of the capacity region (where the sum-rate is maxinfiged given receive power allocation
P) can be achieved witid/ single-user decoders of comparably low complexity and esgive
decoding.

Vice versa, if we demand a rate tudR then the powers to be allocated can in general be signifi-
cantly reduced compared to independent decoding withaaessive decoding as will be demon-
strated later.

While the optimal solution to the rate allocation problemlvgays found at a vertex of the capacity
region, we have seen in the last section that this is posaititlyso for the power region, because
the optimum solution to the minimum sum power allocationbpem @.25 is not necessarily a
vertex of Pcyiac, Since the feasible s&qyac IS N0 polytope. This means that the optimal power
allocation does, in generaipt lead to successive decoding and vice versa.

However, optimality with respect tel(25 may be sacrificed in favour of a comparably simple de-
coder structure that still achieves rate tuples on the dantiface ofR c\1ac, providing significant
advantage over independent decoding (i.e. higher acHevate, lower transmit powers).
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Optimal Decoding Order for Successive Decoding Generally, the powers are allocated in the
orderm,(1), 7, (2),...,m(M). Given a permutationr, and target rateR the required transmit
power p. 1y can directly be calculated using.23), without the need to account for the other
sources. Then, the interference relevant for the sowy¢®) being second-last in the decoding
order is known, because only soureg(1) has to be considered as interference. Hence, with
the order of power allocation being reversed with respethéodecoding order, unique transmit
powers can be allocated to all users.

Restricting in the further to successive decoding and demgrefjual rates for all sources, i.e.
R,, = R, it must hold

| Haym)|” Proom)
Brym) = R =E qlogy | 1+ ———"r———5 ,  m=12,...,M (4.28)
200+ ‘Hﬂu(i)} P H

This provides the power allocation procedure for giwgnbut it remains to determine that permu-
tation,- for that

| Hey | Proon)
mins Ap-P: R=E<{log, [ 1+ — — ,Vm e M (4.29)
v 202+ 3" [ Hey)| Proty) ) 1

is solved.

Egn. @.29 formulates acombinatorialoptimisation problem. In this class of optimisation prob-
lems the optimal solution is attained for an object from adirior countably infinite) set, such as
an integer, set, permutation, or graph [PS98].

The brute force approach for solving.29 is enumeration of all/! permutation$,,. Of course,
depending on the structure of the underlying optimisatioybfem, there are more elaborate ap-
proaches to solve a combinatorial optimisation problenm,ftwumany problems of this class no
solution algorithms except enumeration are known whictvgiote provide the optimal solution
(e.g. for the knapsack problem) (see, e.g. [PS98]).

This becomes clearer if we represent the problem to deterthim optimal permutation as a tree
graph (see Figl.6). Each branch of the tree is corresponding to a particuleodieg order. At the
m-th stage of the tree there ar® — m) edges leaving each vertex, corresponding to the possible
choices in the decoding order; each edge connecting a veftex— 1) in level (m — 1) with a
vertexr,(m) in levelm is associated with the corresponding cdst., ) Pr, (m)-

Aiming at the minimisation of sum transmit pow®t, ., pn, We choosé\p ,,, = 11, [Mec00a],
because then it holds witd (15

> tmPu=>" pu. (4.30)
meM meM

and, therefore,4.25 and @.29, respectively, formulate the minimisation of the stnansmit
power.

"Because of the rapid growth of the factorid) the termCombinatorial Explosionmwas coined.
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Figure 4.6: Tree graph representing the possible decoding orders for suczaistoding for
M = 4. The branch associated with, = (2,3,1,4) is highlighted (bold lines),
the according decoding order($, 1, 3,2). If for all sources equal rate,,, = R are
required, the necessary receive power at stager sourcer,(m) are independent of
the decoding order itself, i.e; | (,,) = Pr,,(m) for any two arbitrary permutations
Tyl, 2.

It is quite a trivial but none the less essential observatia, if there is no known structure in
the edge weights that can be exploited, there cannot be arithig other than enumeration of all
paths that will find the path with minimum sum of weights. Hoee for the classical fadinglAC
this is indeed not required.

If we demand equal rateB,, = R for all sources and assuming further equal statistics fer th
fading factorsh,,, then it is evident from4.28 that the vector of received powers, reordered
according tom,, i.e. (Pr, 1), Pr.(2), - - - » Pr,(an)), IS independent of the chosen permutation, i.e.

Pm;l(m) = PWUQ(m) m = ]-7 2a s M» (431)

for any two arbitrary permutations,;,m,.. Note that if we choose two permutations with
mp1(m) = me(m), then, because o ) = Pr,.m), it follows directly that the power allo-

cated at stage: is independent of the decoding order of the sources decdtdice. stages to
(m — 1)) and of that decoded before (i.e. stages+ 1) to M).

From (4.28 we can also reason th#t. .., > Py, ) for m > n and for a given permutation
m,. Therefore, ifP, > P, (foranym,n € M, m # n), and assuming that,, > u,, then the
sum transmit power is reduced b¥,, — P,) (i — i) if the positions of source: andn in the
decoding order are exchanged.

Finally, the optimal permutatiomr,- solving @.29 is as is known provided by choosing that
permutation for that [Mec00a]

,LLT('/U*(l) Z MW’U*(Z) Z ttt 2 ILLWU*(]W)' (4'32)

Therefore it is the optimal approach for an arbitrary numiifesources to decode the sources in
the order of increasing link loss, i.e. to decode that sofirsethat has the least link loss, while
decoding last that source which shows the highest link loss.

Optimal power allocation for successive decoding has adyreelution, allowing to solve this
optimisation problem very efficiently. However, bear in ohihat this solution is not necessarily a
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global optimum for the power allocation problem, as the posgion is no polytope as explained
before!

Example 4.2: Optimal Power Allocation and Power Allocation for Successive Decoding for
2 Sources To illustrate in more detail the difference between the minimum sum-power allocation
and the powers required for successive decoding to achieve rates R;, Ry > R we again consult the
simple example of 2 sources. Fig. 4.7(a) shows the power region Pcyvac Obtained from (4.21) for
2 sources for a fading MAC (Rice, cg = 0 dB). Two cases are considered regarding the link loss,
namely p1 = po and py = 2us. Further, it will be assumed R = 1. In Fig. 4.7(a) the power regions
for required rates R = 1 are shown, further the objective functions for Ap = (1, u2) (cf. (4.25) and
(4.30)) with u; = po and p; = 2us. Depending on the concavity of the dominant face Dp,,,. and
on the particular values of u1, us, the optimal receive power tuple (P;, P») solving (4.25) may be
obtained at a vertex of Pcvac. Then successive decoding is optimal in the sense of minimum sum

transmit power.

Above we have understood optimality Bfin the context of minimising the sum transmit power

min Z D (4.33)
meM

PEPcMAC

In particular for the case of independent sources, thatrisidered in this work, minimisation of
the maximum transmit power may seem more appropriate:

min  max p,,. 4.34
PEPcMmAc mEMp ( )
Power allocation under this optimality constraint is déssal in [TH98a], where availability of per-
fect CSl at the transmitters is considered. However, the solutioatteer involved and, therefore,
we will restrict to optimality in terms of minimal sum trangmpower as defined by4(33).

4.3.4 Comparison Independent and Successive Decoding

Fig. 4.8shows a comparison of the required sum-transmit powelbfer 20 sources, where all,,
are equal withu,, = 1, and, further, thé&WGN case without fading is considered (cf. [Mec00a]).

The sum transmit power required for successive decodindptaireed from §.26), where it is
sufficient to consider a single arbitrary permutation, liseaall permutations produce the same
sum transmit power for the classidd\C as ally,,, = 1 by assumption (this follows fromi(32).

While the maximal achievable rate for independent decodéngccording to 4.18 given by
REMAC — 1o, (1 4 1/19) = 0.074 bit/channel use, no rate limit exists for successive dewpdi

max

This finally concludes the review of the characterisationhef classical fading/AC. With the
understanding of the terms and concepts related to theadhfsdingMAC presented above, we
can now turn to the power allocation for successive decofdinthe fading vectoMAC.
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Figure 4.7: Power regionPcyvac for 2 sources to achieve ratég, R, > R with R = 1. Fur-
ther, the capacity regions for equal receive powers and for ssigeedecoding with
decoding orde2 — 1 are shown. Rice fading withg = 0 dB is assumed.
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Figure 4.8: Comparison of the required sum transmit power for independent acdssice decod-
ing for M = 20 sources with equal steering vectors (resulting in the classical MAC),
without fading (AWGN). Also shown is the sum transmit power for the interiee
free case, which is providing the lower bound for sum transmit power.
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4.4 Independent Decoding for the Fading Vector Multiple-
Access Channel

Due to antenna array reception there is the opportunityftoiesitly separate user signals based
on the spatial dimension (mirrored in the steering veciQss which is in contrast to the classical
MAC [SXLK98].

In fact, spatial separation could, in the best case, creaepiendent transmission channels for
the respective sources, transforming ih&C into independent channels that are not impaired by
interference but only thermal noise, therefore allowing¢bieve channel capacity with a single-
user decoder.

Since the user signals are received by an antenna arraysenties$ part of the possible receiver
structures will be a beamforming stage to collect the sgyredeived by the array elements.

This gives rise to the question how close the performancéngfesuser decoding with a preced-
ing optimal beamforming stage can get to optimal joint déegdonsidering realistic satellite
scenarios.

As already pointed out before, the receive signal vectond its covariance matrilK, can be split
into the contribution of the wanted signal from souregthe interference from other sources, and
the noise (cf. .87). We will use the according definitions introduced in Sé&.3to provide

in the following the formulations for the mutual informati@and achievable rates for independent
decoding.

Mutual informationis the amount of information that one random variable castabout another
random variable; we will adopt the notation of [CT91], wheapital italics (X) are used to indi-
cate a random variable, while minuscule italic3 indicate the concrete realisations of a random
variable.

Considering independent decoding for the vedtiérC, the two random variables that we look at
in connection with mutual information are on the one sidestigrce signab,,,, and on the other
side the receive signal vectdét (with s,, andr, respectively, being the concrete realisations).

The mutual information between source signaland receive signal vectaris given by the en-
tropy of the receive signal vect®t(R) minus the entropy of the receive signal vector conditioned
on the transmit signal of souree, H( R| S,,,) [CT91, SXLK98]

Z(Sm; R) =H(R) — H(R[Sm),

I - M\m. (4.35)

The rates that are achievable with independent decoding,thé joint fading state
h = (hy, ho, ..., hy) is fixed, are those of theWGN vectorMAC, where the signal powers are
scaled by|7,|” / fim.

In consequence, using the definitions of S6.3 the region of achievable rates is obtained from
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(4.35 according to (cf. [SXLK98])
R,(h) < max Z(Sm; R)
p(s1)p(s2)-.-p(sar):E{|s;12}<p;

det (Kr(Im) + p—'”lli:”IQ amaH)

m

=1
082 det (Ko (Zn))
2
= log, <det (IL + Mama}iKr(Im)‘l))
o
o Pm ’hm|2 H —1 _
= logg 1+ — amKr(Im) Am | In= M \m’ (436)
o

where the array output covariance matix was introduced in3.79, andK,(Z,,) associated
with the sources interfering with soureewas defined in%.83); in the last step we have used the
identity (A.2). The maximisation in4.36) is performed over the product distribution of the source
symbols under the transmit power constrdint|s;|*} < p; (Vj € M), where it is well known
that the maximum is achieved for normal distributed souycel®ls [CT9I1].

Obviously, the rateR,,(h) that is achievable for source with fixed joint fading stateh, if all
other sources are considered as interference, dependsrotitg optimalSINR

h 2
Coptm(h) = P |fim] al K, (Zm) 'am, Ty = M\ 'm, (4.37)

L

which we have already come across 190 in Sec.3.5.4and which is achievable with optimal
beamforming [SXLK98].

It is interesting to note that in the calculation of the avhlde rate for independent decoding no
explicit assumptions on using beamforming were used. Hewehre equation for achievable rate
R,.(h) (4.36 together with 4.37) says that a receiver employing optimal beamforming can in
principle reachR,,(h) [SXLK98].

To consider now the effect of the time-dependent fading dveaable rates, the ergodic rates are
considered by averaging,,(h) in (4.36) over the joint fading stath, where it is further assumed
that the receiver has perfectl available.

No CSl is available at the transmitters preventing to compengsefadingh,,, by adaptively
controlling the transmit powey,,, (cf. Sec.4.2.2. Therefore, averaging over the joint fading state
h is performed without allowing the transmitters to adaptjtheaccording tdh.

Then the achievable rates are under these assumptionshyi(eh [EB98])

Hm

H 2
R, <E {log2 (1 + ZM—MafInKr(Im)lam> } , (4.38)
H

where the expectation operation is performed with respeitid joint fading staté.

The receiver structure that can achieve the rdtgsgiven by @.39 is depicted schematically
in Fig. 4.9, Recall that the optimal beamforming vecte,, ,,, of sourcem, defined in 8.89),
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Figure 4.9: Block diagram of the receiver for the fading vector MAC employing optinedrh-
forming and independent (single-user) decoding for each souncalsig

depends on the instantaneous receive powgis|” /i, i € Z,, of the sources interfering with
sourcem (cf. Sec.3.5.9).

In contrast to the classicBMAC, there is in generalo rate limit for the vectoMAC with optimal
beamforming and subsequent independent decoding, i.hegsotvers tend to infinity also the
achievable rates tend to infinity, as long as the steerintpx&are linear independent. This holds
because interference can always be perfectly spatialgyrdit as long as the steering matAxe
CE¥*M has rank)M, at the cost of possibly large, but finite noise amplificatiery. [God97b]).

In the following an iterative power allocation algorithmlMae described that guarantees demanded
ratesR,,, according to 4.39 for all users while maintaining minimal transmit poweirfssuch a
power allocation exists.

4.4.1 Power Allocation for Independent Decoding

Assume that for the sources support of a certain rate v@&tisrrequired. Then the power allo-
cation is sought which achieves the required rdtgsfor all sources, while maintaining minimal
transmit powergp, where we defin@ = (p1,p2, ..., Pm)-

In [Mec00a] the case of the classi¢dAC with fading without array reception is considered and
it is pointed out that by assuming equal rates for the trattersj the receive power3,, = p,,/im
must be equal as well. This is clearly not the case here, girggneral an asymmetry is introduced
by the array reception if more than 2 sources are considered.

However, the unique power vectpt achieving rateR minimising transmit powers can be found
by a simple iterative algorithm according to

pm(n +1) = L,(p(n)), (4.39)

wherel,,(p) is defined as the inverse function @f.88 with respect ta,,, associating a unique
pm to @ demanded,,, for givenp and, furtherp,,(n) is the power allocated to user at iteration
stepn.
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If p* exists then it is a fixed point of}(39), such that

and thep,,, will converge top?, for all initial power vectorsgp(0) and for allm. (A proof of the
above allegations follows arguments presented in [YaX95].

Note that the iteration rule can be modified such that updapewers by calculating,,(n + 1)

is based orp(n) and on thep,(n + 1) (I = 1,2,...,m — 1) already calculated (it is assumed
that the update of powers, is done in increasing order with respectrtq i.e. p,, is updated
beforep,,.1). Simulations show that convergenceptois faster compared tet(39. However, we
will not elaborate on this, because, at least in this workawenot interested in the efficiency of
algorithms that find the;, for demanded rateg,,, rather we are only interested in the resulting
powers to allow comparison of the different receiver suues.

Finally, an illustrative example derived from simulatiamdecomparison with bounds derived from
theory will be presented.

Example 4.3: Power allocation for Independent Decoding for the Vector MAC Equal rates R,,, =
R are demanded for all M = 20 sources. Further, the simplified case is considered that all signal

sources have the same steering vectors, i.e.

alla, =L,  m,ieM. (4.41)
Note that this basically resembles the example scenario treated in Sec. 4.3.4 for the classical MAC,

and, therefore, a rate limit at R = 0.074 exists.

Further, no fading will be considered. Because of the requirement of equal rates, all receive signal
powers after beamforming p,, /., must be equal for all m, i.e. p,./u, = p is required [Mec00a].
Then (4.36) simplifies to

Lp
2024+ (M —1)Lp

R,, = R =log, (1 + > , m e M. (4.42)

Fig. 4.10 shows the evolution of the source powers for M = 20 in the course of the iterative power

allocation procedure described above.

4.5 Joint Decoding for the Fading Vector Multiple-Access
Channel

As for the classicaMAC, we will firstly derive the capacity and power region, respety. With
these definitions at hand, it is possible to undertake alddtanalysis of the optimal resource



CHAPTER 4. RESOURCE ALLOCATION FOR THE FADING VECTOR

MULTIPLE-ACCESS CHANNEL ot
15 |
R=0.08 /< W —
/ R=0.074
10 v . (imit)
5 p |
3 ‘ e
S }{/ »/*/*% R=10.06
g R=0.05
Ny
N TV -
0 f//‘/ R=0.04

iteration

(@) Normalised sum powet/ Lp/(202) (logarithmic) vs. iterations. The
limiting rate R = 0.074 is obtained fop — oo, where for rates above this
limit the powers tend to infinity and the power control algom cannot

converge.
100
\
\
Lo+ — R=10.08
% R=0.074 -
21072
s
(0]
2 R=10.06
= ;
s 1073 s
10+
R=0.04 R=0.
10
0 5 10 15 20 25 30

iteration

(b) Relative rate error vs. iterations. Note that convergeatzsiows down
as rateR? approaches the limik = 0.074.

Figure 4.10: Evolution of relative rate error and sum power vs. iterations. The= 20 sources
have equal steering vectors (no fading). The initial power vectpr=s0.

allocation problem for the fading vecttdAC in terms of linear programming and polymatroids,
and further convex programming.

To put the investigations presented in the remainder ofdhépter into the context of available
publications and the investigations therein, we will slyaitview the literature dealing either with
resource allocation in the fadingAC or with the fading vectoMAC.

Suard, Xu et al. derived the region of achievable rates fdependent and optimal joint decoding
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for the AWGN vectorMAC [SXLK98]. There, the simple case afVGN without fading is con-
sidered and it is pointed out that optimal beamforming dagschange achievable rates. Further
it is stated that independent decoding can in fact achiexveates of optimal joint decoding if the
steering vectors of the sources are orthogonal. Howeveprtbblem of resource allocation is not
addressed.

Rapajic derived the capacity considering the steering veet® random variables, neglecting the
influence of a channel allocation entity that would avoid ltocate the same physical channel to
users having similar steering vectors [Rap99]. Also retstms on the range of possible steering
vectors as a result from a limited service area was not takienaccount. Therefore, it seems
inevitable, if realistic constraints on the steering vesthould be introduced, particular satellite
scenarios have to be considered, mainly regarding the &sbkdistribution of co-channel users.

On the other hand, the standard publications on the capafitye fadingMAC under various
assumptions regarding availability of ideal or partizhl to the transmitters do not consider the
case of array reception.

Goldsmith and Varaiya treated the single-source fadingatie assuming idedal S| being avail-
able at transmitter and receiver (the resulting optimalgroaiocation strategy is water-fillifign
time.) [GV93].

Knopp and Humblet treated the classical fadihgC with idealCSlbeing available at transmitters
and receiver, and symmetric rate and power constraintgiflgao water-filling in time with a
TDMA -flavour) [KH95].

Tse and Hanly characterised the region of achievable rateké classical fadinlyIAC providing
solutions to most relevant rate and power allocation problgTH98a, TH98b] (a review of this
was presented in the previous section).

It will be shown in this chapter that array reception adds es@wnsiderably new aspects to the
investigations presented in the said publications, mamwity respect to the problem of power
allocation for the fading vectdvlAC.

4.5.1 Capacity Region and Power Region

A characterisation of the resource allocation problem enfthme of linear and convex program-
ming will be presented and we will turn to the question whethere is again a simple solution
to the power allocation problem for successive decodingh@ is one for the classical (fading)
MAC (cf. Sec4.3.3.

Anticipatory, it shall be said that a solution to this powlo@ation problem is unfortunately sig-
nificantly harder to obtain from the computational point @w than it is for the classicallAC as
demonstrated in Sed.3.3

The starting point for the definition of the capacity and powegion of the fading vectoAC

is the equation for the mutual information between sourgeas from a se§ C M and the
receive signal vectaR, while source signals frorf (the complement af with respect toM) are
considered known.

8This power allocation strategy is also referred to as waterring
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The mutual information is provided by [SXLK98,CT91]

Z(Sy,m € S; R|S;,j € S) =H(R|S;,j € S) — H(R|S)
=H(R|S;,j € S) — H(N), (4.43)
SCM,S=M\S.

Then, for given receive power vect®r = (P, P, ..., Py) and for fixed joint fading stath, the
inequalities defining the region of achievable rates forféting MAC are [SXLK98] (this can be
readily verified using the definition of conditional mutuafarmation §8.9) and the entropy of a
proper complex Gaussian random variable with given comadanatrix 8.11))

> Ru(hm) < maxZ(Sn,m e S;R|S;,j €8)
meS

= log, ((me)"det (K,(S))) — log, ((me)"det (K,))

= log, (det (IL +K.' ) anan P, |hm\2>> , (4.44)

meS

VS C M, 8§ =M\S.
where we further have used as before the definition of the mesagived powers,, = p,, /. to

simplify notation.

Capacity Region

With the definition in ¢.44) and allowing the,,, to be random variables (we will again adopt cap-
ital italics H,, to indicate this) known to the receiver only, the ergodicazaty region is provided
by (cf. Sec4.3.9

Ryvmac =

{R eRY:Y R, <E {log2 (det (IL +K;' Y aall |Hm\2Pm>> } VS C /\/l} .
H

meS meS

(4.45)

Power Region

Further, as power region for giveR and for the ergodic capacity case, we obtain the implicit
definition

Pyvmac =
{P eRY:) R,<E {10g2 <det (IL +Ki' ) agan |Hm]2Pm)> } VS C /\/l} .
meS meS H
(4.46)
Every power tupld® = (P, P, ..., Py) € Pymac COrresponds to a rate regi@yac contain-

ing a demanded rate tupke.
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As for the classicaMAC, the capacity region and the power region given Hyl9 and @.46
are both defined by2 — 1) constraints (cf. the according investigations for the sitzed MAC
presented in Sed..3.9).

Next we have to discuss the properties of the capacity regipnac and power regiorPyyac,
respectively, in the context of resource allocation, ilee dptimisation problems of maximising
the sum-rate for given powel3 and minimising the sum-power for given target ralRes

Therefore we now turn to a characterisatiorifyiac andPyyac to find out whether a possible
polymatroidal structure can be exploited to efficientlywsdhe resource allocation problems47)
and @.54).

4.5.2 Optimal Resource Allocation: Rate and Power Allocation
Optimal Rate Allocation

In accordance to the optimisation problem formulated ferdlassicaMAC in (4.22), here max-
imisation for given power constraingsaccording to

Inff{iX {)\R -R:R € RVMAC} (447)

is sought.

In Sec.4.3.2it was pointed out that any capacity region regardless ofitfterlying channel must
be a polymatroid, because the chain rule of mutual informmadirectly provides the necessary and
sufficient property of the vertices of a polymatroid given(By).

ThereforeRvyac must be a polymatroid and the optimisation problémd{) can be easily solved
using this property.

Then, analogous to the classiddnC (cf. (4.23), the rate allocation that maximise$.47) for
given power constraints is given by the rafes at vertexv according to4.9), i.e.

" 2
Reym) = E {10g2 (det (Kn + ) anman o) [Hem| P m(z‘))) } -
=1 H
m—1
2
E {10g2 (det (Kn + Z aﬂv(@')afrlu(i) ‘Hﬂ'v(l)l Pﬂ'v(l))> } ) (448)
=1 H

m=1,2,...,M,

wheren, (v = 1,2, ..., M!) denotes again th&/! possible permutations g¥1.

The optimal permutationr,., which solves the posed optimisation problefm(), is given by
(4.29).

AR,y (1) = ARyrye (2) = *° = ARyry. (M)
With Ag = (Ar.1, Ar2, -+ s Ar.Mm)-

In the following, an example for 2 sources will demonstraedependency of the capacity region
Ryvmac On the steering vectors.



CHAPTER 4. RESOURCE ALLOCATION FOR THE FADING VECTOR

MULTIPLE-ACCESS CHANNEL 95
Example 4.4: Capacity Region for 2 Sources for the VMAC For simplicity it will be assumed in
the following that |hm|2 /um = 1,V¥m, and further that the L noise sources are uncorrelated (spatially
white noise, cf. Sec. 3.5.3) such that according to (3.75 it holds

Kn = 20’§IL,
where 20?2 is the power of the Gaussian noise.
For the case of 2 transmitters, i.e. M = {1,2}, (4.44) provides (22 — 1 = 3) inequalities, which are
R < log, (det (ara®PL 4+1,)) =log, (1+ 22 (4.49)
- 2 1252 2 202
L
Ry < log, (det(aall?Z +1,)) =log, (1+ 222 (4.50)
202 202
H P1 H P2
Ri+ Ry < logy(det|aja; — +aza; — + 11 =
202 202
Lp, Lp, H, (2 P1P2
= log, ((HE) <1+271%> — |al'ay| 1ot ) (4.51)
where we have used that det (I, + analip,/(202)) = det (1 + alla,pn/(202)) (according to (A.2))
and a'la,, = L being the array gain.
The term |aI{Ia2|2 in (4.51) indicates that the achievable sum-rate strongly depends on the relative
user positions as the steering vectors a,,, only depend on the array geometry and the incident angles
of the source signals on the satellite antenna array.
If a; and a5 are orthogonal, i.e. the two signals can be perfectly spatially separated, then the sum-rate
becomes maximal according to
Lp, Lps
< 1 1+=—=—)(1 =
mene < o ((15) (+3%))
L L
=logy ( 1+ P +log, [ 1+ P2 , fora; L as, (4.52)
202 202
which is, as expected, simply the sum of rates of two independent sources. On the other hand, if for
the worst-case a; = ay (which provides now the classical Gaussian MAC) the sum-rate is limited to
that of a single source transmitting with a power (p; + p2):
L
R+ Ry < 10g2 (1 + W) R for a; = as. (453)
Jn

To illustrate these results, Fig. 4.11 shows the capacity region Ryvmac for 2 sources for p; /(202) =
p2/(202) (rates are normalised with respect to the maximum) and for various values of |a{{a2]2
(cf. [SXLK98]). The capacity region has 2! vertices in the positive orthant and the corresponding

points (R}, 1) and (1, R;) are achievable via successive decoding and coincide for a; L ag; in this
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Figure 4.11: Capacity regiorRymac for two sources foi.p; /(202) = Lps/(202) = 1, maxi-

mal rateR,..x = 1. The capacity regions for various values{&iﬁ‘az\2 are pentagons
with vertices(0,0), (1,0), (1, R3), (R7,1),(0,1). Fora; L as it holds for the nor-
malised ratef?] = R = 1.

case successive decoding is cannot perform better than independent decoding as interference is

already removed completely by spatial filtering.

Obviously, according to (4.36), the points (R}, R3) (again, cf. Fig. 4.11) are those achievable when

independent decoding is employed without successive decoding.

In Fig. 4.12, the capacity regions for joint decoding are compared with the regions of achievable rates
for independent decoding, from which it becomes obvious that performance of independent decoding

approaches that of optimal joint decoding as a; and a; become increasingly orthogonal.

Furthermore, as stated above there are 2! permutations on M, namely, {1,2} and {2,1}. According
to the corresponding decoding orders, the rate tuple (Rj, 1) is achievable by firstly decoding source
1, subsequently subtracting the re-encoded and re-modulated signal from the receive signal vector,
and, finally, decoding source 2, which is only impaired by thermal noise. Analogously, rate tuple
(1, R%) is achieved (cf. Sec. 4.6).

It was mentioned before that there is a symmetry in the daBsiAC with respect to the amount
of interference which is added by a particular source, he.interference power introduced by a
sourcei is the same for all other users € M\ i. This holds also for array reception for 2 sources,

as the facto*a‘faQ |2 is symmetric with respect to the source indices.

A different situation is encountered when we are dealindiwif > 2 sources. This will be
illustrated forA/ = 3 sources in the following.
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Figure 4.12: Comparison of capacity region (without fading) for joint decoding (ligtatygarea)
and region of achievable rates for independent decoding (darlageay for 2 sources
with equal power constraint. As; anday become increasingly orthogonal indepen-
dent decoding approaches optimal joint decoding.

Example 4.5: Capacity region for 3 users for the VMAC Considering the positive quadrant again,

the capacity region is bounded by (23 — 1 = 7) faces and there are 3! = 6 vertices.

In Fig. 4.13 the capacity regions for joint decoding and the regions of achievable rates for independent
decoding are shown for the two cases that a; = a, = ag, and a, = ag, |a11{a2|2 JL? = {alfa3|2 JL? =

0.42. All sources are subject to the same power constraint, i.e. p; = ps = ps.

Clearly, although using the same power, with independent decoding source 1 can achieve a higher
rate than source 2 and 3, because of the difference in the steering vectors and the resulting spatial
separability. Further, the rates of source 2 and 3 are also slightly higher than for the classical MAC,

because interference from source 1 is reduced.

Also with joint decoding a rate gain due to spatial separability that comes with array reception is

obvious.

It was mentioned above that for the classical MAC the important equal rate point (here: Ry = Ry =
R3) is achieved with equal powers (cf. Fig. 4.13(a)), whereas for the general case of unequal steering

vectors this point requires unequal power allocations to minimise transmit powers (cf. Fig. 4.13(b)).
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Figure 4.13: Comparison of capacity region (normalised, no fading) for joint decoguigframe
polyhedron) with region of achievable rates for independent decddiey cuboid)
for 3 sources with equal power constraint. Also shown is next to eadbxvthe
corresponding permutation, of M indicating the power allocation and (reverse)
decoding order required to achieve the rates at the vertex. Note thstidoessive
decoding the rate of the source being decoded first is limited to the rate alolgiev
with independent decoding as indicated (grey cuboid).

Optimal Power Allocation

Optimal power allocation is for the vecttdAC defined by the optimisation problem (absolutely
analogous to the classidalAC, (4.25)

IIlPil’l {Ap -P:Pec PVMAC} . (454)

What is of interest for optimal power allocation, as formethby @.54), is the characterisation of
the power regiOﬂDVMAc.

The following extends results for the classical fadiigC presented in [TH98a] and [Mec00a] (a
review was presented in Set3.2), respectively, to the fading vecttfAC.

Firstly, it shall be proved tha®y, ¢ iS a convex set also for the vectdAC. Convexity of the fea-
sible setPy\ac is of paramount importance in order to guarantee convesgehan optimisation
algorithm to the global optimum, solving the power allooatproblem §.54).

Proof. To show convexity oPyyac itis used thatog det (I + S) is a concave function over the set
of positive semidefinite (also: nonnegative definite) neast. This follows from strict concavity
of log det (D) over the set of positive definite matricBs(for a proof see, e.g., [CT91, HJ99]).

With concavity oflog det (I + S) it follows analogously to concave scalar functions that

logdet (T4 AS; + (1 — A)S3) > Alogdet (I+S1) + (1 — X)logdet (I+S,), (4.55)
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for 0 < X\ <1 and for any positive semidefinite matrices S,.
Further, becausK ' is hermitian and

Z anal ]Hm\2 P,

meS
is positive semidefinite, it must hold that the term

K,' Z anal |Hm|2 P,
meS

in (4.44) is positive semidefinite [HJ99], which we need in the foliogrin connection with4.55).

Given two power allocation® ) P? ¢ Pyyac it follows from (4.59 that it must hold for
0<A<landS C M

E {log2 (det (IL + K;l Z amaﬂ |Hm|2 (/\Py(nl) +(1— )\)Pr(nz))>> }
H

meS

(a)
> A\E {10g2 (det (IL + K'Y aga) |Hy[ Pﬂ)) } +
meS H

(1-MNE {10g2 (det (IL + K'Y agal |Hyl Pﬂ)) }
meS H
(b)
> A Ru+(1=X> Ry=> Ru, (4.56)

meS meS meS

where(a) follows from (4.55 (concavity) andb) from P, P() € Pyyac. Note that equality in
(a) is only given if and only ifA = 0, A = 1, or P() = P2,

Rewriting @.56) without the intermediate step in (a) yields

> R,<E {log2 (det (IL + KoY agnan [Hyl? (AP + (1 - A)PQ))) } . (4.57)
H

meS meS

which simply means that the convex combinatio®") + (1 — \)P®) must lie inPyyac. This
proves convexity ofPyyiac. O

Knowing now that the power region for the vectdAC Pyyac IS convex just as for the clas-
sical MAC, we turn again towards the question under what conditi®ng,c may be a contra-
polymatroid.

Is Pymac @ Contra-Polymatroid? Recall that every face of a convex polytope is again a convex
polytope [PS98]. Therefore, it suffices to proof that at emse face is not convex to verify that
the feasible set is no polytope and hence cannot be a polyich@itiec00a].

To test whethePy\ac is a polymatroid, we test the dominant fae, ,,, . of Pymac for convex-
ity. The dominant fac®»,,,,. of Pymac is the set of power tupleB for that no component can
be reduced without increasing other powers to staéfiac (cf. Sec.4.3.2 [TH98a].

We will see thaDp,,,, .. IS not convex and, therefor®yiac cannot be a polymatroid.
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Proof. For this we choose two power allocatioRs$, P® € Dp,,,,. in (4.56 andS = M.
Under these assumption the inequality in (b) 4050 becomes a strict equality. If the convex
combination(AP® + (1 — \)P®@) has to be insid®p,,,,., then equality is also required in (a)
in (4.56) for all \, but this is only given if and only i\ = 0, A = 1, or P = P(? as was already
stated before. Therefore the line connecting BYY, P® € Dy, .. is notinDp,,,,,.. except the
endpoints, and hen@®y,,,, ., iS concave.

For theAWGN case it is assumed th|zﬂfm|2 =1, Vm. Then equality in (a) in4.56) would also be
achieved ify" _,, a,al Py =S a,af B, butthis require®) = P or that alla,, are
equal, again leading to the classit&C where) ., Py = Y mem p? guarantees convexity

of the dominant face. Therefore, the dominant fae,,,, . is concave also for the non-fading
case.

By proving that the dominant face &f\;ac IS a concave set it follows that, in general, the power
region cannot not be a polytope.

Hence, we conclude with the statement tRatsc iS not a contra-polymatroid, unless no fading
is present and all steering vectors are equal (resultingarctassicahWGN MAC), or orthogonal
(resulting inM mutually independent channels, where the dominant facenbes a point). [

Finally, a 2-source example shall illustrate the depengefdhe power regiorPyyiac on the
steering vectors.

Example 4.6: Power Region Pyymac for 2 Sources Above it was proven that the power region
Pymac cannot be a contra-polymatroid, because the dominant face Dp,,, ., iS concave, even for
the non-fading case (unless the steering vector of all sources are mutually orthogonal). This is
illustrated in Fig. 4.14 for 2 sources and without fading. There Pyyac is shown for different values
of |allay|?/L? according to varying spatial separation of the 2 source signals. It can be seen clearly
that the dominant face Dp,,,,, . is concave for 0 < |allay|?/L? < 1 (for better visibility of concavity the

graph obtained from (4.46) for S = M defining Dp,,,, iS drawn also outside the relevant range).

4.6 Successive Decoding for the Fading Vector Multiple-Access
Channel

We have shown in the last section that the power region of #wovMAC is not a contra-
polymatroid, and there are two consequences of this. ¥itste optimisation problem of min-
imising sum-transmit powers for given target raté<{) cannot be easily solved exploiting the
property of the vertices of a polymatroid. Secondly, beeathe optimal solution may not be
obtained at a vertex of the capacity region, successivediegas in general not leading to the
minimal sum transmit power required to achieve a given gbéet

However, just as discussed for the classidalC in Sec.4.3.3 successive decoding is still attrac-
tive, because its ability to achieve maximal sum-rates vathuced complexity.
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Figure 4.14: Power regiorPy\ac for 2 sources for various values ofas|? /L? (AWGN, R} =
R =1).

Therefore, we want to restrict to successive decoding ®wvdttorMAC due to its attractiveness
with respect to performance and decoder complexity.

In particular we have to clarify whether there is a simpleropt power allocation procedure for
successive decoding as there is for the classical fadikG as pointed out in Seé..3.3

The rates that are achievable by successive decoding atex veaf the capacity region are given
by (4.48. Rewriting this equation, we obtain

n 2
det (Kn + ; ar, ()3 (1) Prot) | Hro ()| )

Rﬂv (m) =K 10g2

m—1 9
o (K“ + & anon,o P [Hrol ) (4.58)

H
2 —

~E {108, (1 + Pr.n) [Hastn|” @2, ) (K + Ko (Soin-1)) " ansm)

m=12,..., M,

where we have define$, ,,_; in (4.27) according to
Spm—1 = {m,(1),m,(2),...,m(m —1)},

and, furtherK,(S,..—1), as provided by the definition ir8(82), is the receive signal covariance
matrix considering only source signals contained in the&Ssgt ;. (Recall that for a given permu-
tationr, the decoding order igr, (M), m,(M — 1), ... ,m,(1)).)

Compare 4.59 with the rates achievable by optimum beamforming in cociiam with indepen-
dent decoding given by4(38), respectively. Then it is easy to see thatQ is the rate achieved
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by optimal beamforming with subsequent independent degodi sourcer,(m), where source
signals from the sef, ,,_; are considered as interference and signals from the remgesoiurces,
i.e. from setS,,,.; = M\ S,,._1, are considered known and, thus, not contributing to the
interference for source,(m).

In the following section the description of the receiveusture achieving rates given b¥.69) is
discussed.

4.6.1 Receiver Structure

To simplify notation it is assumed that the source indicessarted according to the decoding
order, i.e. source 1 is decoded first, followed by source @ saon, with sourcé/ being decoded
last. Therefore, it holds in the following for the set of soes.7,, interfering with sourcen

Tn={m+1,m+2,...,M}. (4.59)

The receiver structure for successive decoding for thengaadectorMAC is depicted in Fig4.15
The optimal beamforming weight vector for soureds according to§.89 given by

Woptm = 3 (Kn + Ky(Tm)) ™" am, (4.60)
where only interference from sources+ 1, m + 2, ..., M not yet decoded is considered.

The inputz,, to them-th single-user decoder is obtained by

Interference
——t—
m—1 M m—1
Zm = WEIPWR (Af +n) — Z B,.iti = W?pmmamfm + Z ngmmaiﬂ- —|—w§pt7mn — Z Boniti,
=1 . ;;:ﬂln ) =1
A -
= Zm
(4.61)
with
B = W?pt,ma’h (462)
further, the elements of the array input signal vedtor (71,7, ...,7y)" were introduced in
(3.54) according to
han (£)
Fm(t) = —=5sm,(t).
V
In (4.6]) z,, denotes the output of the-th beamformer, which contains interference from sources
1,2,...,m — 1 already decoded, as well as from sourges- 1, m + 2,..., M not yet decoded

(cf. Fig.4.16).

The termsB,,;7; in (4.61) are estimates of the interference for sourceaused by sources=
1,2,...,m — 1, i.e. caused by sources already decoded before sourdée required estimates
r; of the receive signal; are provided by thé-th single-user decoder.
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Figure 4.15: Block diagram of the receiver implementing successive decoding. D&laysintro-

duced to compensate the decoding delay in each decoder stage. (For sivtgien
the source indices are sorted according to the decoding order.)
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Figure 4.16: Detail of the receiver structure implementing successive decoding. rShothe
section where source signal is processed.
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Often, the effect of erroneous decoding and resulting gm@pagation by feeding back erroneous
estimates; # 7; is neglected, such that = 7;. This assumption is further justified because we
consider capacities, i.e. transmission is error free byiiefn [VG97].°

Therefore it is assumed that interference from souices. .., m — 1 can be perfectly removed
from Z,,,, such that the resulting,, contains only interference from souree+ 1,m + 2,..., M
not yet decoded.

Then, withr; = 7;, (4.61) can be rewritten according to

M
_ H ~ H ~ H
Zm = Wopt m@mTm + E Woptm@iTi + Wopt 1L (4.63)
i=m-+1

This, in turn, can be rewritten more compact in matrix notaaccording to
z = Fr — BT, (4.64)

whereF ¢ CM*! js thelinear feedforward filterandB € CM*M s thelinear causal feedback
filter [VG97], furtherr € C* was introduced as the array output signal vectoBi64).

The feedforward filter matri¥" is defined by the weight vectoss, ,, according to

H
opt,1

H
Wopt 2

W

F = , (4.65)

H
Wopt,M

where the function of the feedforward filter is to minimise impact of multiple-access interfer-
ence from the yet undecoded sourees- 1, m +2,..., M.

The feedback filter matriB is the strictly lower part of the matrix produB¥A, hence

0 0 0 e 0
H
whoa 00 0
B=| Wopt3a1  Weyi3a2 0 e 01, (4.66)
H H H
Wopt, M1 Wope (@2 - W pr@n—1 0

where the function of the feedback filter is to mitigate ifgeence caused by sources already
decoded. The element & in them-th row andi-th column, denoted aB,,,;, was already defined
in (4.62.

As for the classicaMAC the central question for successive decoding is again hdimdothe
optimal decoding order minimising the sum transmit powerdgwen target rates. This will be
dealt with in the next section.

9However, there are some publications dealing with erronprsuccessive decoding, e.g. [Mec01]. There it is
stated that error-prone stripping may require only a snmilgy overhead to achieve close to optimum performance.
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4.6.2 Power Allocation for Successive Decoding

We have seen from the consideration presented above thaamveftcrely on a polymatroidal
structure ofPyyiac When looking for the optimal power allocation, which wouldtarally also
lead to successive decoding.

In Sec.4.3.3 where we have dealt with the optimal decoding order for sssiwe decoding for the
classical fading/AC, it was pointed out that there is a greedy algorithm to idetitiat decoding
order for that the sum transmit power is minimised among etiodling orders possible, although
the power regiorPoyac IS NOt a contra-polymatroid.

We will see in the following that this simple solution is ngtpdicable for the vectoMAC, unfor-
tunately.

Optimal Decoding Order for Successive Decoding for the VMAC

For successive decoding, the receive powegqor equivalently the elemer@NR ~,,) which are
required to achieve demanded rafes with successive decoding are obtained froftbf by
solving for Py () for given R ():

2 _
Pﬂ'u(m) = {P . Rﬂ'v(m) = E {10g2 <]. + P |H7rv(m)‘ a?v(m) (Kn + KV<Sv,m—1>> L am(m)) }H} s
m=1,2..., M, Som-1 = {m(1),m,(2), ..., m(m —1)}.

(4.67)
(Note that ¢.67) can be readily solved faF; () unambiguously employing standard numerical
methods since the right hand side is concavE.in

When looking for the optimal decoding ordej for that the sum transmit power obtained with
(4.67) and @.19 (i.e. P,, = p./ 1) IS minimised, the central point is again that we are facing a
combinatorial optimisation problem, as it was pointed oufec.4.3.3 There we have seen that
for the classical fadinyl/AC this combinatorial optimisation problem is reduced to teensimple
problem of list sorting due to the particular structure @& duge weights of the tree-graph depicted
in Fig. 4.6 (recall that the set of mean received powers was independém particular decoding
order).

Referring to Fig4.6 where the combinatorial optimisation problem is shown age graph, we
have to ask whether there is again a structure in the edgéhtsdigat could be exploited to find
the optimal branch without enumeration of all solutions.

The simple solution to the combinatorial optimisation peob for the classicaMAC shown in
Sec.4.3.3is established on the fact that the amount of interfereneerisby sourcer,(m) de-
pends only on theumber(m — 1) of interfering sources not yet decoded arat on the partic-
ular permutationr,. This is related to the fact that the amount of interferemeg &n individual
source is causing is the same for all sources. ThereforeldsHor the classical fading/AC

Pr m) = Prom)y,m=1,2,..., M, for any two arbitrary permutations,;, ;.

T2

This is generallynot the case for the vectdiAC, because the amount of interference for a source
m caused by a sourdedepends on their steering vectars anda;.
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An exception are the two special cases of orthogonal stgegntors, and equal steering vectors
(resulting in the classicallAC). In the first case the decoding order is irrelevant as therei
interference, and in the latter case the decoding ordesifyadtained by sorting according to the
link loss as pointed out in Seé.3.3for the classicaMAC.

For the general case of the vectdAC (i.e. the steering vectors are neither mutual orthogonal,
nor are they all equal) it holds for some=1,2,..., M:

Pﬂ.vl(n) = Pﬂ.vz(n), If Wvl(n) == Wvg(n),vn == 1, 2, oo,

Py # Prom), i mi(n) # me(n),YVn=m+1,m+2,... M. (4.68)

Thus, between the two extremes of equal and orthogonalirseeectors, respectively, where
all powersF; ) are equal, we expect that there are source distributionthédrthe transmit
sum-power is more sensitive to the particular choice of dexporder than for other source dis-
tributions.

Egn. @.68 allows to represent power allocation for successive degodr the vectoiMAC in a
tree-graph similar to the classiddlAC (cf. Fig. 4.6).

With a simple example witld/ = 4 sources we now want to shed more light on the problem of
finding the optimal decoding order for successive decodinghfe vectofMAC.

Example 4.7: Decoding Order for Onion Peeling for the Vector MAC with 4 Sources The sources

are located on a line where the off-boresight angles are given by
191 = 007192 = 207193 = 4Oa194 = 607

such that the angular separation between any two adjacent sources is 2° (cf. Fig. 4.17). The angular
separation is chosen such that we can expect a distinct dependency of the transmit sum-power on
the particular decoding order (recall that the transmit sum-power does not depend on the decoding
order if the steering vectors are identical for all sources, or if they are mutually orthogonal). Further,
in the following we will neglect the slight differences in free-space basic transmission loss and array

element gains, respectively, for the different sources, i.e. we assume p,, = u;, form,j =1,2,3,4.

Further, it is assumed that the satellite array antenna has a hexagonal contour, and consists of
L = 127 circular array elements, arranged on a triangular grid (this array model was presented in
detail in Sec. 3.6.1). Finally, the required rate for all sources is R = 2 and we assume an AWGN

channel (i.e. no fading).

There are M! = 24 possible decoding orders for successive decoding, and the receive powers P,,,
required to achieve R = 2, are computed for all 24 permutations w,,v = 1,2,...,24 with (4.59

(because an AWGN channel is assumed, averaging over fading is omitted):

P, L\ P, 1
Ry, = R =log, <1 + 2;12) ) = 2;(2” = 7 (27— 1) = 0.0236, (4.69)

n
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satellite
(hexagonal array

with L=127 elements)
)

sourcef 2. 3 4

Figure 4.17: Distribution of theM = 4 sources.

where it is obvious that this is independent of the particular decoding order, and for the remaining

sources m = 2, 3, 4 the receive powers are obtained from

P mlp o
_ _ mp(m) H Ty (1) H
Brsmy = B = logy | 1 =5 7@ om) (Z; 202 23, IL) e )
Pr(m 2f —1
2v<2 ) _ - — . m=2,3,4. (4.70)
(o m—1 Pr,
aEﬂ(m) (Zi:l 20‘(2] ) am(i)agv(i) + IL) Ar, (m)

As already pointed out before (cf. (4.68)), it is evident from (4.70) that the receive power Py () re-
quired to achieve the rate tuple R depends on the particular permutation, because of the dependence

on the steering vectors a, ;) of the sources i =1,2,...,m — 1 interfering with source m.

For the example discussed here, the resulting normalised receive powers P,,/(202) are shown for all
permutations in a tree graph in Fig. 4.18. As expected, the required receive powers depend on the
particular decoding order (cf. (4.68)). Further, the resulting receive powers illustrate that the greedy
algorithm for power allocation that is optimal for the classical MAC, is not applicable for the vector
MAC: the greedy algorithm cannot decide in the first stage of power allocation for the permutations

that will lead to a minimum sum-power solution, i.e. 7,(1) = 2 and m, (1) = 3, respectively.

Fig. 4.19 depicts that permutations that lead to minimum sum-powers and shows also worst-case
permutations resulting in maximum sum-powers. (Note that we can generally expect that there is a
unigue optimal permutation, however, because of the particular source distribution chosen for this
example there are four permutation resulting in similar minimum and maximum, respectively, sum-

powers.)

Obviously, the permutations resulting in similar minimal sum-power have in common that the two
outer sources 1 and 4, respectively, are decoded first, followed from the two inner sources 2 and

3. Further, the worst-case, resulting in maximum sum-power, is encountered when the two inner
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Figure 4.19: Due to symmetry of the source locations, decoding orders equivalent taC,, and
B; to D4, the same holds for the worst-case decoding orders.



CHAPTER 4. RESOURCE ALLOCATION FOR THE FADING VECTOR
110 MULTIPLE-ACCESS CHANNEL

sources 2 and 3 are decoded first. The explanation for this observation follows below.

The source being decoded first has to cope with the maximunbeuwf interferers §/ — 1
sources), therefore it is advantageous to begin succedsoading with a source that is, owing
to spatial filtering, less sensitive to the interferencerfrime M/ — 1 sources. For this reason the
minimum sum-power decoding orders start in the example ebath either sourcd, or with
source4, because these two sources have only a single direct neighlibereas sourczand3
have two direct neighbours. Equivalently, we can stategbwater allocation should start with that
source that has the most close neighbours (in the exampleces2 and3).

4.7 Fixed Beamforming

In Sec 4.4-4.6we have seen that optimal beamforming in element spa&maximising theSINR

for a given sourcen and a set of interfering sources. In fact, a receiver emptpgptimal element
space beamforming and successive decoding already ashétes on the boundary of the capacity
region of the vectoMAC.

So, if we expect that we cannot do any better than with optimealmforming in element space,
why do we want to deal with fixed beamforming at all?

In Sec.3.6we have introduced two exemplary satellite scenarios, émploy both fixed beams.
Fixed beamforming in combination with independent decgdirthe usual approach in nowadays
satellite systems [LWJO0O].

Also successive decoding is suggested in combination wihd foeamforming [Ern99, Ern01],
and we want to include the rates achievable with these appesain a comparison with what
is achievable with optimal adaptive beamforming with inelegeent and successive decoding in
Chap.5.

Further, a fixed beamforming stage can be combined with suiess adaptivédeam spacbeam-
forming, i.e. the adaptive beamforming is applied to theoatof the fixed beamforming stage. In
this case especiallyartial adaptivebeam space beamforming is an attractive option (cf. 322
[LLO6].

Therefore in this section we will discuss the impact of fixedimforming on the achievable rates
in comparison with optimal element space processing.

4.7.1 Signal Model for Fixed Beamforming

Fig. 4.20shows the block diagram of a receiver employing a fixed beemifig network BFN)
located behind the antenna array. The fil#eN createsl.y beams from thd.-element antenna

1°The termelement spaceefers to the fact that optimal adaptive beamforming is i@pplo the element receive
signal vectotr.
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Figure 4.20: Block diagram of receiver employing a generic beamforming network. IThe
branches of the antenna array represent the input for the beamfonetingrk (i.e.
the input vector to the BFN ). The beamforming operation of the BFN is described
by the weight matriXW . The output vector of the BFN is3, havingLg elements.

array, such that theeamforming network output vectog can be written according to
rg = Wgr, (4.71)

where theL z columns of Wi € CL*E2 are the weight vectors defining tlie; fixed beams.

Because is a proper, zero-mean multivariate Gaussian random vexdsarg is proper and zero-
mean (a random vector obtained from an affine transformati@proper random vector is again
proper [NM93], also cf. AppB).

Then thePDF of rp is defined by B.3) with the covariance matriK,,, € C*#*'& of rg. Using
(4.71) the covariance matrix of the beamforming network outputeeK, . is given by

K., = E{rpry} = WK, Wpg
= WEIKVWB + WI]_;,IKnWB

v ol ) (4.72)
=3 apgall, 2L 4 2 WHWS,
m=1 m
where thebeam space steering vectay ,,, of sourcem is defined as
ap,, = Wha,, (4.73)
and
K., = WK, Wg = 20°W5Wg (4.74)

is thebeam space noise covariance matfijote thatk,,, may not be a diagonal matrix depending
on Wg, such that the noise in different beams may be correlated.

Recall the definition of the covariance matrix for the arraypot vectorK, ((3.78 with (3.76)),
which is repeated here for the sake of clarity
M
K, = a aHpim‘hm’2
1 " b

+ KII?

m=
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where the more general case of possibly correlated noiseceitariance matri¥,, is considered.

Comparing the definition oK, with the equation for the fixe®FN output vector covariance
matrix K,,, given by @.72), reveals the general equivalence of the descriptionsefebeiver

without and with fixed beamforming.

Therefore, Sec4.4-4.6 apply also to the receiver employing fixed beamforming. Tiokls in
particular for the power allocation for independent denggthe definitions of capacity and power
region and, related to this, optimal resource allocatimtedures.

For convenience of notation we introduce similar to the dgbims in Sec.3.5.3the covariance
matrix K, (S) for a subset of source$ C M, with

K., (S) = WK, (S)Wg = WK, (S)Wi + WEK,Wg

m |
= Y apall,’ il ooyt (4.75)

meS m

With the definition of the covariance matrix of the fixB&N output vectory at hand, itis easy to
provide the equation for maximum mutual informatibeS'; Rg):

—

a

maxZ(S;Rg) = log, ((me) ®det (K,,)) — log, ((we)"2det (200 W W3g))

1 _
= log, (det( WEK, W5 (W W) 1+ILB)>, (4.76)

2
20

Nasg

where equality in (a) follows from the definition of mutuafanmation using differential entropy
of a proper multivariate normal random variable with coaage matrix,, given by @.72) (also
cf. (B.3) and @.43 with S = M).

The fixed beamformer is fully specified by the fixed beamfogmmatrix Wy, which in general
may be implement by an analog beamforming network or viaaligignal processing. However,
analog beamforming always introduces an increasing sdggiadation with increasing number
of beams, while with digital beamforming the number of beasnanly limited by the processing
power of the involved digital signal processors.

Some of the nowadays and upcoming satellite systems empldiy-lmeam antennas creating
around 200 spot beams, making digital beamforming the ordple implementation method.
For example, the ICO system with 163 (cf. SB&.1), and Thuraya with 246 fixed spot beams
[SDR"02], both employ digital beamforming. Therefore, we caruass that also fixed beam-
forming that does not implement any possibly elaborate tadapeamforming algorithm is imple-
mented via digital signal processors.

Besides the number of beams that are created by the fixed beaenfan even more important
characteristics is of course the concrete realisationebdamforming matriWg. With Wy not
only the number of beams has to be defined, but also the shdpe béams (e.g. sidelobe level)
and the angular directions which the spot beams are poitding

We have seen in Se8.6, where the ICO and EuroSkyWay array antenna models have ligen d
cussed, that the beamforming matMXg may be designed to control the sidelobe level to reduce
interference from co-channel cells. Further, the spot Iseeuay be arranged to completely cover
the service area of the respective satellite with a regdhpattern, where a cell may be defined
by various spot beam gain contours (typical values3ai8, 4.3 dB).
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In the further, we also want to addrdssam space beamforminghere subsequent to the fixed
beamforming stage adaptive beamforming is performed.

In this context, in the literature it is often stated tlmathogonalfixed beams are created via a
Butler matrix beamformer in the analog domain or via discfetgier transformationFT) for
digital beamforming (see e.g. [LL96]). Orthogonality neféo the property of the beamforming
matrix Wy that the column and row vectors are mutually orthogonalhgbat the beam space
noise covariance matrix int(74) becomes a diagonal matrix, which in turn means that thesnois
in different orthogonal fixed beams is uncorrelated. In castf we will see that the fixed beams
created for a complete coverage of the service area withapgeng cells which are often defined
as the3 dB of 4.3 dB spot beam gain contour (cf. S€t6), are typically non-orthogonal.

Finally, all this raises the question what principle limare posed by the fixed beamforming on the
achievable rates, both orthogonal, as well as non-orthalgdihnis will be discussed below.

4.7.2 Impact of Fixed Beamforming on Achievable Rates

From a general result of information theory, namely tfaa processing inequalitfCT91], it
follows that no processing of the array output veatean increase the information thatontains
about the source signais

Becausearg is a function ofr according to 4.71), the corresponding random variabl§s R and
Ry form a Markov chain in the orde$ — R — Ry [CT91].

(Random variableX', Y andZ form a Markov chain in that order, denoted 8y — Y — Z, if
their joint PDF can be written ag(x, y, z) = p(x)p(y|x)p(z|y), i.e. the conditional distribution
of Z is independent oX such thap(z|xz,y) = p(z|y). In particular, if we can writeZ = f(Y),
i.e. Z is a function ofY’, thenX — Y — Z.)

Then the data processing inequality says that
Z(S;Rp) <I(S;R), if S— R — Rg, (4.77)

i.e., if the random variableS, R, and Ry form a Markov chain in that order, then the information
in rg about the source signal vectocan only be equal or less than the information available in

Therefore, as mentioned previously, introducing fixed deaming only can leave the information
abouts available at the receiver unchanged or it even reduces it.

Of course, it is of particular interest under what condiiidhe available information about the
source signals remains unchanged by the fixB&N (then equality is obtained i (77)), and that
regardless of the particular spatial distribution of therses (we will say in this case that the fixed
beamforming is lossless) and when it is possibly reduced.

If the fixed beamforming isiot lossless, then in general equality does not holdlifiq), and the
degree of reduction of mutual information strongly depemalshe particular source distribution.

Generally, equality in4.77) is obtained if and only if the mutual information betweSrand R
is zero givenRg, i.e. Z(S; R|Rg) = 0. This arises if the conditiondDF of R depends only
on Rg, i.e. p(r|s,rg) = p(r|rp) and, thereforeS — Ry — R (this is readily verified using the
definition of conditional mutual information irB(15)) [CT91]. This holds in particular iR is a
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function of Rg, i.e. R = g(Rg), and, finally, this function is defined by solving.{1) for r, when
W3 andrg are given.

In other words, we obtain the intuitive result that, if it isgsible to reconstruct the array output
vectorr from observation of the fixe@FN output vectorrg with knowledge ofWg, this must
mean thatrg contains all information about also contained in. Then equality in 4.71) is
obtained, regardless of the particular source distrilbutio

With W3 being aL x Ly matrix, we discuss in the following the three cages Lg, L < Lg,
andL > Lg. The rank of the fixed steering matrix is generally bounde{i3iy96]

rank(Wg) < min{L, Lg}, (4.78)

where it is reasonable to assume in the following that thedfb@amforming matriXWy is full
rank, such that equality holds id.(9).

Equal number of fixed beams and array elementsLg = L If L = Lg, thenWy is a square
matrix with rank(Wg) = L, and therefore invertible. Then the transformation froenent to
beam space is generally lossless, as the array output wecéor be derived from the beam space
receive vectorg by inversion of the fixed beamforming mati¥ g according to

r= (V\/'g)f1 rs (Wp € CH*E rank(Wg) = L), (4.79)

and equality in4.77) holds.

In this case, equality in4(77) also follows simply if we explicitly write the mutual infaration
Z(S; Rg), which is given by

a 1 _
Z(S; Rg) ©) log, (det <ﬁK\,WB (Wg) ™' (W) 1W§+IL>)

1
= 10g2 (det (EKV + IL))

— I(S;R), (4.80)

where equality in (a) follows from4(76) because the matrix identityA(2).

Number of fixed beams lesser than number of array elementsZg < L Next, the case is
considered thal.y < L, rank(Wg) = Lg. Under this assumption, the array output veator
cannot be uniquely determined from the fixe&N output vectorrg, because themd(71) is an
underdeterminedystem of equations with an infinite number of solutionseféor given Wy and

rg [GL96]. Although in this case there is in general a loss idtrced by the fixe@FN with respect
to the information available at the receiver about the semgignalss, this loss depends strongly
on the distribution of the sources and may be small. Thisleéldiscussed in adequate detail in
Sec.5.2.2
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Number of fixed beams greater than number of array elements:Lg > L Finally, the case
Ly > L is considered, as it is encountered, e.g., for the ICO datelistem [ = 163 fixed
beams are created with an antenna arraly ef 127 elements, cf. Se&.6.1). There can be at most
L linearly independent columns (which are the beamformingyktesectors for the fixed beams)
in Wg. Because it is reasonable to assume that the fixed beams kirgldodifferent directions,
we assume that there are indeedinearly independent columns, such tA&t; is full rank with
rank(Wpg) = L. In this case we can write by multiplying both sides 4f/(1) with Wy from the
left

WBWEI‘ = WBI‘B:>
ro= (WeWH) ™ Wrg (4.81)
(WpWj € CH* rank (W W) = L),

where we have used that it holds for any matkx € C™*" that rank(XX") = rank(X)
[HJ99] and, therefore( Wy W1il)~1 € CL*L must exist becaus®WVgWE has full rank since
rank(WgW}) = rank(Wpg) andrank(Wg) = L by assumption! As stated before, because
the array output vectar can be retrieved from fixeBFN output vectorrg, the fixedBFN with
Ly > L, rank(Wg) = L, is lossless.

(Note that, becaus8&VEWy € CFe*fe andrank(WEWg) = rank(Wg) = L, it must hold
det (WEW3g) = 0. Therefore, the mutual informatidfi(S, Rg) is not defined forLy > L
according to the definition af (S, Rg) in (4.76). However, because it is assumedk(Wpg) = L,
it is possible to obtain an invertible covariance matrix bpasingL elements in-g.)

As expected, at least from the information theoretic pofnti@w, it does not make much sense to
employ a fixedBFN with Lg > L, as the information available i about the source signadgs
the same as fokg = L (assuming in both casesnk(Wg) = L).

4.7.3 Orthogonal Beams

It is well known that orthogonal beams can be created in @aligeamformer by means of the
discrete fourier transformatio®ET)*? [LL96, CL96, Haa96, TT98].

Although theDFT approach for creating orthogonal beams is definitely ptesethe antenna
literature, it is either treated without the detail reqdifer implementation [LL96, TT98] or it
is discussed only for the most simple cases of the uniforealirarray (JLA)*® or the uniform
rectangular arrayu(RA)' [Haa96]. In [TT98], which deals witlbhOA estimation using hexagonal
arrays, it is mentioned that it is possible to obtain a (aythrl) transformation to beam space
also for arrays where the elements are located on a hexalgttiad, but beyond this, no details or
indications to relevant literature are provided there oAitsstandard literature dealing with phased

Note that ¢.71) is anoverdeterminedfull rank system of equations fdrg > L andrank(Wg) = L. Generally,
there is no unique solution far if Wy andrg are known, becauswg defines a subspace & such that, in
principle,rg could lie outside this subspace [GL96]. Of course, this caie the case here, since the known fixed
beamforming output vectarg is obtained from a corresponding array output veetaccording to 4.71), such that
rp must be an element of the subspace definedv3y.

2For analog beamforming the also well known Butler matrixngehe analog equivalent of tHeFT, is used.

B3In the ULA, all array elements are located on a straight liith & constant inter-element spacing.

4In the URA, the array elements are located in a square plashar@positioned on a regular rectangular lattice.
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array antennas the concept of creating orthogonal bearsasise present. However, in [Mai94]
the focus is put on the implications of creating orthogormaras by analog beamforming networks,
further, detailed discussion is mostly provided only foe timear array. Similar limitations apply
to [Bro91].

In aURA, the array elements are located on a rectangular latticéhaieFT is readily calculated
by ordering the array elements in rows and columns, and peifig 1-D DFT separately across
the rows and columns [Haa96].

In the general case the array elements are located on aragyldttice (the most general case,
allowing also irregular array element locations, like ieiscountered for sparse (thinned) arrays,
will not be addressed here).

We will see below that when 2-D arrays based on arbitrarjckdtare treated, the theory of 2-D
DFT gets more complicated, such that the calculation of apm@atgbeamformer weights using
theDFT to create orthogonal beams is surely not obvious.

We take this lack of a detailed derivation in the literatuealihg with antenna arrays as a motiva-
tion to shortly present the generation of orthogonal beam&4D arrays with a hexagonal lattice
geometry by employing the 2-DFT (the extension to general lattices is straight forward)t &a
the following is based on [BM94] and [Dub85] where the mairaslef the theory of 2-IDFT are
presented in short (for a more detailed discussion see Ajupé).

Without loss of generality it is assumed that the array el@sare arranged in they-plane. The
array elements are further located on a latthicéhis will be called thespatial sampling lattice
indicating that the array antenna can be understood as argsbassamples the spatially continuous
wavefront of the incident signals at the discrete array el@rocations), which is defined by a basis
V e R¥*2,

For a hexagonal array bas¥sis provided in 8.34) according to [TT98]

I 05
V=i )

The positionp,.; of element in the z-y-plane is provided by3.31) according to

pe,l:Vil7 l:1,2,...,L.

Further, we define a matriX according to

2g—1 qg—1 )
N = , 4.82
( l—q¢ ¢ (4.82)
whereg is linked with L via
L=|det(N)|=3¢*-3¢+1, ¢=1,2,3,.... (4.83)

Finally, with the above definitions the DFT beamforming weight vector&P*™ are given by
[DM84]

o TN =13, o TN —13 o 1 TN =13
(WPPT)H = (oI NI ooarkd N o kINTL) 10 L (4.84)
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Figure 4.21: Spot beam contourd 3 dB) and numbering of the 127 orthogonal DFT spot beams.

with k; being a two-element index vector associated with/ttlebeam given by

k, = Ni,. (4.85)

Fig. 4.21shows thel.3 dB-contours of the spot beams resulting from IeT beamforming for
the ICO antenna array comprising 127 array elements (cf.5ed).

Grouping theL DFT beamforming vector in a matrix we define the DFT beamfagmnatrix

Worr = (WP, wit o with). (4.86)

The DFT beamforming vectoss"" are mutually orthogonal (we say, the beams are orthogonal),
therefore in this case the beam space noise covariancexiairi (cf. (4.74) is diagonal:
Ku, = 20°WhprWppr = 202 L1, (4.87)

i.e. the noise in any two DFT spot beams is uncorrelated.
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4.7.4 Non-Orthogonal Beams

We have seen in Se8.6.1that an ICO satellite creates 163 fixed spot beams, and thedghking
163 cells are defined by the correspondihglB spot beam contours (cf. Fig.22). Clearly,

Figure 4.22: Spot beam contours (dB) and numbering of the 163 ICO spot beams.

the beams cannot be orthogonal (sidge > L), such that the noise in different beams must be
correlated.

Fig. 4.23 shows the absolute value of the elements of the matrix ptodli¢ Wy, which deter-
mines the beam space noise covariance madgjx according to 4.74).
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Figure 4.23: Covariance (normalised to maximum) of the noise in different beams for fizaohb
forming according to the ICO scenario.

The correlation of the noise is strongest for adjacent beardds significantly lower for all other
beams.
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4.8 Summary

We have presented in this section a thorough discussioreafapacity and power regions for the
fading vectorMAC. In particular, it was investigated whether a possibly pwyroidal structure
would help in the optimal resource allocation problem, as the case for the classical fading
MAC [TH98a, THI8D].

It was pointed out that the capacity regi@\ac IS again a polymatroid (as any capacity region
must be due to the chain rule of mutual information), furttieat the power regiofPyyiac is

no contra-polymatroid, indicating that there may not beeedy algorithm available for optimal
power allocation.

This extended results known from the classical fadifgC presented in [TH98a, TH98b] and,
further, added the discussion of optimal rate resourceaiion for the fading vectavlAC to the
investigations presented in [SXLK98].



Chapter 5

Recelver Structures for the Fading Vector
Multiple-Access Channel in Satellite
Scenarios

At the beginning of the last chapter different receiver cites were presented in Fig.l. The
different options can be reduced to the fading veti&C with independent or joint decoding of
the source signals. Therefore, we have then turned to augbrdiscussion of optimal resource
allocation for the fading vectdvlAC.

We will now return to the said different receiver optionsdgmesent a comparison, using the
results from the last chapter. The comparison will relatentoimum inputSNR ~,,, and EIRP
pm G, respectively, that are required to allow all sources todnait information at a desired rate
R, employing the respective receiver structure.

Recall that if the inpuENR~,,, are given, the accordinglRP follow uniquely from 3.92. There-
fore, in a single-source scenario the in@iiR and theEIRP would be equivalent measures of
receiver performance. However, in the multiple-sourceade where also successive decoding is
investigated, it is indeed required to consider BHBP or the transmit powers, being proportional
to theEIRP. This is due to the fact that the optimal decoding order facsssive decoding is
defined on basis of the transmit sum-poweRurther, independent of the particular receiver vari-
ant, the requiredtIRP to achieve desired information rates for the sources camimpared with
the EIRP that is technologically feasible with the envisaged teahtgpe (e.g. hand-held). This
allows to identify a region of rates that is achievable cdesng this technological constraint.

For the comparison of the different receiver structures vile restrict to particular scenarios,
namely the two satellite system scenarios that were destimhSec3.6.

Comparison based on both the in@itiR as well as on th&IRPis in some sense unsatisfactory,
because it involves a particular source distribution mdtef providing a single figure of merit

related to the receiver performance in a more comprehemsye This is inevitable, because the
performance of the receivers is determined by the diffecaptbilities to cope with interference
from co-channel sources, and interference in turn depemdseoparticular source distribution.

!In fact, we have seen in particular for the classid&lC that all decoding orders yield the same set of required
receive powers (equivalent to the in@itiR for the vectorMAC), but assuming different attenuation factors for the
different sources, there is a unique decoding order mimimgigansmit sum-power (cf. Seé.3.3.

120
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However, for a considered satellite scenario with givendigell pattern, the problem that the
sources can in principle be distributed arbitrarily, ppssproducing required inpitgNRandEIRP

in a wide range, is avoided by assuming only the respectivetvaase source distribution to yield
the maximum mutual interference. Looking at various fremyereuse schemes (e.g. cluster size
4 or 3, or other schemes), the maximum spectrum efficiendycrabe achieved by the different
receiver structures can be assessed (cf. $84.

5.1 Fully Adaptive Element Space Processing

We have seen in the last chapter that there is no simple méthobitain the optimal decoding
order, but it is also unclear how significant the performadifierence is between the optimal
decoding order and the worst-case one.

Therefore, in this section we will firstly discuss the relev@ of choosing the decoding order for
successive decoding.

Secondly, what is of prominent interest is the comparisauctessive decoding and independent
decoding, where in this section it is assumed that fully #dagoptimal) beamforming (element
or beam space) is employed as discussed in&éand4.5.

Further, the parameters of the ICO satellite system are as$ura. aVIEO satellite employing an
antenna array made up of 127 array elements is consideresigEB.6.1J).

5.1.1 Impact of Decoding Order on Transmit Powers

As already mentioned, if we want to compare the performahaadependent decoding with that
of successive decoding with optimal power allocation, tivestigations are severely complicated
by the fact that the greedy power allocation algorithm aygtile for the classicallAC does not
work for the vectoMAC (cf. Sec.4.3.3and4.6).

It was pointed out in the last section that the transmit suwwgrs for all V! possible decoding
orders have to be explicitly computed, in order to identifg bptimal decoding order, minimising
transmit sum-powers.

This poses eventually a severe computational problem dépgon the number of sourcéd,
and, therefore, we restrict in the investigations to a magenumber of sources with/ = 7,
resulting inM! = 5040 possible decoding ordets

The 7 sources are distributed as shown in Bid, where source 1 is located at the nadir and the
remaining 6 sources are located at the corners of a hexagothik geometry, a single parameter
Av, characterises the angular separation between the sources.

In Sec.4.6.2it was shown that the two special cases of the velgtaC, where either all steering
vectors are mutually orthogonal, or all are equal, leadrtgose solutions for the problem of finding
the optimal decoding order for successive decoding (in teedase any decoding order is optimal

2In publications dealing with interference analysis forefliie scenarios, the authors often restrictib = 7,
cf. e.g. [LWJO0O0]
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Figure 5.1: Positions of the\/ = 7 sources (in:-v-coordinates) to evaluate and compare the per-
formance of independent and successive decoding dependingyolaaseparation of
the sources. Due to the assumed regular geometry of the source distrilzuntgn
lar separation is defined by a single parameét@. Concentric circles indicate off-
boresight anglest = 2.3°,5°,10°, 20°, 22°, where the one-sidetl3 dB-beamwidth
for the assumed array ik, 3qg = 2.3°.

because no mutual interference is produced, in the latserttee greedy algorithm for the classical
MAC is applicable). The mentioned special cases arise for saoffieiently large A, to obtain
(nearly) orthogonal steering vectors, and, further,fot, = 0 to obtain equal steering vectors,
resulting in the classicallAC.

The transmit powers,, required to achieve ratB = 1 for all sources are computed usingq?),
(4.19 and Fig.5.2shows the transmit sum-power for some valueadf and for all5040 possible
decoding orders.

As expected, the ratip,,;,, defined as the quotient of maximum and minimum sum-power ae
permutations for a giver\v,, approaches 1 a&v, approaches 0, or for sufficiently larged,,
such that the steering vectors become approximately cotradg

From the calculation of transmit sum-power for all permiotad, those permutations can be iden-
tified that yield the optimal and the worst-case sum-powetle most relevant range of values for
A, where the transmit sum-power distinctly depends on the@amdecoding order, i.e. approx.
0.1° < A, < 2.5° (cf. Fig.5.2(b).

Note that there is no unique optimal (or worst-case) pertiutalue to symmetry of the source
distribution. However, it suffices to restrict to one pastar decoding order each for minimal
and maximal transmit sum-powers and Fig3 schematically depicts the decoding orders used for
some further investigations (in the following we will refierthe decoding ordef, 2,6,7,5,3,1)

as theoptimaldecoding order, and the decoding or@ers, 4, 6, 3, 7, 2) as theworst-casalecoding
order).

Fig. 5.4 shows theEIRP of the M = 7 sources that are required to achiegve= 1 for the two
selected decoding orders depicted in FEg
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(a) Transmit sum-power for selected valuesXf, for all 5040 possible decod-
ing orders. Note that the worst-case (maximum) sum-power®latained for
m,(7) = 1, i.e. if source 1 is decoded firss,,, indicates the ratio of maximum
to minimum sum-power over all permutations for a givet;.
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(b) Ratio of maximum to minimum sum-powey,;, over all permutations for
given Avg. As expected, the ratip,;, approaches 1 a&d, approaches 0, or
for sufficiently largeAd;, such that the steering vectors become orthogonal.

Figure 5.2: Dependency of the transmit sum-power on the decoding order andptafiof the
maximum (worst-case) sum-power and the minimum (best) sum-power forrallpe
tations, depending on angular separatiof,. Target rate iR = 1.

Again we observe for identical or for increasingly orthogbsteering vectors that the required
EIRP are independent of the chosen decoding order, as the rddtlire® for the optimal and the
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Figure 5.3: Left: Decoding order yielding minimal transmit sum-power. Right: Decodiragor
yielding maximal transmit sum-power.

worst-case permutation converge fa), = 0 and approxAd > 4.5°.

The difference is maximum at approds) = 1° (cf. Fig.5.5for R = 1), where the maxim&tIRP
for the worst-case decoding order is approx. 2.7 times (squdB) higher than for the optimal
decoding order.

8
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Figure 5.4: EIRP of theM = 7 sources for the decoding orders as depicted in%igto achieve
target rateR = 1 (Solid (black): optimal dec. orddH, 2,6,7,5,3,1). Dashed (red):
worst-case dec. ord€i, 5,4,6,3,7,2)). Note the significant increase of transmit
power for source 1, if it is decoded first.

Summarising the above results, it can be stated that sefectithe decoding order for the vector
MAC can have a significant impact on the requitg&P. However, the relevance of the decoding
order depends on the particular distribution of the souaces further, on the target rate The
higher the target rat& the higher the transmit powers are and, in consequencefeirgace be-
comes the dominating factor with regard to thermal noisackvin turn is dominating for lower
rates. Therefore, the impact of the decoding order on thermar transmit powers is reduced for
lower rates while it is more pronounced the higher the targtet (again cf. Fig5.5).
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Figure 5.5: Ratio (linear) of the maximal transmit power occurring for optimal and waoaisec
decoding order as depicted in Fi§3. For R = 1 the maximal transmit power for the
worst-case decoding order is approx. 2.7 times (equivalestd®) higher than for
the optimal decoding order. Fét = 0.5 this factor is only approx. 1.7 at maximum.

In the following we will restrict for successive decoding tbe optimal decoding order
(4,2,6,7,5,3,1).
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5.1.2 Comparison Independent and Successive Decoding

We will turn now to a comparison of independent and successcoding.

Fig. 5.6 shows the element (inpufNR that are required to achieve rate = 1 for all sources
by independent and successive decoding, respectivelipeiAW/GN channel (no fading). The
transmit powers for independent decoding are computedsasiled in Sec4.4.1

As expected, the requireg, for independent and successive decoding are the same ihthe a
lar separation of the source signals is sufficiently largegaoise then independent channels are
obtained. This holds for approximatelyy, > 219, 345 = 4.6°.
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Figure 5.6: Required element SNR,, for independent (dashed) and successive decoding (solid).
Target rate isk = 1, AWGN channel.

For independent decoding, thg, tend to infinity for AY, = 0 (when the classicallAC is
obtained), because the rate limit that cannot be achievé fimite -, amounts toRMAC =
0.22 bit/channel use, according t4.(.8 with M = 7.

The according=IRP show, of course, generally the same dependency on angplaras®nA,

(cf. Fig. 5.7), but theEIRP of the outer 6 sources grow slightly with increasingl, as at the
same time the slant range, and, therefore, the free-spacetb@nsmission loss increase as well.
Considering the maximal EIRP.8 dB and12 dB, respectively, that are specified for the ICO
terminals (cf. Tab3.1), the minimal separation between the sources that can hevachfor in-
dependent decoding is approAd, = 1° and0.75°, respectively. For successive decoding, the
required EIRP are always below the possible maximum values.

This changes when the target rateAs= 2 (cf. Fig. 5.8). Then also for successive decoding
there is a minimum admissible angular separation of appd®, = 0.5° and0.25° in order to
obtainEIRP below the maximum o6 dB and12 dB, respectively. For independent decoding the
minimum separation is approdd, = 1.75° and1.3°.
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Figure 5.7: Required EIRP for independent (dashed) and successive dgdqadiid). Target rate
is R = 1, AWGN channel. Further, the maximal EIRE dB and12 dB, respectively,
for the ICO scenario are plotted, indicating that the minimal separation fopemakent
dec. is approxAds = 1° and0.75°, respectively. For successive dec. the EIRP are
always below the maximal EIRP.
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Figure 5.8: Required EIRP for independent (dashed) and successive dgqadiid). Target rate
is R = 2, AWGN channel. Further, the maximal EIRE dB and12 dB, respectively,
for the ICO scenario are plotted, indicating that the minimal separation fopémaient
dec. is approxAdgs = 1.75° and1.3°, respectively, and for successive dety; =
0.5° and0.25°, respectively.

Tab.5.1 shows the minimal angular separation for valuegiof 1,2, 3,4, 5, from which it can
be seen that the advantage of successive decoding vangstiestarget rate and, in consequence,
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Minimum separation\v;

Independent Dec. Successive Dec.
TargetrateR max. EIRP6.8 dB  max. EIRP12 dB max. EIRP6.8 dB max. EIRP12 dB
1 1° 0.75° 0° 0°
2 1.75° 1.3° 0.5° 0.25°
3 2.2° 1.7° 1.4° 0.75°
4 2.6° 2° 2.3° 1.5°
5 3.1° 2.4° 2.9° 2.1°

Table 5.1: Minimal angular separatiofvs.

the transmit powers increase. Clearly, this is due to thesaging interference deteriorating the
sources being decoded first. Significantly smaller angwdpasation (approx0.5 to 0.3 times
smaller) can be achieved with successive decoding for rates3.

Finally, Rice fading withcg = 5 dB is considered (cf. Figs.9), which is a reasonable value for
the low gain terminal antennas employed in the ICO systenS@t.2.2.1]).
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Figure 5.9: Required element SNR,, for independent (dashed) and successive decoding (solid).
Target rate isR = 1, Rice fading channel witleg = 5 dB. Also shown are for
comparison the required element SNR for the AWGN channel (grey).

It can be stated that the results for Rice fading with= 5 dB are very similar to theA\WGN
case. However, as expected the transmit power for indepéni@eoding are slightly reduced in
the fading channel (cf. Sed.3.2 for angular separatiolt, < 2°, but this effect is very small
and negligible.



CHAPTER 5. RECEIVER STRUCTURES FOR THE FADING VECTOR MAC 129

5.2 Receiver Structures with Fixed Beamforming and with
Adaptive Beam Space Processing

In the preceding section we have considered a receiver vamgiloys element space beamform-
ing. In Chap2 the concept of spot beams that are created with fixed beanmignvas introduced,
and finally it was pointed out in Sed.7 that adaptive beam space beamforming subsequent to
fixed beamforming can in principle achieve the same ratesigapossible with element space.

In Sec.4.4 and4.5 where we have dealt with the receiver for the fading vectattiple-access
channel without fixed beamforming, it was pointed out thahdor successive decoding, as well
as for independent decoding, optimum beamforming to masdrttie individuaSINR is required
to achieve the respective maximal rates.

Also for the receiver with fixed beamforming, optimum bearac®processing prior to decoding
(successive or independent) is required to exploit thei@psgparability of the source signals in
the optimal way, maximising th8INR.

The fixedBFN is designed such that the spot beams and the resulting redisectively, cover
completely the service area of the satellite. Without add#l adaptive beam space processing
a single source usually cannot utilise the maximum arrag,ghe worst case being encountered
when the source is located at the edge of the correspondied &ell. Further, spatial filtering
of interference from co-channel users is, of course, lelsierit without adaptive beam space
processing. However, the complexity of adaptive beam spemgessing can eventually be saved
at the cost of both a worse spatial separation of the sourmka asually less than optimal array
gain (edge of cell loss), on the condition that the rateseselle with fixed beamforming alone
are sufficient.

In fact, fixed beamforming without adaptive beam space @m®ing together with subsequent
independent decoding is the approach followed in presdaliisa communication systems (cf.,
e.g., [LWJ00, Gay02]).

Especially in the satellite environment the combinatioradfxed beamformer with subsequent
adaptive beam space beamforming is particularly attractiue to the following reasons.

Firstly, one can imagine a communications satellite thaerothe service area with a cell pattern
employing fixed beamforming as described in ChHajm serve basic traffic load, and adaptive pro-
cessing is only employed to deal more efficiently with inseshinterference caused by the higher
number of sources during peak traffic hours [Jah99]. In tlag adaptive beamforming is used
to trade the higher bandwidth requirement during peak traffiurs for the higher computational
complexity that comes with adaptive beamforming.

Secondly, it was already indicated in Séc/.2that beam space processing is lossless if the same
number of beams as there are array elements is used. Hovitewars also mentioned that, if
fewer beams are used for adaptive beam space processitmggbe may be negligible, depending
on the particular source distribution. Therefore, fixedrbaming allowspartial adaptive beam
space processinfMM80, LL96], i.e. in the adaptive beamforming stage it may $ufficient to

use the signals of only a few fixed beams for adaptive proegsdihis may reduce significantly
the computational complexity of the adaptive beamformitagys with respect to fully adaptive
element or beam space beamforming.
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We will in the following investigate the performance of theceiver employing fixed beam-

forming, where in particular the following scenarios arensidered (we introduce here some

abbreviations to address the various receiver types in @lsinway, also cf. Fig.5.10:
Fixed beamforming, followed by

e adaptive beamforming (i.e. beam space beamforming usengutput of the fixed beam
former) followed by independent decoding (“AB+ID”, p31f).

e optimal joint decoding, i.e. optimal beamforming with thejut of the fixed beamform
ing networks with subsequent successive decoding (“AB+$DI'32f).

e independent decoding (“FB+ID”, g.41f). This is today’s usual approach.

e successive decoding, without an optimal beamforming sta&gg+SD”, p. 145f).

Receivers with adaptive beamforming

joint decoding
Fading MAC with beam space (successive decoding)
array reception
(fading vector MAC)

“AB+SD”

processing

independent decoding | “AB+ID”

joint decoding
fixed (successive decoding)
beamforming

“FB+SD”

independent decoding | “FB+ID”

Figure 5.10: Outline of the receiver/decoder options that will be considered in the reieaf this
chapter. AB: adaptive beamforming, FB: only fixed beamforming, SDcesgive
decoding, ID: independent decoding.

Of particular interest is the comparison aflaptive beamforming with independent decoding
(AB+ID) and fixed beamforming with successive decodiRB+SD) with the optimal receiver
employing both adaptive beamforming and successive degdéB+SD), because both AB+ID
and FB+SD options rely purely on one or the other of the twarfatence mitigation techniques,
I.e. the implementation complexity is reduced with respecthe optimal receiver AB+SD.

5.2.1 Receivers with Optimal Beam Space Processing: “AB+ID” and
HAB+SD”

In Sec.4.7.2it was pointed out that the covariance mafkx, of the fixedBFN output vectomry
has in principle the same structure as for the receiver witfimed beamforming (cf.4.72 and
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(4.73). Consequently, the description of the receiver with fixedrlaforming in terms of region of
achievable rates, power region, and successive decodsmgsy obtained from the equations for
element space processing presented in $dand4.5 by replacing the element steering vectors
a,, with the beam space steering vectass,, as defined in4.73 and, further, using the beam
space noise covariance matrix from{4):

K,, =20°W5Wg.
Therefore, we can avoid in the following the lengthy deiimatof the required equations.

Finally, in the following it will always be assumed that thevariance matrix,, of rg is in-
vertible, i.e. det (WEWg) # 0, which is equivalent taank(Wg) = Ly < L. Then theLg-
dimensionaPDFof the fixedBFN output vectory exists and is defined by(3), in consequence
also mutual information is defined.

Independent Decoding (“AB+ID")

After fixed beamforming and optimal beam space processingdoh of thelM source signals,
each source signal is decoded by single-user decoding. ddeaver structure for this case is
schematically depicted in Fi§.11

1
\ . %0 5 "
2 . g (wopt,l)
3@ S |L
M source L E [t <
: 5 . SUD
signals __—> rj - S E—, X) z,
E
23

%L (] : (Wop2)'" :
Antenna
array
R—

B H
(W opt,M )

Figure 5.11: Block diagram of the receiver with fixed beamforming, optimal beam spezeps-
ing, and subsequent single-user decoding (AB+ID). WMl being aL x Ly matrix,
Ly fixed beams are created from thearray element output signals. Subsequently,
optimal beam space processing, maximising the respective SINR, and gsaglde-
coding for each of thé/ source signals is performed. (Also cf. Fig9, showing the
receiver employing optimal element space beamforming with independestidgc

In this case the expression for mutual information betwemnce signak,, and the fixedBFN
output vectotrg reads

Z(Sm; Rp) = H(Rp) — H(Rg|Sn), (5.1)
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and the rates achievable by independent decoding are piblaid (cf. ¢.39)

R,, <maxZ(S,,; Rgp)
_E {10g2 (1 + Py |H,? a Wi (WEK, (Z,,) Wi + 202WHW) ™! Wgam> } ,
H
Im =M \ m,

(5.2)
with Z,,, being the set of source indices interfering with source

By the analogy of element space and beam space beamformingndeated in Sect.7.], it is
evident that the term

Py |/’
202

1

FB
202

opt,m (h)

-1
a;, W < WEK(Z,) W + Wng) Wia, (5.3)

in (5.2) denotes the maxim&INR achievable by optimal beam space processing (compate (
with the equation for the achievable rates for independenbding without fixed beamforming

(4.16).

The corresponding optimal beam space weight ve&@gvm for sourcem is given by

Wl (h) = 3 (WHK,(Z,,) W + 20°WEW5) ™ Wha,, (5.4)

opt,m
where/ is an arbitrary scalar (cf3(89).

RatesR,,, can be easily determined for given powéts based on the relation between powgys
and achievable rate,, given by 6.2). For required rates,,, power allocation is analogous to
Sec.4.4.], i.e. the transmit powers,, = u., P, are computed by an iterative algorithm.

Successive Decoding (“AB+SD”)

The receiver structure for this case is shown in Big.2, where it is assumed to simplify notation
that the source indices are rearranged to yield decodirgy ¢rc2, 3, . . ., M).

The mutual information between source signal vest@nd fixedBFN output vectorrg for a
subset of sourceS C M is given by (cf. the corresponding equation for element smocessing
in Sec.4.6)

I(Sm,m € S; Rp|S;,j €S) = H(Rg|S;,j €S)—H(Rs|S)
— H(Rs|S;.j € §) - H(WEN), (5.5)
SCMS=M\S.

With the equation for the covariance matrixigf for a subsetS according to4.75, the region of
achievable rates for the receiver employing a figgd\ and joint decoding is readily given by

Z R, <maxZ(S,,m € S;Rg|S;,j €S)
meS

—E {log2 (det (WEKV(S)WB (203W§WB)_1 + ILB>) }H7 (5.6)

SCM,
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Figure 5.12: Block diagram of a receiver with fixed beamforming, optimal beam spauepsing,
and subsequent successive decoding (AB+SD; to simplify notation &hdutloss
of generality it is assumed that the source indices correspond to theidgaoder).
The delaysI” are equal to the decoding delay in one stage of the successive decoder
and are introduced to synchronise the symbol streams in the differesdelestages.

which is similar to ¢.44) representing the achievable rates for the receiver withired beam-
forming, where the only difference betweéng) and @.44) is the covariance matrix of the receive
signal vectorsg (cf. (4.79) andr (cf. (3.79), respectively.

Using either the chain rule of mutual information or, eqlevaly, the definition of the vertices of
a polymatroid (recall that the region of achievable ratestrbe a polymatroid, cf. Sed.5.]) the
rates achievable by successive decoding for a permutatjan the setM = {1,2,..., M} are
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form=1,2,..., M given by

Reym) =E {10g2 (1 + Pryomy [ Heoty|* @88 (g W .

: (5.7)

oo (WK (Som—1)Wg + 200 W Wg) ' Wgam(m)>} ;
H

with the setS, ,,, = {m,(1), 7,(2), ..., m,(m)}, such thatS, ,,_, contains the indices of the sources
not yet decoded and, hence, interfering with sourgen) (remember that the decoding order is
(mo (M), m,(M —1),...,m,(1)), cf. Sec4.3.3.

Again, the ratel. .,y that is achievable for soureg (m) is that of a receiver performing optimal
beam space processing, where only sources in th&,sgt; contribute to interference (cf. the
achievable rates with optimal beam space processing ampemdient decoding irb(2), also

cf. Sec4.6where the rates achievable with optimal element space gsowghave been provided).

It is straight forward to derive the feedforward and feediddter matrices according to Se¢.6.1,
and we therefore set aside to explicitly write them here.

5.2.2 Partially Adaptive Beam Space Processing

In Sec.4.7.2it was pointed out that fixed beamforming with subsequeninmgtadaptive beam
space processing leaves the information at the receiveut e transmitted source symbols un-
changed, if the transformation from element space to beaunespealised by the fixeHFN,

is reversible. It was demonstrated that the transformdtimm element space to beam space is
reversible regardless of the particular source distrimytonly if at least, beams with linearly
independent weight vectors are created fromiitkFedement array output vector.

Further, the computational complexity of the adaptive pesing depends, besides the chosen
algorithm, strongly on the dimension of the beamforminguingector, which isL for adaptive
element space beamforming angg < L for beam space beamforming, respectively [LL96].
Hence, it seems that there is no advantage in introducingd kN, as long as the same number
of beams as there are array elements are used for adaptivesipaae processing.

Therefore, the case being of particular interest for furtheestigations for the considered satel-
lite scenarios, is encountered if only a subset of thebeams is used for adaptive beam space
processing.

This is referred to apartial adaptivity[MM80, LL96], because not alLg available degrees of
freedom are used for adaptive processing. It was alreadygubout in Sec4.7.2that in this case
equality of mutual informatiol¥ (S; R) andZ(S; Rg) is in general not given (cf.4(77), and
the loss of information depends strongly on the particubarse distribution for a given subset of
beams.

Partial adaptivity offers the possibility of a trade-offtlveen reduction of computational complex-
ity in the adaptive beam space processing at the receivd@si the one hand, and, on the other
hand, the performance degradation due to partially adap@am space processing of the source
signals with respect to full adaptivity, which results isdeefficient spatial filtering of interfering
source signals and increased required transmit powerbdéadurces.
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The following definitions will be used in this section to deke partially adaptive beamforming.
Let

B, C{1,2,..., Ly} (5.8)

denote the set that contains the indices of the beams thaseddor source. for partially adaptive
beam space beamforming and, further, let

Lgm = |Bm| < Ly (5.9)

denote the according number of beams. Selecting the bearosdaty to the sefs,, can be de-
scribed by multiplying the fixed beamforming weight mat¥g with a selection matris,,, that
chooses the columns &g according to the beam indices containedjp:

Wg.m = WgS, (5.10)

where the selection matri&,, (Lg x Lg,,) iS obtained from thelg x Lg unit matrix I, by
deleting the(Ly — Lg,,) columns according to the beam indices not containds},in

From the definition of the outpusINR for optimal beam space beamforming.3), it is easy
to provide the expression for the outpttNR for sourcem for partially adaptive beam space
beamforming by replacin§Vy with Wy ,,, given by 6.10).

This yields for the outpuBINR I'g, , (h) that is achievable at maximum if only those beams
contained in3,, are employed

FEA,m(h) =

1 —1
Yo || 2L WS, (-sngKv(Im)WBsm + sgwngsm) STwha,,, (5.11)

202"
where
Ko, (B,) = 2028 WEW5gS,, (5.12)

is the beam space noise covariance matrix, consideringtbalgeams contained 18,,. The term
Wia,, was introduced in Sed..7.1as the beam space steering vector of soutce

The outputSINR according to %.11) depends strongly on the beam selection majx If the
numberLg ,, of beams employed for partially adaptive beamforming isegjvthen, of course,
thoseLsg ,,, out of Ly beams should be included ), for that the outpuSINR is maximised. Vice
versa, if a tolerable degradation due to partial adaptwitia respect to full adaptive beamforming

is given, we want to know the minimum required number of bedms,. It seems not trivial to
provide theB,, for given Ly, for that optimality in that or the other sense can be striptlyven.
However, it can be expected that thdsg beams should be employed that show the highest spot
beam gains with respect to the sources.

A central point is the eventual difference in the number airbe required for partially adaptive
beamforming to achieve a certain percentage of the optiotpldSINR between partially adaptive
beamforming with orthogonal beams and non-orthogonal Besespectively. We would expect at
a first glance that fewer beams suffice for non-orthogonatiseas adjacent beams overlap more
than it is the case for orthogonal beams (cf. Bg5and Fig.4.21). On the other hand, noise in
different beams is correlated for non-orthogonal beanis iblds in particular for adjacent beams)
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and we are therefore interested in the influence of the @e@lnoise on the required number of
beams.

Therefore, we have to address two questions. Firstly, homyrbaams are required for partially

adaptive beamforming to yield a performance close enouttatmf the full adaptive beamformer,

and, secondly, whether there is a significant differencevéen partially adaptive beamforming

using orthogonal beams and using non-orthogonal beamsseTdueestions shall be answered in
the following by numerical evaluation ob(11) both for orthogonal beams as well as for non-
orthogonal beams.

To simplify the discussion here, we will only consider thegée-source case.

Orthogonal Beams

For orthogonal beams it holds (cfl.87))
Ky, =205, WEWES,, = 20011, . (5.13)

Then, for orthogonal beams and without interference, thmession for the outpusINR (5.11)
yields

1 1 2
B 2 H T H 2 H
T8 s (Bom) = Yon | zamWBSmSmWBam = Yo || zb;: |l wp |, (5.14)

and for given number of beands; ,, the SNRI'S, (%) is maximised if it holds, possibly after
reordering, that
\aﬁWB,l}Q > \aﬁwB,z\Q > > |32WB,LB‘2 (5.15)

Fig. 5.13shows for the ICO scenario the number of beams required teehil';, ,,(h) for a
single source according t6.(L4) that amounts t689%, 95%, and90%, respectively, of the optimal
I'B  (h) achievable when all 127 DFT beams are used.

opt,m

To achieved9% of the optimalSINR 63 beams have to be employed for partial adaptivity at maxi-
mum, while for95% and90% 34 beams and7, respectively, are sufficient.
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Figure 5.13: Number of DFT beams required for a single source locatdd at) to achieve the
indicated percentage of the optimal output SNR achieved with optimal beate spa
beamforming using all 127 orthogonal DFT beams.
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Non-Orthogonal Beams

As pointed out before one could expect that fewer beams greresl for partial adaptivity em-
ploying non-orthogonal beams, because of the larger qvefladjacent beams (cf. Fig.25and
Fig. 4.21, respectively), than it is required for orthogonal beam®ider to achieve the same
performance.

On the other hand, we know that the covariance makKix,(5,,) is not diagonal for non-
orthogonal beams and, in consequence, the noise in adjaeants is correlated, such that the
gain achieved through combining the receive signals oérfiit beams is reduced. Indeed numer-
ical evaluation of $.11) for non-orthogonal beams (the spot beam pattern of the I@@a® is
assumed) reveals that a similar number of beams for padagdtavity is required in the worst case
to obtain the same performance as with orthogonal beam§&i(ef5.14): to achieved9% of the
optimal SINR 69 beams have to be employed at maximum, wherea85drand90% 53 beams
and6, respectively, are sufficient.

Finally, if the considered source is randomly placed in thvecage area (for the sake of simplic-
ity we assume here a uniform distribution in the u-v-plarnt the required number of beams
becomes a random number as well. Fgl5shows the resulting probabilities that more than a
certain number of beams if required to achiévé, 95%, and90% of the optimalSNR. This indi-
cates that with non-orthogonal beams fewer beams are eghjnithe average than for orthogonal
beams.

We conclude this section with the following observations:

¢ In the worst-case, partial adaptivity requires approxetyathe same number of beams for
both orthogonal as well as for non-orthogonal beams to aetsinilar performance.

¢ With non-orthogonal beams fewer beams are required in teage.
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5.3 Receiver Structures without Adaptive Beam Space Pro-
cessing

In this section we will present the equations for achievadles for a receiver that does not employ
any adaptive beam space processing. Like before we willidengndependent and successive
decoding of the source signals.

Without beam space processing it is required to decode theesaignal employing only the
receive signal of a single beam. For a sourcewve will denote the index of the associated beam
with b, (cf. Fig.5.16). The output port of the beam-source assignment block fancgon contains

_H
Ly M rg), =Wg, ¥
1@ 1 - a o
00 =)
2 . = 2 P H 5‘ bS]
3 . E 3 rBﬂbz :wB,bzr b= §
e — )
M source Lj E K4 P =P
signals/ . SRR : 2=
o |2 : » - 32
/ —&:) L N H g8
23 S i1 Teyy, = Weo, i 23
L@ Vo 7
Antenna rg =Wgr Beam - source
array assignment

Figure 5.16: Beam-source assignment for fixed beamforming without beam spacesging. As
an example, the beams assigned to the sourcds ateb, bo = 1, andb,; = 4.

only the signal of beamn,,, i.e.
TBbm = Wi p,, T (5.16)

since the fixed beam with indéy, is associated to columag ;,, of the fixed beamforming matrix
Ws.

5.3.1 Independent Decoding (“FB+ID”)

To decode the signal of a particular sourgethe output signal of the respective associated beam
portb,, is used as input to the single-user decoder, cf. Figj7. Obviously, the received symbols
zm at the input to the coherent single-user demodulator/dadodsourcen are equal to the signal
received in beam,,,, such that

M
h h;
H H m H 7 H
v Hom =1 \ Hi
i#Em
wanted signal interference

Such a receiver employing fixed beamforming only, togeth#r single-user decoding is the stan-
dard in nowadays satellite systems [LWJO0O].
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Figure 5.17: Block diagram of a receiver with fixed beamforming and subsequenpeéraient
decoding (FB+ID). The beam-source assignment interconnects the otitean,,,
with the single-user decoder of sounee The input to then-th single-user decoder
zm is the output signal of beaty,, given byrg;, = wgbmr, i.€.2m =B

™m m "

Because no beam space processing is employed, the decodipgmicular source signal has to
rely on the information available at a single beam pgrtand therefore the expression for mutual
information reads in this case

I(Sm; RB,bm> = H(RB,bm) - H(RB,bm|Sm>7 (5-18)

(compare this with the expression for mutual informationdptimal beam space processing with
independent decoding irb (1), where the fixedBFN output vectorrg is considered available to
retrieve a source signa), at the receiver).

Then the achievable rates are bounded by

Py | Hol* | W, |
R, <E{log, |1+ b . Ip,=M\m.| (5.19)
H

Wg,bm KV (Im)WB7b7n + 201’21 |WBybm |2

If the ratesR,, are given, then the required powdts are calculated fromi( 19 using the iterative
power allocation algorithm specified in Sec4. 1

Maximal Achievable Rates

We have seen in Seé.3.4that for the classicallAC there is a rate limit (cf.4.18) beyond which
no rate can be achieved likewise for all sources with finiser&ntSNR ~,,,.

Also with fixed beamforming there exists such a rate limig aalculation of this limit for the vec-
tor MAC with fixed beamforming will be demonstrated in the followifigding is not considered).

According to 6.19 the outputSINR for sourcem is for the AWGN case given by (using3(76)

and B.77)
/Ymem

r m = ’
e 1 + Z ’YZsz

i€ I'm

m=1,2,..., M, (5.20)
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with )
_ }ngk al |

G (5.21)

(Wb, |”

being the spot beam array gain (without considering theyagtament gain) for source signal
with respect to bearby,.

Demanding equal rates for all sources requires equal o®R I" < I'pp,,,, and 6.20 can be
written in matrix notation:

G —I'Gy -+ —TI'Gim 1
_ : 1

FQ” G ~>| . |T, (5.22)
TG .. Gy 1

. i

2 J(I) e RM*M

with v = (71,72, - - 77M)T'

The rate limit, denoted wittR'E in the following, that defines the rate corresponding to the

maximal outpuSINRTYB that can be achieved at most for all sources at the same tithe s

tend to infinity. Finally,l'¥E is obtained for thal for thatJ(T"), defined in 6.22), is singular and,
in consequence

det (J(T'h5y)) = 0. (5.23)

max

(det (J(T)) is a polynomial inl" of M-th order and has thereford roots (zeros)I''B is then the
smallest positive real zero dbt (J(T')).)

Eqn. 6.23 is then evaluated numerically to obtdi§i®_and, finally, the according rate limit for
fixed beamforming and subsequent independent decodingas by

REIEX = lOgQ(l + FEIEX) (524)

Note that the rate limit depends only on the relative sugioes~,,; /G, of interference with
respect to the wanted signal, because scaling a column or row of a matrix scales the determ
nant. Therefore, we can normalise each mawof J(I") to G,,,,, without altering thel where
det (J(I")) = 0.

Example 5.1: Achievable SINR for 2 sources In this case it holds

’YlGn 72G22
r == = =-% 5.25
B G P T 141G (5:25)
Demanding a minimum SINR I" < I'pg 1, I'rp 2 @and solving both above equations for -, yields
FGQl I Gll 1
— <<y —. 5.26
n G2 * Gaz — =T I'Gi; G2 ( )

We assume, as an arbitrary example, G1; = Gas = 1, G132 = 0.1, Go; = 0.2.
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Then the SINR limit according to (5.29 is I''B ~ 7.07, i.e. only SINRT < I'fB _~ 7.07 can be

max max

achieved with finite input SNR ~1, v2.

Fig. 5.18(a) shows the left and right hand side of (5.26) for I' = 3. Obviously there is a region in the
~1-v2-plane where both inequalities are fulfilled in (5.26), and the optimal power allocation is achieved

at the point where strict equality holds in (5.26).

10 100

TG, T a4
Oy, 2y — 4+ 90y, 2y, L020, T /
Gy Gp / T G /
8 sol 22 2
7 / - 70
6 <“-opt. power 60
o5 A allocation < 50
4 / 40
3 Y2 <7 1 —L ...... ] 30 y, <y 11 _L ....... A
/ LGy, Gy / ? lFGlz G,
2 20
1 / 10
GO 1 2 3 4 5 6 7 8 9 10 00 10 20 30 40 50 60 70 80 90 100
% N

(@) T' = 3. The arrows indicate the iterations of the (b) I' = I''B_~ 7.07. There is no region in the,-v,-

max

power allocation procedure for independent decoding plane where .26 is fulfilled. Of course, the iterative

(starting at the origin), which obviously converges to power allocation procedure cannot converge.
the optimal point. Dark grey area indicates region
where 6.26) is fulfilled.

Figure 5.18: lllustration of maximal achievable rates for 2 soura@s; = G2 = 1, G12 = 0.1,
Go1 = 0.2.

However, if the required SINR is T' = TEE ~ 7.07 (cf. Fig. 5.18(b)), then there is no point in the

~v1-v2-plane for that (5.26) is fulfilled, because the graphs defined by the linear equations on the left

and right hand side of (5.26) do not intersect in the positive quadrant for I' > I'f'B

max-*

We have also indicated in Fig. 5.18 the iterations for the power allocation procedure for independent
decoding (cf. Sec. 4.4.1) if the initial power allocation is (0,0). Clearly, the algorithm can converge
only if the graphs defined by the linear equations on the left and right hand side of (5.26) intersect in

the positive quadrant.
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5.3.2 Successive Decoding (“FB+SD”)

The receiver structure for fixed beamforming and succesieeding without a preceding adap-
tive beam space beamforming stage is depicted in3=iR In this case the feedforward filter is

I
o000

h

Fixed beamforming
Beam-source
assignment

Antenna

array

_whH
rg =Wgr

H
Wpy T

feedback filter

SU

decoder/ ——

encoder

A

n

2y

SU

decoder/ ——

encoder

p)

Z3

SU

decoder/ ——

encoder

3

2y

SU

decoder/ ——

encoder

Ay

Figure 5.19: Block diagram of the receiver with fixed beamforming and subsequemesaive
decoding (FB+SD; without an adaptive beam space beamforming stagsnplify

representation it is assumed that the source indices are reordereithaudbacoding
order is(1,2,...,M). Delays of multiples of the decoding deldy of a single-
user decoder are introduced to synchronise the signal flow in diffstages of the

successive decoder.

constituted by the beam-source assignment block. Furthrernwith the multiplicative factors of
the linear feedback filteB,,,; being defined as

H
Bpi = WEB b, dis

(5.27)



146 CHAPTER 5. RECEIVER STRUCTURES FOR THE FADING VECTOR MAC

and again assuming that the estimate of the received soyndeosr,, is error-free such that it
holdsr,, = 7,,, the inputz,, to them-th single-user decoder is obtained by (&f.§1))

Interference
m—1 M m—1
Zm = Wg, (AT +n) — Bt = Wy amTm + ZWBI; ;T +Wgp, 1 Z Bimit's,
i=1 . ;;’}n ) i=1
2
(5.28)
where finally the elements of the array input signal veéter (7,7, ...,7y)T were introduced
in (3.54) according to .
T'm \/M_msm.

Therefore the symbols fed back in the process of successmedihg to remove interference of

sources already decoded are given by
h; h;
Bmi—ZSi = WH ai—lsi. (529)
VHi RV

The rates achievable by successive decoding as shown if.Efgare readily provided by

2
R _E ].Og 1 _|_ Pﬂ'v(m) ‘Hﬂ'v(m)| |Wg,bﬂv(m> am;(m)|2
o (m) 2 Wi, o Kv(Som—1)Wio, . + 202 Wry, (7 (5.30)
H
m=1,2,..., M,
with the setS, ,,, = {m,(1),m(2),...,m,(m)} and, again, the sources are decoded in the order

(my (M), mo(M —1),...,m,(1)) for a given permutationr,.

Note that there is no rate limit as it was derived for the FB+d¢Daiver in the last section. A simple
proof is based on the matrix notation of the relation betwiaenvector of inpuSNR ~ and the
outputSINRT provided in 6.22).

Proof. Without loss of generality we assume that the source indaiceseordered such that the
decoding order i$,2,3, ..., M (also cf. Fig.5.19. In this case, source 1 is affected by interfering

sources2, 3, ..., M, source 2 by sources 4,..., M and so on. This can be written in matrix
notation similar to $.22), but yielding an upper triangular matrix:
Gll _FGIQ _FGIS e _FGIM 1
0 Gy TGy -+ —T'Gay 1
0 0 G33 s _FGSM 0% > . F, (531)
: : " : 1
0 0 cee 0 GMM

The triangular matrix on the left hand side &£%1) is non-singular, because the determinant (for
a triangular matrix being the product of the diagonal elet®§BLI6]) is always non-zero for the
reasonable case th@t,,,, # 0, m» = 1,2,..., M. Thus there is always a solution vector of input
SNR# for all outputSINRT. O

Next, a description of the scenarios considered here fduatran and comparison of the perfor-
mance of independent and successive decoding with fixedfoeaimg has to be provided.
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5.3.3 Comparison Independent and Successive Decoding

For comparison of independent and successive decodinfpdarase of fixed beamforming with
adaptive beam space beamforming we will consider two diffemterference scenarios, charac-
terised by the considered satellite system (namely the |IGDttae EuroSkyWay (ESW) system
specified in Sec3.6) and the particular distribution of the sources.

ICO System

Fig. 5.20 shows again the cell pattern of an ICO satellite, created byl88 fixed spot beams
(cf. Sec.3.6.]). In contrast to the original ICO system design where clusitas 4 is implemented
[MS98,GST99], here cluster siz€, = 3 is assumed (cf. SeB.3.3. According to 8.26), spectral
efficiency is in this way increased by the factgs (i.e. spectrum efficiency is increased by approx.
33%).

With cluster size 3 interference from co-channel sourcestrisnger, such that the advantages
of both adaptive beamforming as well as successive decdaingore efficiently coping with
interference than fixed beamforming or independent degpdire more pronounced.

0.5
0.4

03 » g!‘ 4

' ~ T
0.2 ﬁ «
0.1 ;@
> 0 :i ?
0.2 /
03 : Z o
0.4
03

-05 -04 -03 -02 -0.1 0 01 02 03 04 05
u

Figure 5.20: Left: ICO cell pattern resulting from 163 spot beams (cell contours eéfoy3 dB
spot beam contour) in u-v-coordinates. Further, the locations of tlmuites are
shown.

Again 7 sources are considered, and a worst-case distnibigticonsidered for that both interfer-
ence for source 1 caused by the other 6 sources is maximisedlhas the signal of source 1
suffers from the3 dB edge-of-cell loss (cf. Figh.20 [LWJOO].

For a better understanding of the results presented fuptdew, Tab5.2 shows the spot beam ar-
ray gainsGy, as defined byX.21) for the assumed source distribution. As already mentipned
source 1 suffers the strongest interference, indeed thebs&@om gains of interferers are only
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Spot beam array gai@; (dB)

kI — | 1 2 3 4 5 6 7

1816 8.39 839 839 839 839 839
8.72 1826 -19.34 -12.38 -2.65 -12.45 -20.09
-18.69 -19.47 1826 -20.38 -12.44 -2.65 -12.35
3.7 -12.61 -20.44 1824 -20.3 -12.59 -2.63
26,79 -2.65 -12.45 -20.09 18.26 -19.34 -12.38
3.64 -12.44 -2.65 -12.35 -19.47 18.26 -20.37
19.6  -20.3 -12.59 -2.63 -12.61 -20.44 18.24

~No oaphwbNPE

Table 5.2: Spot beam array gairsy; (cf. (5.21)) for the spot beam associated with #hh source
with respect to thé-th source (for ICO).

10 dB below the gain for source 1 (contrast this with the minimaéiference suppression of
approx.22 dB obtained for the original ICO design, cf. Fi§.30(b). Further, source 2 faces sim-
ilar interference from source 1, whereas interference fotimer sources is suppressed by approx.
20 dB—40 dB. For sources 3 to 7 all interferers are suppressed by appiai3—40 dB.

With (5.23 we have provided the equation which yields analytically tate limit, which lies at
RFB = 3.23 bit/channel use for the assumed source distribution (thee@ive maximal output

max

SINRisTEB = 9.2 dB), which agrees perfectly with the numerical results shawhig.5.21.

max

AWGN Using 6.19 the elemenSNR~,, required to achieve a certain rafewith fixed beam-
forming and independent decoding (FB+ID receiver) are ¢aled for theAWGN case and shown
in Fig.5.21

For low rates (approxk < 0.5) the requiredy,, to achieve rate for all sources are determined by
thermal noise alone and are in consequence very close toitinm elementSNR that would
suffice to achiever if only thermal noise would be present. The noise limit is @dtrthe same for
all sources, because the spot beam gains are almost idexttieeell, as indicated in Tak..2 for

k = [. However, in the general case the noise limit is differentefich source due to the potentially
different locations inside the respective spot beams amdesulting spot beam gain variations.

For higher rates interference becomes rapidly more and gdwrenant, and the distance between
the actually required elememt, and the noise limit increases with increasiRgup to the rate limit
where they,, finally tend to infinity. In particular, interference is stigest for source 1 (caused by
sources 2 to 7) and for source 2 (mainly caused by source d Yhanefore source 1 and 2 require
the highest elemer@NR.

Contrast the results for the FB+ID receiver with the requiledentSNRfor the FB+SD receiver,
employing successive decoding as shown in 5ig2

The decoding order it, 6,2,3,7,5, 1), where source 2 requires the highest elen®R due to
interference caused by source 1, while for all other souetE®entSNR close to the noise limit
suffice.

Obviously, mutual interference is efficiently suppressgdrdmoving interfering signals in the

process of successive decoding in the FB+SD receiver. Furtbeate limit exists, extending the

region of achievable rates with respect to the FB+ID receivbereas the noise limit is the same
as for FB+ID, since the sources suffer the same edge-ofasalih both cases.

3The optimal decoding order was found by simply trying allgibke decoding orders.
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Figure 5.21: Element SNRy,,, required to achieve rat for fixed beamforming with independent
decoding (FB+ID). Also shown is the limit for minimal},, that is approached if only
thermal noise is present (noise limit), further the limit of maximal achievable rate
due to mutual interferencBLE. = 3.23 is indicated (denoted as rate limit, can be

computed with 5.23). The area where ng-R-pair can be achieved due to one or
the other limit is highlighted grey.
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Figure 5.22: Fixed beamforming with successive decoding (FB+SD) with decodingrorde
(4,6,2,3,7,5,1). The greyed area indicates the region whereyn-pair can be
achieved due to thermal noise.

Further, results for independent (FB+ID) and successivediag (FB+SD) are compared directly
in Fig.5.23
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It can be seen that the worst-case elen®XR (i.e. that of source 1 for FB+ID compared to that
of source 2 for FB+SD) required for FB+SD are significantly restiwith respect to FB+ID, even
for quite low target ratev.

20
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10

source 1

10log,o(7,)
n

_ 1 5 ,..,...,.. ,ﬂ

0 1 2 3 4 5 6
R in bit/channel use

Figure 5.23: Fixed beamforming only, comparison of required element SiNRor FB+ID (red,
solid) and FB+SD (blue, dashed) with decoding or@es, 2,3, 7,5, 1).

Finally, we turn to the question what elemé&iitiR and, in consequence, what rates can actually
be achieved, when the constraints regarding the terraili&P and the thermal noise power in the
satellite receiving equipment are considered (Baband Tab3.2).

TheEIRPis obtained from given elemefiNR ~,, using .92 according to

20-121Lbf7m CRr
Ge (ﬁm) 1 —f- CR '

PnGT = Ym (5.32)

The noise powe2o? is given by [LWJ00]
202 = kBT, (5.33)

with k being the Boltzmann constant, noise equivalent bandwijtand effective noise tempera-
tureT..

Plugging the values for bandwidth and effective noise temperatufg from Tab.3.2into (5.33
together withLys ,,, ~ 178.8 dB andG.(v,,) ~ 9.5 dB we obtain from $.32) the required=IRP,
which is shown in Fig5.24(a)for the worst-case sources for independent and successoelthg.
Taking the pealeIRP of the ICO terminals into accoun.§ dBW and12 dBW, cf. Tab.3.1), it
can be stated that FB+SD theoretically allows rates thatyaeefactor of approx1.5 higher than
that achievable with FB+ID.

Usually the system design does not envisage that the useineds will permanently transmit at
their peakEIRP, instead thecIRP required to achieve the desired transmission rate is de¥Bra
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(b) Link margin with respect t6.8 dBW peak EIRP. With successive decoding
an additional link margin is achieved.

Figure 5.24: Fixed beamforming only, comparison of rates achievable with peak EIRRirdnd
margin for FB+ID (red, solid) and FB+SD (blue, dashed) with decodindeio
(4,6,2,3,7,5,1).

below the peak value. In this way a link margin is obtainedolhallows to compensate signal
shadowing to a certain extent [LWJO0O0].

Fig. 5.24(b)indicates that a significant additional link margin betwéenhdB and approx10 dB
can be achieved in the considered range of rdies R < 3 bit/channel use) with FB+SD com-
pared to FB+ID (cf. Tabb.3).
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Peak EIRP Rate
(dBW) R=1 R=2 R=3
6.8 Indep. dec. 13.7 5.9 /
' Succ. dec. 15.4 9.8 4.78
12 Indep. dec. 18.9 11.1 0.1
Succ. dec. 20.6 15 10
Additional 1.7 3.9 9.9
link margin

Table 5.3: For required rateR the minimum link margin (in dBW) with respect to peak EIRP
6.8 dBW and12 dBW, respectively, is shown for independent decoding and for suc-
cessive decoding. The minimum link margin is obtained for source 1 for et
decoding and for source 2 for successive decoding (cf.5-il(b).

Fading Further, for independent decoding for the classidalC it was observed in Sed..3.2

(in particular Fig.4.4(a) that, in comparison with thAWGN case, fading reduces the achievable
rates for a single source, while it increases the achievalds in an interference scenario due to a
statistical multiplexing effect. Vice versa, if the ratee éixed, then fading increases the required
power to achieve the desired rate for a single source, wiedquired powers are reduced in an
interference scenario. This effect is most pronouncedhferctassicaMAC, but it is still visible,
though eventually to a lesser extent, for the vector fadiigC where interference is spatially
filtered to a certain degree.

Whether fading increases or decreases the rates achievitibliedependent decoding in a vector
MAC depends on the spatial separability of the interferingsaifcf. Fig.C.1(a). For the inter-
ference scenario considered in this section it can be seanfig.5.25that the required element
SNR for independent decoding are increased for the most paadih{y is present. Only as the
elementSNRrapidly grow for rates close to the rate limit at appréx= 3.2, the statistical multi-
plexing effect becomes effective, and slightly, but adjuaégligibly higher rates can be achieved
in the fading channel.



CHAPTER 5. RECEIVER STRUCTURES FOR THE FADING VECTOR MAC 153

20

15

10

=

10log,¢(7,)
&

-10

0 1 2 3 4 5 6
R in bit/channel use

Figure 5.25: Fixed beamforming only. Comparison of required element SjyRo achieve rate
Rin afading channel (Riceg = 5 dB) and AWGN channel (grey), for FB+ID with
fading (red, dot-and-dashed) and FB+SD with fading (blue, solid) wétoding
order(4,6,2,3,7,5,1).
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EuroSkyWay System

Fig. 5.26shows the EuroSkyWay (ESW) fixed cell pattern (cf. 6.9, together with the source
distribution assumed in the further.

Again the sources are arranged according to cluster siz&i8hws in deviation from the original
system design foreseeing a 4-frequency reuse (cf.3sd.(b).
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Figure 5.26: EuroSkyWay cell pattern resulting from 32 spot beams (cell contouiaedkby
4.3 dB spot beam contour). Further, the locations of the 7 sources are shown

Tab. 5.4 shows the resulting spot beam array gafng, from which the rate limit for fixed
beamforming with independent decoding (FB+ID) is, againtamted from §.23 as RIE =

5.79 bit/channel use (the maximal achievable outpuUtiR as they,, tend to infinity isTTB =
17.3 dB).

In comparison with the ICO scenario (cf. Fig.20 a higher rate limit is achieved, because of a
better suppression of interference: for source 1 the weasé interference is suppressed by approx.
15 dB compared to only0 dB for the ICO scenario (cf. Tala.?2).

We will consider in the further only theWGN case, as we have seen in the last section that the
fading case does not add any significantly new aspects.

AWGN As for the ICO scenario, the elemeBiR required to achieve rat® employing the
FB+ID and the FB+SD receiver, respectively, are calculatedhi®AWGN channel usingH.19,
and Fig.5.27shows the resulting eleme8&tR for the EuroSkyWay scenario in comparison to the
ICO scenario.

The noise limit for the ICO scenario lies appr@xdB below that for the EuroSkyWay scenario
(compare thé&7,, for k = [ in Tab.5.2with that in Tab.5.4)*.

4The edge-of-cell array gain is for the ICO system givenlbYog,,(1277a ) — 3 dB ~ 18 dB (with aperture
efficiencyna . = 0.95, Tab.3.2), and for the EuroSkyWay system it holéi8log,, (16974 ») — 4.3 dB ~ 16.2 dB
(with aperture efficiency)s ., = 0.66, Tab.3.4). From this we finally obtain witi8 dB — 16.2 dB = 1.8 dB the
approximate2 dB difference in the noise limit observed in Fig27
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Spot beam array gaif; (dB)

kN — | 1 2 3 4 5 6 7
16.3 -258 -037 -0.08 -0.72 023 1.05
-1.88 16.48 -11.95 -24.48 -26.7 -24.36 -12.18
-12.85 -12.8 16.04 -12.02 -23.76 -26.14 -23.81
415 -24.09 -12.49 16.02 -12.83 -23.87 -25.87
2467 -27.2 -23.94 -12.46 1618 -12.41 -24.1
-39.12 -24.19 -26.08 -23.66 -12.4 16.17 -12.24
127 -12.74 -2403 -26.03 -24.04 -12.26 15.8

~No oaphwDNPE

Table 5.4: Spot beam array gairsy; (cf. (5.21) for the spot beam associated with #hh source
with respect to thé-th source (for EuroSkyWay).

Despite this and the different maximal achievable rate® (ranit), the plots of required element
SNRshow otherwise a similar behaviour in both the consideredagos.
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Figure 5.27: Element SNRy,,, required to achieve ratB in an AWGN channel for fixed beam-
forming with independent decoding (FB+ID). Also shown is the limit for minimal
~+m that is approached if only thermal noise is present (noise limit), further the limit
for maximal achievable rates due to mutual interference (rate limit, can be ¢tethpu
with (5.23). The area where ng-R-pair can be achieved due to one or the other
limit is highlighted grey. For comparison the results for the ICO system arededlu

(grey).

Lower inputSNR are again obtained when successive decoding is employdeigch.29).

The optimal decoding order was found to (25, 7,3,6,4, 1), i.e. as expected the centre source
with index 1 is decoded last, because it faces the strongiesterence being surrounded by the 6
interfering sources.

Comparing the inpuBNR required for independent (FB+ID) and successive decodiBg D)
(cf. Fig.5.29 clearly shows that also in the EuroSkyWay scenario for tiresitlered source loca-
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Figure 5.28: Fixed beamforming with successive decoding (FB+SD) with decodingrorde
(2,5,7,3,6,4,1). The grey area indicates the region whereya®-pair can be

achieved due to thermal noise.

tions, substantial savings in transmit power can be actiidweugh successive decoding compared
to independent decoding.
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Figure 5.29: Fixed beamforming only, comparison of required element SiNRor FB+ID (red,
solid) and FB+SD (blue, dashed) with decoding ordeb, 7,3,6,4,1).

A concluding comparison, considering the p&aRPthat can be reached by the satellite terminals
specified for the EuroSkyWay systeBY(8 dB and49.9 dB, respectively, cf. Tal8.3) is shown in

Fig. 5.30
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The EIRP p,,Gr is again calculated for each sourgefrom the required inpuSNR ~,, using
(5.32 and 6.33.

Here, the equivalent effective noise temperaturg, is- 444 K (cf. Tab.3.4).

Further, it was pointed out in the EuroSkyWay system outhiresented in Se@.6.2 that variable

data rates requiring different bandwidth are supporte@rdiore, we consider typical bandwidths
B =200 kHz andB = 2 MHz.

Finally, the free-space basic transmission loss is foraltees approxLys,,, ~ 213 dB, and the
satellite antenna array element gain amounts to appioaB.

Considering the peaklRP, successive decoding (FB+SD) can support rougtytimes higher
rates (bit/channel use) than independent decoding for Both 200 kHz, as well as forB =
2 MHz. This is slightly less gain than what was observed for the 1€€esn (cf. Fig5.24(a).

The link margin that is achieved with independent and swsreeslecoding is for various rates
shown in Tab5.5.

Band- EPﬁQag Rate
width B (dBW) R=1 R=2 R=3 R=4 R=5 R=6
37g FB+D 163 108 53 / / /
FB+SD 168 123 83 43 02 [/
499 FBfD 284 229 174 119 5 /
200 kHz ~“ FB+SD 289 244 204 164 123 7.8
Add.
link 05 15 3 45 7.3 /
margin
37g FBYD 63 06 / / / /
> MHz FB+SD 6.8 2.1 / / / /
499 FBHID 184 129 74 19

FB+SD 18.9 144 104 6.4 2.3 /

Table 5.5: For required rateR the minimum link margin (in dBW) with respect to peak EIRP
37.8 dBW and49.9 dBW, respectively, is shown for independent decoding (FB+ID)
and for successive decoding (FB+SD). The minimum link margin is obtaoresbfirce
1 for independent decoding and for source 2 for successivaldero
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(a) Maximal achievable rates, limited by peak EIRP for bandiwiit= 200 kHz.
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(b) Maximal achievable rates, limited by peak EIRP for bandviit= 2 MHz.

Figure 5.30: Fixed beamforming only, comparison of rates achievable with peak EIRPaful-
widths B = 200 kHz,2 MHz for independent (solid) and successive decoding
(dashed) with decoding ord€2, 5,7, 3,6, 4, 1).
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5.4 Comparison Receivers with and without Adaptive Beam-
forming

In this section we finally turn towards the performance of @ener employing adaptive beam
space processing (cf. Séc2.]).

It was already indicated that it is of particular interestéanpare performance of fixed beamform-
ing with successive decoding, as discussed in the precesdictipn, and adaptive beamforming
with independent decoding.

5.4.1 ICO System

Using (6.2) and the iterative power allocation algorithm from Sécl.], the elemenSNR re-
quired to achieve rat®& in the AWGN case are calculated for the AB+ID receiver (i.e. employing
fixed beamforming with subsequent optimal beam space beammig and independent decoding,
cf. Fig.5.31).

20

15

10

-10 S sources 3 to 7+

10log,(7;,)
W

-15

-20F \e »_...--=':'i'.',}7§:~noise limit

-25

=30 1 2 3 4 5 6

R in bit/channel use

Figure 5.31: Required element SNR,, for fixed beamforming and subsequent optimal adaptive
beam space beamforming (AB+ID).

For fixed beamforming it was observed that the slope of theeSNR graphs increases as the
target rateR increases (this holds both for FB+ID, as well as for the FB+S&ecaf. Fig.5.23),
because of the mutual interference becoming stronger.

In contrast, we can observe here that the slope decreaskfnalty reaches a constant vafuas
the target rate? increases. This results from the optimal beamformer thepi®sses interference

51t can be readily verified (e.g. witht(16), using that interference is perfectly removed) that topslapproaches
101log;, 2 in the logarithmic scale, i.e. for each increase in fatey 1 bit/channel use, the elemeditiRis increased

by 3 dB.
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to the point where a pattern null completely removes anyfetence (cf. Fig3.23, such that the
outputSINR becomes independent of the interferers signal power.

Fig. 5.32shows now the required elemeaiiR for fully adaptive beamforming with independent
decoding (AB+ID) in comparison with the results for successiecoding with fixed beamforming
only (FB+SD).
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10log,(7;,)
h

+ID,SD)

limit (AB+ID,SD)

3 4 5 6
R in bit/channel use

Figure 5.32: Comparison of required element SNR, for fixed beamforming only with succes-
sive decoding (FB+SD), and optimal adaptive beamforming with indepecigeod-
ing (AB+ID) (blue, dashed). The noise limit for receivers with fixed lpéarming
(FB) (green, solid) lieg dB above that for receivers employing adaptive beamform-
ing (AB), because thg dB-edge-of-cell-loss is compensated in the latter case.

Firstly, one notices that for low rates (below appréx= 1.5) the SNR of the receiver with fixed
beamforming (FB+SD) aré dB to 3 dB higher than for the receiver with optimal adaptive beam-
forming (AB+ID), because the edge-of-cell loss is partiatyfully (depending in interference)
compensated employing adaptive beamforming. If two miyuaterfering sources are located
close together then it may not be possible to fully recovegeeof-cell, which is the case for
sources 1 and 2, for the source distribution considered(lasrdepicted in Figs.20).

The gap between fixed beamforming with successive decodiBzy3D) and optimal adap-
tive beamforming with independent decoding (AB+ID) widemssfar increasing rates (approx.
R > 1.5) interference becomes more and more the dominating fathen the advantage of adap-
tive beamforming in optimally suppressing interferencedmees decisive, and for the considered
scenario adaptive beamforming with subsequent indepém#eoding (AB+ID) is for all target
ratesR superior to fixed beamforming with successive decoding (AB+S

In terms of maximal required inp@NR, the optimal successive decoder employing both optimal
beamforming together with successive decoding (AB+SD)goer$ only little better than the re-
ceiver with optimal beamforming and independent decod&g+D) (cf. Fig. 5.33 where the
maximum inputSNRis required for source 1 in both cases).
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Figure 5.33: Comparison of required element SNR, for receivers employing optimal adap-
tive beamforming, independent (AB+ID) (green, solid) and suceesdecoding
(AB+SD) (black, dashed).

To conclude comparison of the different receiver optiong, .34 shows the maximunkIRP
for fixed beamforming with independent (FB+ID) and successigcoding (FB+SD), further for

the receiver with optimal adaptive beam space processitigsubsequent independent decoding
(AB+ID).

It can be stated that with AB+ID and the maxinidRPbeing6.8 dBW, rates can be achieved that
arel.3 times higher than that achievable with FB+SD, artlitimes higher than for FB+ID. With
the EIRPbeing12 dBW, the factors aré.3 and2.2.

Finally, it can be concluded for the scenario consideretttieareceiver employing optimal adap-
tive beam space processing with subsequent independesdidgdAB+1D) performs superior to
the receiver employing fixed beamforming with successivedang (FB+SD).

However, we will next address an interference scenarioidered in [Ern01], where in this sce-
nario it shows that, depending on the target rate, eithed ttreamforming with successive decod-
ing outperforms optimal adaptive beamforming with indeget decoding or vice versa.
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Figure 5.34: Comparison of rates achievable with peak EIRP and link margin for fixethbea
forming with independent (FB+ID) and successive decoding (FB+&il) decod-
ing order(4,6,2,3,7,5,1), and with optimal adaptive beam space processing with
independent decoding (AB+ID).
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Adjacent Cell Frequency Reuse

In this scenario, the area of each cell is divided into twaoasahs of equal size (grey circular area
and the hexagon inscribed in each cell in E@Y. Further it is assumed that in the circular areas
located around the cell centres, the same frequency baedsed in every cell, while otherwise, as
discussed before, a frequency reuse according to clugeeBgias to be adopted to avoid excessive
interference [Ern01].

0.1

01 0 o

Figure 5.35: Frequency reuse scheme (frequency A is reused in every cell, whdenose cluster
size 3 with frequencies B-D is assumed) and worst-case source distibortithe
scenario considered in [Ern99]. The 7 sources are located in atljgels) where
mutual interference is limited by restricting the possible source positions toghs ar
highlighted grey.

With cluster sizeK, = 3 the bandwidth requirement per clusterBs,; = 3B, (cf. (3.25). The
requirement is only3/2B. + 1/2B.) = 2B, for the modified reuse scheme, because of the equal
size of the cell subareas and assuming homogeneous traffierefbre spectrum efficiency is
increased by a factor &f/2 with respect to cluster size 3 and even by a factd? with respect to
cluster sizet (cf. (3.26)).

Tab.5.6shows the spot beam array gad#g, indicating that for the worst-case source distribution,
minimal attenuation of interference is only appr@ dB considering the centre source (recall
that for the 1ICO cluster size 3 scenario, Fig20, a minimum relative interference suppression of
approx.10 dB was observed).

Again, using 6.23, the maximal rate that is achievable with fixed beamfornangd independent
decoding can be calculated, yieldif&{Z = 0.87 bit/channel use. This agrees, as expected, with
the results obtained from numerical evaluation (cf. Bi§6).

Coming now to the most interesting point what concerns thesidened scenario, we observe
that for some interval of target ratég fixed beamforming with successive decoding (FB+SD)
outperforms optimal adaptive beam space processing withpendent decoding (AB+ID), and
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Spot beam array gai@; (dB)

ki\Nl—] 1 2 3 4 5 6 17

19.7 175 175 175 175 175 175
17.8 198 143 -39 -75 -4 144
144 143 198 143 -4 -75 -4
58 -4 44 199 144 -4 -15
11 75 -4 144 199 144 -4
58 -4 -75 -4 144 199 144
144 144 -4 -75 -4 144 199

~No o~ WNBER

Table 5.6: Spot beam array gairsy; (cf. (5.21) for the spot beam associated with #hh source
with respect to theé-th source (for ICO system, interference scenario according to
Fig.5.35.

vice versa (cf. Fig5.36). This is in contrast to the cluster size 3 scenario, whexd\B+1D receiver
structure performed always better than the FB+SD recei@rsidering the maximal required
input SNR (cf. Fig.5.34).
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Figure 5.36: Comparison of required element SNR for fixed beam forming with indeperdie
coding (FB+ID) (red), successive decoding (FB+SD) (blue), aptimal adaptive
beam space beamforming with independent decoding (AB+ID) (green).

The explanation for the results observed here is as foll&ivstly, for target rate$ below approx.

3 bit/channel use, the AB+ID receiver performs worse, becauseerence cannot be suppressed
without significantly reducing at the same time also the dairthe wanted-signal (cf. Fig.23),
and, basically, thermal noise limits the interference otidn. However, as with increasing rates
interference becomes dominant over thermal noise, thiyatfiadaptive beamforming to spatially
filter interfering signals comes into effect.

Note that, as the rat® and therefore interference, grow larger, the receiver eynpl) adaptive
beamforming with independent decoding (AB+I1D) wallways perform better than the receiver
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employing fixed beamforming with successive decoding (FB}3$bis holds, because as rates and
input SNRtend to infinity, the AB+ID receiver places pattern nulls ie thirections of interfering
source signals, such that the required inpitR become independent of the interference power.
This is confirmed by the plots shown in Fig.37.
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Figure 5.37: Required element SNR for optimal adaptive beam space beamforming wik-sub
quent successive decoding (AB+SD). Also shown for comparisenher maximal
element SNR for fixed beamforming with independent (FB+ID), suceestEcoding
(FB+SD), and optimal adaptive beamforming with independent decodiBe ().

For a concluding comparison we consider the respectivermaxiEIRP for the various receivers
in relation with the pealEIRPthat can be provided by the ICO terminals (cf. F3g39).

Clearly, the interval of rates where FB+SD outperforms AB+ID pp@x.
0 < R < 3 bit/channel use), is quite exactly the relevant intervafingdel by the peakEIRP
of 6.8 dBW and12 dBW, respectively.

The differences in requiredIRPto achieve a desired rafe with the various receiver options are
read off the graphs in Figh.38and compared in Tah.7.

5.5 Summary

Based on Chap4, the aim of this chapter was a comparison of various recestreictures in
exemplary communications satellite scenarios, emplofixegl only or (optimal) adaptive beam-
forming, and independent or successive decoding.

Firstly, we have addressed the case of fully adaptive elespgate beamforming. After pointing
out that beam space beamforming can in principle performticda to element space beamform-
ing, we have then focused on beam space beamforming, alaadeit comes with the possibility
of partial adaptivity.
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Figure 5.38: Comparison of the maximum required EIRP for optimal adaptive beam spare-b
forming with subsequent successive decoding (AB+SD), for fixedriferming with
independent (FB+ID), successive decoding (FB+SD), and optidlegbtave beam-
forming with independent decoding (AB+ID).

Receiver type
R bit/channeluse FB+ID FB+SD AB+ID AB+SD
0.5 15.7 19.6 18.3 20.4
1 / 13.8 9.8 14.8
2 / 4.9 0.8 7.9
3 / / / 2.6
(a) Comparison of the link margin (in dB) with respect to loweRPI limit
6.8 dBW.
Receiver type
R FB+ID FB+SD AB+ID AB+SD
0.5 4.7 0.8 2.1 0
1 00 1 5 0
2 00 3 6.3 0

(b) Increase (in dB) of required EIRP to achieve r&te
for receivers FB+ID, FB+SD, and AB+ID with respect to
receiver AB+SD.

Table 5.7: Comparison of optimal adaptive beam space beamforming with subsequentsive
decoding (AB+SD), fixed beamforming with independent (FB+ID), ssst/e decod-
ing (FB+SD), and optimal adaptive beam space beamforming with indepedeeod-

ing (AB+ID).

The performance comparison of the receiver employing fixehiforming with independent de-
coding (FB+ID), common today, with the more complex receswgith adaptive beamforming or
successive decoding, or both (AB+ID, FB+SD, and AB+SD) verifiet significant gains can be
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realised in terms of achievable rates, power and spectriicreety.

The comparison of AB+ID and FB+SD was considered of particuiterest, because both re-
ceiver options are implemented with less complexity thaaptimal AB+SD receiver, but possi-
bly achieving similar performance. Further, these optemesdiscussed for the satellite application
independently in various publications (e.g. [Ern99, Eni)@93, LL96]), but there was no publi-
cation that would deal with a comparison of both receiveranst AB+ID and FB+SD together.

This comparison was presented for the first time in this draptised on the common framework
of resource allocation in the fading vectdAC presented in Chag.

We have observed that under the assumption of sufficiente@@paration, AB+ID would outper-
form FB+SD, because,

o firstly, with AB+ID the edge-of-cell loss suffered with fixe&édms (FB) can be recovered
(yielding a noise limit3 dB-4.3 dB lower, depending on the edge-of-cell gain), and,

e secondly, interferers are possibly ideally suppressesh(thdependent decoding (ID) per-
forms equally good as more complex successive decoding (SD)

On the other hand, if the angular source separation is snthbe the (one-sided) beamwidth,
adaptive beamforming cannot efficiently suppress interfee without compromising at the same
time the gain for the wanted signal. Then, depending on tmediat target rat&, it may be the
case that AB+ID is inferior to FB+SD, which removes the intesfeee by successive decoding
without reducing the gain for the wanted signal.



Chapter 6

Implementation Considerations

In the previous section the different receiver options atdied in Fig4.1 have been analysed
and compared in an information theoretical sense. This mrageneral approach that is mostly
independent of particular implementations, and is basedssumptions regarding the channel
model, availability of channel state information at thensmitters and receivers side, and the
exploitation of available information at the receiver &i$ available information used, or do we
choose to discard some information in favour of a simpleeiras structure?). In that sense,
all the different receiver structures are fully charastedi by the respective expression for the
achievable rates, providing strict limitations to maximimransmission rates for given transmit
power constraints and, equivalently, minimum transmit @@mwequired to achieve given rates.
Therefore, the rate and power regions are considered asenadae basis for comparison of the
potential performance of the different receiver structure

However, it is evident that for a significant comparison & thifferent receiver structures, not only
performance should be considered, but also complexitydibs tncluded.

In the following section a more detailed, implementatigiented characterisation is presented
which will allow a basic comparison of complexity for the wtered receiver structures.

6.1 Implementation Aspects Outline

Four separate signal processing stages in the receiverecdefiified [Bp93]:

e The analog front-end, consisting of the antenna array, iéieg| filters, and down convert-
ers.

e The digital front-end including analog-to-digital cons&m, comprising digital down-
conversion, sample rate conversion, and channelisation.

e The digital beamforming (both fixed, as well as adaptive, @mibinations). Computation
of adaptive beamforming weights has to be considered, gutbmputation of the scalar
product of weight vector and signal vector (i.e. array otigctor and fixed beamforming
network output vector, respectively).

168
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Figure 6.2: Overview of receiver, including analog front-end, digital front-eaiall beamforming.

The input data stream to a single digital front-end has sample g, the N, out-
put data streams have each sample 2&te Generally, the digital signal processing
including the beamforming is transparent to the subsequent demodulatiaie eoadt
ing. The signal vectors,, € CL, n = 1,2,..., Ny, are equivalent to signal vector
r defined in 8.70. Eachr, contains the source signals of thé, sources sharing
frequency slot, i.e. zfj;l M, = M. Each of theM,, output data streams of the
n-th beamformerzy,,, zon, . . ., 20,0, Still contains)M,, source signals, but with the
interference reduced by spatial filtering in the beamformers.

e The demodulator/decoder stage (digital).

In general, channelisation (also: demultiplexing) is ustld as the process of extracting single
channels from an input signal containing several chanfai$rther processing at baseband, thus
mainly involving downconversion, and frequency filterigHF99].

For the following some definitions are introduced (cf. Figl). Let B, be the bandwidth of a
single frequency slot (we will refer to this also simply ashaenel) including guard bands and
the total number of frequency slots. Th8p,, = N, B, is the total bandwidth.

Fig. 6.2 essentially shows the analog receiver section, the digdat-end, and, further, the digital

beamforming

stage. The receive signal of any antenna atesmyeat is a superposition of all

M, source signals (cf.3(70). Each source signal occupies one out\@ffrequency slots, and
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to increase spectrum efficiency, several source signalssimase a common frequency slot. The
number of sources sharing the same slot = 1,2, ..., N, is denoted with\/,,.

After the receive signal of an antenna array element is dieglifrequency filtered, and, possibly,
downconverted to an intermediate frequenéy (n the analog-front end, it is converted to the dig-
ital domain by an analog-to-digital converté&{C). Sampling in theADC according to Nyquist
rate guarantees that the receive signal is completely maptwy the digital output data stream of
the ADC (if oversampling is required at a later stage of the recemay. for matched filtering,
this can be realised by upsampling the digital signal asiredyHHF99, Gar93, HRO1]; other
notations in the literature used synonymously imsamplingare interpolation sampling-rate
conversiolf. Eventually the sampling rate can be significantly reducgeémploying bandpass
sampling [VSW91, HHF99].

This data stream is then further processed in the digitatfemd, which performs channelisation
of the N, frequency slots contained in the receive signal of evergrard array element. For
clarification Fig.6.3 shows schematically the process of channelisation in theatlifront-end.
There it is depicted that a signal of bandwidsh,; is the input to the digital-front end, and that
this signal is channelised iN; complex output data streams each of bandwislitisample rate is
2By).

Slot 1,

Each of the N sample rate 2B,
branches contains a
single slot, shifted >
N, frequency slots, to baseband.
sample rate 2B, ,

Number of
co-channel
signals

Digital [H1—S .
front-end | _t: ° .

Channelisation: Slot N,
sample rate 2B,

to beamforming
for spatial filtering

Filtering and
Conversion to
complex baseband.

f

Figure 6.3: Schematic representation of channelisation in the digital front-end (cf6Edy. At
the input of the digital front-end there aig frequency slots, each occupied by one or
more source signalsys output data streams are generated by channelisation, whereas
each data stream contains a single frequency slots shifted to baselhamt.e@sation
is performed by frequency filtering and downconversion to basebadependent of
the number of co-channel signals eventually sharing a slot. Mutual iréede from
source signals sharing the same frequency slot is reduced by the $ittatialg in
subsequent beamforming stages.

From Fig.6.2it is evident that the analog front-end is identical forakrray elements, and for all
considered receiver structures as presented in Chagerefore the analog front-end is irrelevant
for comparison between the different receiver structuaed,we will not go into further detail here



CHAPTER 6. IMPLEMENTATION CONSIDERATIONS 171

(for a detailed description of a feasiblapproach for the analog front-end to be combined with
subsequent digital signal processing see [HHF99]).

Further it suffices to consider the complexity of processimgsignals of a single frequency slot
n (again cf. Fig.6.2), because the digital processing is the same for everyrsknd mutual
independent.

However, evidently a difference between the receiver sires arises from differences in the
beamforming. Further, subsequent to the beamforming, dalation and decoding is performed,
which will be dealt with in the required detail at a later pamthis work.

According to the general receiver structure just introduibe following complexity drivers can be
identified:

¢ Digital beamforming, including computation of beamformegights for adaptive bean
forming.

e Decoder complexity (independent and successive decoding)

Therefore, the complexity for the considered receivercstmes will be defined based on the com-
plexity required for digital beamforming, and for demodida/decoding.

Note that in [Bp93] it is stated that channelisation is in fact the actuahglexity driver in a
digital signal processing architecture as depicted in&ig.involving an order of magnitude more
processing load than the beamforming. However, becausmehsation down to single frequency
slots is in any case required before demodulation and degpdomplexity of channelisation needs
not to be included in the receiver structure comparison.

6.2 Receiver Complexity Outline

This section aims to provide a general outline of the difiétauilding blocks that are required
in particular for the different receiver variants. Thisosls a coarse comparison of the receiver
variants, however not concluding in detailed quantitativeasures of receiver complexity (e.qg.
using floating point operations per second).

Fig. 6.4shows the schematic block diagrams for the receiver op&&14D, AB+ID, FB+SD, and
AB+SD, introduced in Chab, side by side to better point up the similarities and diffrees.

All receiver options require the same fixed beamforming estag well as single-user decoding
(SUD) for each source. Also required for all receiver vaisaa the channel estimation that needs
to be implemented for coherent demodulation and decoditigeo$ource signals in th& single-
user decoders, as stated in S&e.2

For successive decoding, re-encoding and re-modulatidheoflecoded bitstream is required to
produce the estimates of the code symbg|s However, usually the re-encoded bitstream can

LIt is desirable to place theDC as close as possible to the antenna (eventually after acapiifn and anti-aliasing
filtering, but without any analog downconversion), but tqiproach seems, at least today, not viable due to limitation
of availableADCs
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Figure 6.4: Receiver structures for fixed beamforming with independent decod#®yID,

Sec.5.3.]), (optimal) adaptive beamforming with independent decoding (AB+ID,

Sec.5.2.)), fixed beamforming with successive decoding (FB+SD, Se¢.2, and
adaptive beamforming with successive decoding (AB+SD, Segxl). Highlighted
grey are the central differences with respect to FB+ID. The delay elenie the re-
ceiver structures employing successive decoding (SD) take care déttoding delay
introduced by the single-user decoders (SUD).

be made available in the decoding process as a byproductide.dpe Viterbi decoder [Pro95])
without significant additional effort, and also complexifymapping the re-encoded bits to code
symbolss,, is considered negligible.

Further, the beam-source assignment can be consideredylifible complexity as its task is
simply to choose 1 out of theg data streams at the output of the fixed beamforming stage.
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Therefore, as pointed out in the last section, the buildiogks of the receivers adding to complex-
ity with respect to FB+ID are adaptive beamforming and swsigeslecoding (highlighted grey in
Fig. 6.4).

FB+ID This receiver employs fixed beamforming only, without anylidadnal adaptive beam
space processing, in combination with single-user degpdin

The receive symbols,, that are available to the single-user decoder for sourcae ac-
cording to £.17) given by

h
H H H
Zm = Bbmam—m Sm+z B,by, A - S;i TWp, 1
VHm i=1 \%
wanted signal interference

For coherent demodulation and decoding of the code symbdlsf. Sec4.2.9, an estimate
of the channel factor (including beamforming in additiorthie transmission channel)

h . .
m = wp,, a,——  (fixed beamforming) (6.1)

m

must be provided by means of channel estimation. This alkmaasccordingly scale the
receive symbot,, by «,, to compensate for amplitude variation and phase shift thet a
the source symbal,, along the transmission path. If the time-variancegfis sufficiently
slow, regular transmission of training sequences knowheaéceiver can be employed to
yield the required estimates of,,.

The amount of interference introduced for souredrom all other code symbols;, i €
M\ m, is determined by the interference channel factors which are according td(17)
given by
h:
mi = Wh, a,—— (fixed beamforming) (6.2)
B,bm \/E
however, these need not to be estimated for independendideco
AB+ID This receiver variant comprises a building block for adaptreamforming, which re-
quires computation of the (optimal) beamforming weighnﬁ)t’m and beamforming itself

(i.e. computation of the scalar prodL((vtrEpt’m)H rg). This has to be performed for each of
the M sources.

As for the FB+ID receiver estimation of the channel factorsy,, is required here, where
the«,, are here given by

m

Ay = (wfpt,m)H rs (adaptive beamforming) (6.3)

m

Partially adaptive beamforming may help to reduce the edlabmplexity as discussed in
Sec.5.2.2

In a time-variant signal environment the beamforming weigtctors (and also the coeffi-
cients of the feedback filter) have to be updated accorditigetoate of change of the signal
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scenario. Three factors determine the required updatdaiatiee weight vectors, if a toler-
able performance degradation due to a delayed update oédrmafbrming weights is given.
These factors are:

¢ Rate of change of the fading factdrs,.
e Rate of change of the steering vectays
e Changes in the interference scenario: sources may start@gmdsng a frequency slot
for communications.
FB+SD As this receiver variant does not implement adaptive beemifa, i.e no feedforward
filter is implemented, the successive decoding requiraseatifeedback filter only.

The input symbols,, to them-th single-user decoder, after interference from sourtes a
ready decoded is removed, are accordinght@®) given by (without loss of generality, the
decoding orderis, 2, ..., M)

M m—1 h
H i
Zm = O S, + Z QmiS; + Wgp N — Z Bmi—' Si, (6.4)
i=1 i=1 vV Hi
~ ~~ ——
= Zm = Qmy

where the channel factar,, and the interference channel factors; were defined ing.1)
and 6.2), respectively, and, further, the coefficielts,; of the feedback filter are according
to (5.27) given by

Bmi = ngmai.

The code symbols; (i = 1,2,...,m — 1) are known from the decoder stages of the suc-
cessive decoder preceding that of sourcebut additional effort is required to provide an
estimate of the channel factafs,; (cf. (6.4)) which determine the interference contribution
of sources = 1,2,...,m — 1 for the received symbal,,.

It may be significantly easier to provide an estimate ottheanda,,,;, respectively, thanitis

to provide estimates for the,,,; andh,,/./it., separately, because channel estimation based
on a training sequence cannot distinguish between the ifuef the channel, /. /1)

and the beamformingH,,.;).

According to the structure of the feedback filter it is reqdito estimateV/ (M — 1)/2
interference channel factors,;. The required effort for estimation of the factars,; with
sufficient accuracy based on a training sequence known tcetiever, depends obviously
on the respectivEINR for source: in beamb,, (where effort means required transmit power
and training sequence length).

Finally, the input symbols;,, to the single-user decoders have to be computed from the
symbolsz,, according to (cf. §.4))

-1

Zm = ~m - Qm;Si, (65)

1

3

%

which requiresV/ (M — 1)/2 complex multiplications and additions.

The delay elements that are introduced for successive der¢ice. also for the AB+SB
receiver) are required to compensate for the decoding slélay
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AB+SD Here, both adaptive beamforming (linear feedforward filterwell as successive decod-
ing (linear feedback filter) are employed.

Computation of the optimal adaptive weight vectwrgt)m and the scalar product
~ H
Zm = (W})Bpt,m) rp

has to be performed for all/ sources to implement the feedforward filter part of the AB+SD
receiver variant.

As for the FB+SD receiver the feedback filter part requires atation of M (M — 1)/2
factorsa,,;, which are in this case defined as

7

Qi = (wfpt’m)H a,—— (adaptive beamforming) (6.6)
Again M (M —1)/2 complex multiplications and additions are required to obitae symbols
z, from thez,,.

Summarising, the required additional implementation réffor the receiver variants AB+ID,
FB+SD, and AB+SD in comparison with FB+ID is given as follows:

AB+ID

¢ Estimation of)M/ adaptive beamforming weights?

opt,m*

e Computation ofM scalar product:éwB )H rg. M timesLg (number of beams

opt,m

complex multiplications and complex additions.
FB+SD

e Estimation ofM (M — 1)/2 interference channel factoss,; = wgvbmai%.

e Computation ofz,, = Z,, — Z?;l amisi: M(M — 1)/2 complex multiplications
and complex additions.

AB+SD

¢ Estimation of thel/ optimal weight vectorsv®>

opt,m*

e Computation of\/ scalar product$w§pmm)H rg: M timesLg complex multiplica-
tions and complex additions.

e Computation of\/ (M —1)/2 interference channel factoss,; = (wf’pt,m)H aij;i—i'

e Computation ofz,, = Z,, — Z;’;‘ll amisi: M(M — 1)/2 complex multiplications
and complex additions.

The above summary allows a qualitative comparison of theebgal implementation complexity
and presents the starting point for comprehensive invat#bigs into receiver complexity.
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In particular, no detailed assumptions are made here rieggtige algorithms for computation of
the adaptive beamforming weights and the interferenceraidactors for successive decoding.
A concluding in-depth comparison would require the idecdifion of particular algorithms for

weight computation for adaptive beamforming and channgiesion that are suitable for the
envisaged satellite scenario. However, this would go beéybe scope of this work and such a
detailed complexity analysis is opening future research.



Chapter 7

Conclusions

In this chapter, the main goals and most important resultsistthesis are outlined. (A summary
in German language can be found towards the end of this abjapte

Summary

In this thesis, the uplink of the user link in a satellite coomeations system is considered, where
at the satellite a direct radiating arra{A) is employed. This scenario is described by the
fading vector multiple access chann€lAC). In particular, the subject of investigation are various
receiver options for the fading vectbfAC.

The various receiver variants are encountered dependinvghether fixed or (optimal) adaptive
beamforming is performed with the antenna array receiveassy and, further, whether indepen-
dent or successive decoding is implemented.

Receivers with adaptive beamforming

successive decoding | “AB+SD”

beam space
processing
Fading MAC with independent decoding | “AB+ID”
array reception b ﬁ?ed .
(fading vector MAC) camiorming
successive decoding | “FB+SD”

independent decoding | “FB+ID”

Figure 7.1: Outline of the considered receiver/decoder options. AB: adaptivenfoeming,
FB: only fixed beamforming, SD: successive decoding, ID: indepatraiecoding.

The main objective of this thesis is a performance comparigdhe resulting four receiver vari-
ants, which are (cf. FigZ.1)

¢ fixed beamforming with independent decoding, FB+ID,

¢ fixed beamforming with successive decoding, FB+SD,

177
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e adaptive beamforming with independent decoding, AB+ID, und

e adaptive beamforming with successive decoding, AB+SD.
The areas of investigation of this thesis are:

¢ A unified description of the investigated receiver variants

e The resource allocation problem of allocating transmit @@mo the sources in order to
achieve required information rates for all sources.

e Performance of the receivers employing adaptive beamfayrand/or successive decoding
(FB+SD, AB+ID, AB+SD) in comparison with the receiver beingrgtard today, relying on
fixed beamforming and independent decoding (FB+ID).

e Comparison of the performance of a receiver employing botptee beamforming and
subsequent successive decoding (AB+SD) with a receiveragmimgl only either adaptive
beamforming or successive decoding (FB+SD, AB+ID) for bedtgrpression of interfer-
ence.

e Comparison of the performance of a receiver employing fixedrderming with successive
decoding (FB+SD) with that employing adaptive beamformintipwhdependent decoding
(AB+ID).

¢ Impact of the respective interference scenario on the peence of the considered receiver
variants.

In the following, the main areas of investigation are owtirin more detail, further the main results
are summarised.

Chapter 2 Among other things, the spatial characteristics of thelgateommunications channel
are addressed as this is in literature only available fotéhestrial case. It is pointed out
that it can be assumed that a source signal emitted by att@atdésrminal arrives at the
satellite from a single discrete direction-of-arrivABlJA) in a plane wave front. Knowledge
of the spatial characteristics is required, because thenaatarray multi-user signal model
developed in Chap. 3 has to include the spatial charactarigtithe channel.

Chapter 3 This chapter is dedicated to the provision of antenna furehats (directivity, gain,
radiation pattern etc.), and further of the antenna arraifituser signal model, which is
required for the investigation of the receiver variants.

Two exemplary satellite systems are introduced in Seg.1 and 3.6.2 that are used in
Chap. 5 to compare the performance of the various receivasrgpt For the ICO satellite
scenario (a medium earth orbiEO) system) detailed measurement data of the employed
array antenna are available from publications and are usgaccessfully verify the satellite
antenna array model developed in Séel Further, for EuroSkyWay (a geostationary or-
bit (GEO) system) an optimal antenna array model is developed, nisixigithe array gain

at the edge of coverage.
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Chapter 4 Here foundations are laid to a unified treatment of the saidiver options in an in-
formation theoretic framework. For this the definition ofa®hon capacity of the fading
vectorMAC is provided, under the assumption that transmitters (gsyican adapt transmit
powers only to the slowly varying, quasi-static attenuatiactor, but not to the possibly
fast-changing fading factors. In contrast, the commonivecef the source signal has ideal
channel state informatiol©SI), i.e. knowledge of both the attenuation and the fadingfact
of all sources is available for coherent demodulation armbdiag of the source signals.

The main part of this chapter is dedicated to an analysiseofélRource allocation problems
for the cases of, firstly, optimal rate allocation maximgssum-rates for given maximum
transmit power constraints and, secondly, optimal trahgmiver allocation minimising
transmit sum-power for required rates.

The thesis expands available literature considerably sgudising optimal resource alloca-
tion for the fading vectoMAC in the framework of linear and non-linear convex programs.
Basis for this are the definitions of the rate region (regiomdiievable rates) and power
region for the fading vectolAC. The rate region and the power region, respectively, are
the feasible sets for the said resource allocation problems

A task of considerable complexity is the power allocatioolgpem, i.e. when required rates
to be provided to the sources are given and the optimal tridipgnvers are sought.

For the first time ever this is analysed in this thesis in gde#il for the fading vectaMAC
(cf. Sec.4.5and4.6).

Related to this it is shown that the power region of the fadiegter MAC is a polymatroid
only for the case that the fading factors are constant (ieguih anAWGN channel) and
only if all source signal steering vectors are identicasieng in the classicallAC), al-
lowing a greedy solution to the power allocation probleme Dther case yielding a simple
solution to the power allocation problem is encounteredmdiksteering vectors are orthog-
onal, resulting in independent channels without interfeeg such that independent decoding
is optimal.

The main results of the analysis of the resource allocatiohlpm in the fading vectaviAC
are as follows:

In the general case of fading and unequal steering vecterpdfver region is no polytope.

However, the power region is convex, such that optimal p@ilecation can be represented
as a non-linear convex program, with the optimal solutiomdp@btained using standard
optimisation algorithms. The optimal power allocation nmay be obtained at a vertex, such
that successive decoding is possibly suboptimal. Nevetbedue to the low-complexity

implementation of successive decoding compared to joicodiag, while achieving rates at

the boundary of the rate region, successive decodingliatttéctive. Therefore the problem

of finding the optimal vertex (i.e. the optimal decoding ajder successive decoding in the
fading vectoMAC is investigated.

As a central result of this work, it is shown that there carbv®t greedy algorithm to iden-
tify the optimal decoding order for successive decodingfierfading vectoMAC. This is

In an optimisation problem that can be expressed as a limegram, the feasible set is a polytope (the feasible
set defines the region that the optimal solution must be eleofg The optimal solution is always obtained at a vertex
of the feasible set and if the feasible set is a polymatrojoo{gtope with certain properties), then the optimal vertex
can be obtained from a low-complexity greedy algorithm.
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explained by using a tree graph representation of the puveenf successive decoding and
pointing out that finding the optimal minimum sum-weightip&torresponding to the mini-
mal transmit sum-power) through the tree graph can only b&imdéd by exhaustive search,
i.e. by evaluating all possible paths (= decoding ordeng)ugh the tree. It is concluded
that for the fading vectoMAC, the procedure to identify the optimal decoding order for
successive decoding is in general complete enumeration.

Further, fixed beamforming and its impact on achievablesratdiscussed. It is pointed out
that fixed beamforming is always lossless (i.e. that achievates with fixed beamforming
are identical to achievable rates employing the anteng arithout fixed beamforming), if
the number of fixed beams (orthogonal or non-orthogonakyjuskor greater than the num-
ber of array elements, provided that the fixed beamforminghtesectors are all linearly
independent.

Chapter 5 In Sec.5.1.1the impact of the decoding order for successive decodindgherirans-

mit powers is discussed. For this a receiver employing agtedaptive beamforming with
successive decoding and an exemplary source distributitmAssources is assumed, with
6 sources arranged on the corners of a hexagon and a singte souhe centre. The re-
quired transmit powers are computed for different valuesngfular source separation. It is
observed that the required transmit powers can vary styonigh the particular decoding
order, where the degree of variation depends on the targdtadhation rate and on the an-
gular separation of the interfering sources. For the cansitisource distribution and for an
exemplary target information rate & = 1 bit/channel use, the optimal decoding order can
yield maximum transmit powers being up to approéxiB lower than the maximum transmit
power for the worst-case decoding order. For higher tadgetermation rates the savings
in transmit power increase, as they decrease for lowernmdton rates (e.g. approR.dB
for R = 0.5 bit/channel use). It is concluded that the decoding orderhave a significant
impact on the maximal transmit powers. However, dependmthe target information rate
and on the source separation, the increase in transmit pauerto a non-optimal decoding
order may be small.

Assuming the same source distribution with variable anggéparation, performance of re-
ceivers employing optimal adaptive beamforming with inelegient and successive decoding
is compared based on the element signal-to-noise-powier(\R) and the source equiv-
alent isotropically radiated poweE(RP), required to achieve a certain target information
rate. It is observed that with successive decoding the sswan be located significantly
closer to each other than with independent decoding, wigjlelemaximal elemenSNR
andEIRP, respectively, are maintained. However, it is also obsktiaat the advantage of
successive decoding in terms of reduced maximum transmiegsovanishes for increas-
ing target rates, because the adaptive beamforming stag® Isappress interference more
and more efficiently in order to maximise tB&NR, such that there is no additional benefit
obtained with successive decoding.

Because the receivers AB+ID and AB+SD implement adaptive bgmoesbeamforming,
partial adaptivity is discussed in Seg.2.2 where only a subset of the fixed beams is
employed in the adaptive beamforming stage. In particitlas, investigated what differ-
ences arise from partial adaptive beam space beamformegglan orthogonal and non-
orthogonal fixed beams. It is shown with the ICO satellite acenthat partial adaptivity
using non-orthogonal beams is advantageous over usinggumtial beams, because in the



CHAPTER 7. CONCLUSIONS 181

average a smaller number of fixed non-orthogonal beams isregijto achieve the same
level of performance.

Further, it is known for the classicMAC that with independent decoding there is a rate
limit, which marks a maximum rate that can be achieved at foosil sources if the transmit
powers tend to infinity (i.e. as the transmit powers tend timiity, the achievable rate tends
to a finite value, namely the rate limit). In Séc3.1it is pointed out that also for the FB+ID
receiver there is such a maximal rate limit, although irterhce is suppressed by the gain
pattern of the fixed beams.Finally, a method is specified topede this rate limit. There is
no such rate limit for the other receiver options, i.e. asttaesmit powers tend to infinity,
so does the information rate achievable for the sources.

The main outcome of this chapter is a comparative investigatf the aforementioned differ-
ent receiver options in satellite communications scesanamely fixed beamforming with
independent decoding (FB+ID), fixed beamforming with susiesdecoding (FB+SD),
fixed beamforming with subsequent adaptive beam space beaimfy with independent
decoding (AB+ID), and adaptive beamforming (again subseigtee fixed beamforming)
with successive decoding (AB+SD).

In fact, this thesis provides for the first time a systematimparison of the said receiver
options in satellite communications scenarios, based@reource allocation methodology
for the fading vectoMAC as presented in Chap. 4.

Finally, the aimed at comparison of the receiver optionsiireg the definition of specific
interference scenarios, because the mutual interferegether with the target information
rate is the decisive factor determining the performanciemihces of the various receiver
configurations. The mutual interference is determined leyghrticular assumptions con-
cerning the gain pattern of the fixed beams that cover thacgearea of the considered
satellite system, and the source distribution. Therefea€ipus interference scenarios are
defined, based on the two satellite systems introduced in.Ghamnsidering worst-case
source distributions according to the considered frequesese scheme and cluster size.

The main results of the described investigations are asvsl|

Generally it holds that FB+ID performs worst, while AB+SD pmerhs best considering
power efficiency, i.e. for a given target information rat&-+mD requires highest element
SNR?, while AB+SD requires lowest elemeBINR. This is not surprising as FB+ID im-
plements no adaptive interference mitigation techniquadl atvhereas AB+SD incorporates
both. Of particular interest is a comparison of FB+SD and ABaHXhese receiver options
implement only one of the two interference mitigation tegaes, hence being implemented
with less complexity compared to the AB+SD receiver. Theseiver variants are suggested
in various publications concerned with a better supprassfanterference and the related
potential for higher bandwidth efficiency in satellite sagas, but have been investigated in-
dependently so far. Further, itis up to now unknown undertwhiaumstances an additional
advantage concerning interference mitigation can be dairth the more complex AB+SD
receiver in comparison to the FB+SD and AB+ID variants.

Firstly, on basis of the considered interference scendriebserved that for FB+SD and
AB+ID there is no general superiority over one or the otheeirgr option.

°The elemenBNRis theSNRat a single array element.
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If the source separation is sufficiently large, then the AB+#geiver is superior to the
FB+SD receiver. This holds, because, in contrast to fixed bwammg, with adaptive
beamforming, firstly, the edge-of-cell loss can be recayesecondly, interference can be
suppressed efficiently. In this case it holds also that tnopeaance of the AB+ID receiver
is very close to that of the more complex AB+SD receiver emiplpyalso successive de-
coding, because interference is already suppressed fonaisé part, such that successive
decoding cannot achieve a significant additional advantage

However, if the interfering sources are very closely spgaedhe order of the beamwidth
of the fixed beams), the performance of the FB+SD receiver esesl that of the AB+ID
receiver for rates below a certain limit. Yet, if the targateris successively increased, then
there is always a certain rate limit beyond which AB+ID wileextually perform better than
FB+SD what concerns the maximum elem&niR. The explanation for these observations
is as follows. Firstly, for target rates below a certain tinthe AB+ID receiver performs
worse, because interference cannot be suppressed witgoificaintly reducing at the same
time also the gain for the wanted-signal, and, basicallgrrttal noise limits the interfer-
ence reduction. However, as with increasing rates trangawers are increasing as well,
interference becomes dominant over thermal noise. Thealtitiey of adaptive beamform-
ing to spatially filter interfering signals comes into effe€his holds, because the adaptive
beamformer of the AB+ID receiver places pattern nulls in tineations of interfering source
signals, such that the required elem&htR become independent of the interference power.

Chapter 6 Aims to provide an outline of the implementation complexfithe different receiver

variants.

Concluding, the main result of this thesis are summarised|kss:

A method for the systematic comparison of the said receigeants for satellite commu-
nications scenarios is presented, which is based on thesdien of the resource allocation
problem for the fading vector multiple access chanieA(C).

An analysis of the resource allocation problems of optiraté allocation maximising sum-
rates for given maximum transmit power constraints andhagdtiransmit power allocation
minimising transmit sum-power for required rates is présetior the fading vectoAC.

It is shown that there is in general no greedy algorithm t@iobthe optimal decoding order
for successive decoding for the vector fadiigC.

Receivers implementing adaptive beamforming or succesteeding or both (AB+ID,
FB+SD, and AB+SD) provide a significant advantage over theivecemploying fixed
beamforming with independent decoding only (FB+ID), beitapndard in nowadays satel-
lite communications systems. The performance differebed#sween AB+ID, FB+SD, and
AB+SD strongly depend on the considered interference siwenar

The receiver variant AB+ID performs very close to the more plax AB+SD and outper-
forming the FB+SD receiver, if the interfering sources araderately closely spaced (e.g.
for cluster size 3).

The receiver variant FB+SD may outperform AB+ID, if the ingrihg sources are very
closely space (in the order of the beamwidth of the fixed b@aH®mvever, whether FB+SD
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achieves a target rate with less worst-case transmit poegerals on the target rate itself.
Eventually, with successively increasing target rate, AB&-ID receiver variant performs
always better than FB+SD in terms of maximal transmit powers.

Zusammenfassung

In dieser Arbeit wird die Aufartsstrecke yplink) der Verbindung zwischen Benutzerter-
minal und Satellit ¢ser link betrachtet, wobei am Satelliten eine direkt-strahlendep&
penantennedfrect radiating array PRA)) eingesetzt wird. Dieses Szenario wird durch den
Vektor-Mehrfachzugriffskanal mit Signalschwurfdding vector multiple access chann®l4C))
beschrieben. Gegenstand der Untersuchung sind insbesoretechiedene Emghgervarianten
fur den Vektor-Mehrfachzugriffskanal mit Signalschwund.

Diese verschiedenen Engpfgervarianten ergeben sich je nachdem, ob mit den Emsigngéen
der einzelnen Gruppenantennen-Elemente entweder nerddst zuatzlich adaptive Strahlfor-
mung (ixed, adaptive beamformihdurchgeiihrt wird, bzw. ob die Empfangssignale unabgig
voneinander oder sukzessiv dekodiert werdedgpendent, successive decogling

Empfanger mit adaptiver Strahlformung

sukzessive

Dekodierung (ERATD

"beam space"
Prozessierung

unabhingige Dek. “AB+ID”

Vektor-Mehrfach-
zugriffskanal mit

feste

Signalschwund Strahlformung]
sukzessive
(13 + 2
Dekodierung FB+SD
unabhéngige Dek. | “FB+ID”

Figure 7.2: Ubersichtiiber die betrachteten Enipfger/Dekodervarianten. AB: adaptive beam-
forming (adaptive Strahlformung), FB: fixed beamforming (feste Stramiémg),
SD: successive decoding (sukzessive Dekodierung), ID: indkgre decoding (un-
ablangige Dekodierung). Adaptive Strahlformung erfolgt im “beam shaté. im
Anschluss an feste Strahlformung.

Das Hauptziel dieser Arbeit ist ein Vergleich der Leistdagsgkeit der resultierenden vier
Empfanger-Varianten. Diese sind (vgl. Abh2):

e feste Strahlformung mit unaBhgiger Dekodierungfiked beamforming with independent
decoding FB+ID),

e feste Strahlformung mit sukzessiver Dekodierufiged beamforming with successive de-
coding FB+SD),

e adaptive Strahlformung mit unaBhgiger Dekodierungaaptive beamforming with inde-
pendent decodincAB+ID), und

e adaptive Strahlformung mit sukzessiver Dekodieruadaptive beamforming with succes-
sive decodingAB+SD).
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Die Untersuchungsgebiete dieser Arbeit umfassen:

e Entwicklung einer allgemeinigtigen Methodik zur einheitliche Beschreibung der unter-

suchten Emgingervarianten.

Die Ressourcenzuteilung insbesondere im ZusammenhangmiPdoblem der Leistungs-
zuteilung zu den Quellen (Sender), mit dem Ziel, gefordémtermationsraten ir alle
Quellen zu realisieren.

Die Leistungséhigkeit der Emgdnger, die adaptive Strahlformung und/oder sukzessive
Dekodierung einsetzen (FB+SD, AB+ID, AB+SD), im Vergleich ot heutigen Standard-
Empfangervariante, die auf fester Strahlformung mit urédadghger Dekodierung basiert
(FB+ID).

Die Leistungséhigkeit eines Emggingers, der sowohl adaptive Strahlformung, als auch
anschlieende sukzessive Dekodierung anwendet (AB+SD) émglé/ich mit einem
Empfanger, der entweder nur adaptive Strahlformung (AB+ID) odar sukzessive
Dekodierung (FB+SD) zur besseren Interferenzunterkiing einsetzt.

Die Leistungshhigkeit eines Emgingers mit fester Strahlformung und sukzessiver
Dekodierung (FB+SD) im Vergleich mit einem Endpiger mit adaptiver Strahlformung und
unablangiger Dekodierung (AB+ID).

Einfluss des jeweiligen Interferenzszenarios auf die Legshhigkeit der betrachteten
Empfangervarianten.

e Betrachtung der Komplexit der verschiedenen Engpfgervarianten.

Im folgenden werden die zentralen Fragestellungen if3grer Detailtiefe umrissen und die
Hauptergebnisse zusammengefasst.

Kapitel 2 Hier wird unter Anderem dieaumliche Charakteristik des Kommunikationskanals

fur Satellitenszenarien beleuchtet, weil dieser Aspekteinldteratur nur @ir terrestrische
Szenarien diskutiert wird. Es wird gezeigt, dass ein vorreiarrestrischen Quelle ausge-
sendetes Signal am Satelliten aus einer einzigen diskiRrtdriung (d.h. mit ebener Wellen-
front) eintrifft. Das Wissen um dieaumliche Charakteristik wirdif das in Kapitel 3 ent-
wickelte Mehrbenutzer-Signalmodel unter EinbeziehungGleppenantenne bétigt.

Kapitel 3 Dieses Kapitel dient dazu, Grundlagen der Antennenthe®ieektivitat, Gewinn,

Richtcharakteristik etc.) zu vermitteln und dasdlie Untersuchung der Endoigervarianten
berbtigte Gruppenantennen-Mehrbenutzer-Signalmodel &izan.

Zwei exemplarische Satellitensysteme werden in AbscBrfittLund3.6.2beschrieben, die

in Kapitel 5 dazu dienen, die Leistungsiigkeit der verschiedenen Erdpigervarianten zu
vergleichen. Br das ICO Satellitensystem (ein medium earth oflfiEQ) System) stehen
aus Vebffentlichungen detaillierte Messdateir flie verwendete Satelliten-Gruppenantenne
zur Verfugung. Diese werden herangezogen, um das in AbséhdAigntwickelte Satelliten-
Gruppenantennen-Modell erfolgreich zu verifizieren. &ach wird fur EuroSkyWay (ein
geostationary orbitGEO) System) ein optimales Gruppenantennen-Modell entwickial
das der Gruppenantennen-Gewinn am Rand des Versorgungisgalaiximiert wird.
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Kapitel 4 Hier wird das Fundamentif eine einheitliche Behandlung der oben genannten
Empfangervarianten im Rahmen der Informationstheorie berditaru wird die Shannon-
Kapazitit des Vektor-Mehrfachzugriffskanal mit Signalschwundirdert, wobei die An-
nahme gilt, dass die Quellen ihre Sendeleistung nur an dgs&m veinderlichen, quasi-
statischen Bmpfungsfaktorenaftenuation factorsadaptieren &nnen, jedoch nicht an die
maoglicherweise zeitlich schnell variierenden Schwundjedat fading factory. Im Gegen-
satz dazu veifgt der gemeinsame Endéfger der Quellen-Signalger die Kenntnis der
Dampfungs- und Schwundfaktoren aller Quellen, um eineakefite Demodulation and
Dekodierung der Quellen-Signale zu émtichen.

Der Hauptteil dieses Kapitels widmet sich der Analyse desoblms der
Ressourcenzuteilungif die Ralle, dass, erstens, die optimale Zuteilung der Informa-
tionsraten zu den Quellen gesucht wird, welche die Summéa-Raximiert, vahrend
gleichzeitig eine Beschnkung der maximalen Sendeleistungéndie Quellen einzuhalten
ist, und, zweitens, die optimal Zuteilung der Sendeleg&imzu den Quellen, welche die
Summen-Sendeleistung minimiertalarend geforderte Informationsratsir falle Quellen
erreicht werden.

Die vorliegende Arbeit geht erheblichber die verfigbare Literatur hinaus, indem die
optimale Ressourcenzuteilungrfden Vektor-Mehrfachzugriffskanal mit Signalschwund
im Zusammenhang mit linearen und nicht-linearen konvexeog@@mmen diskutiert
wird. Die Basis ddir bildet die Definition der Ratenregion (Region erreichbarer
Raten, region of achievable ratg@sund der Leistungsregiorpéwer region des Vektor-
Mehrfachzugriffskanals mit Signalschwund. Die Ratenreglw. die Leistungsregion ist

die Menge zudssiger bsungen ir das entsprechende der oben genannten Probleme der
Ressourcenzuteilung.

Als schwierig erweist sich das Problem der optimalen Leigszuteilung im Vektor-
Mehrfachzugriffskanal mit Signalschwund, d.h. weidindie Quellen geforderte Informati-
onsraten realisiert werden sollen und die entsprecherutenaen Sendeleistungen gesucht
werden.

Zum ersten Maliberhaupt wird dies in der vorliegenden Arbeit im Detéail den Vektor-
Mehrfachzugriffskanal mit Signalschwund untersucht (@bstt4.5und4.6).

In diesem Zusammenhang wird gezeigt, dass die Leisturigereges Vektor-
Mehrfachzugriffskanals mit Signalschwund nur dann einyaitroid ist (was die bisung
des Problems der Leistungszuteilung mittels eines Grédgigrithmus gestatten rde),
wenn die Schwundfaktoren konstant sind (resultierend merai additive white gaussian
noise AWGN) Kanal) und die Steuervektorestéering vectonsaller Quellen identisch
sind (womit sich der klassische Mehrfachzugriffskanallgjg Eine einfache bsung fir
die Leistungszuteilung ergibt sich auch, wenn alle Stezldoren zueinander orthogonal
sind, so dass sich voneinander urétdige Ka@le ohne Interferenz ergeben und damit un-
abhangige Dekodierung optimal ist.

3In einem Optimierungsproblem, das als lineares Progranimutiert werden kann, ist die Menge askiger
Losungen feasible sétdurch ein Polytop gegeben. Die optimalédung wird immer an einem Eckpunktef-
teX) des Polytops erhalten. Wenn die Mengeaasiger bsungen ein Polymatroid ist (ein Polytop mit bestimmten
Eigenschaften), dann kann der optimale Eckpunkt mit germéufwand mittels eines Greedy-Algorithmupgdedy
algorithm) bestimmt werden.
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Die Hauptergebnisse der Analyse des Ressourcenzuteikaidelhs fir den Vektor-
Mehrfachzugriffskanal mit Signalschwund sind wie folgt:

Fur den allgemeinen Fall mit Signalschwund und ungleicheu&tektoren ist die Leist-
ungsregion kein Polytop. Die Leistungsregion ist jedocinvex, so dass die optimale
Leistungszuteilung sich als nicht-lineares konvexes rmogn darstellt, wobei die opti-
male Losung durch Standard-Optimierungsverfahren gefundedemetann. Die optimale
Leistungszuteilung liegt im Allgemeinen nicht auf einemkfignkt der Leistungsregion,
so dass sukzessive Dekodierung suboptiméten Trotzdem ist sukzessive Dekodierung
attraktiv, weil diese sich im Vergleich zur Verbunddekadigg (oint decoding mit gering-
erer Komplexiét realisierendsst und gleichzeitig Informationsraten am Rande der Ratenre
gion erzielt. Aus diesem Grund wird das Problem untersuehtaptimalen Eckpunkt der
Leistungsregion und somit die optimale Dekodierreiheggdiir sukzessive Dekodierung zu
finden.

Als ein zentrales Ergebnis dieser Arbeit wird gezeigt, dass fir den Vektor-
Mehrfachzugriffskanal mit Signalschwund im Allgemeineairilen Greedy-Algorithmus
geben kann, der die optimale Dekodierreihenfolge bestimdies wird erkart, indem
die verschiedenen Dekodierreihenfolgém dlie sukzessive Dekodierung in einem Baum-
graph (ree graph) dargestellt werden. Zaszlich wird gezeigt, dass nur dann der minimale
Summen-Pfad (entsprechend der minimalen Summen-Sestdelg) durch den Baumgraph
gefunden werden kann, wenn alle Pfade durch den Baumgraghsiwoht werden. Die
Schlussfolgerung daraus ist, dass die Prozedur zur Bestignoher optimalen Dekodierrei-
henfolge @ir sukzessive Dekodierung im Vektor-Mehrfachzugriffsilamit Signalschwund
im Allgemeinen das Ausprobieren allerdglichkeiten ist omplete enumeration

Schliel3lich wird die feste Strahlformung und ihr Einfluss a@ie erreichbaren Raten
diskutiert. Es wird gezeigt, dass feste Strahlformung imrezlustfrei ist (d.h. die mit
fester Strahlformung erreichbaren Raten sind identisch dait Raten, die ohne feste
Strahlformung erzielt werdendkinen), wenn die Zahl der festen (orthogonalen oder nicht-
orthogonalen) Antennenkeulefixed beamsgleich der oder gil3er als die Zahl der An-
tennenelemente ist. Voraussetzung dabei ist, dass diecGswektoren zur festen Strahlfor-
mung linear unabdngig sind.

Kapitel 5 In Abschnitt 5.1.1 wird der Einfluss der Dekodierreihenfolgdirf sukzessive

Dekodierung auf die Sendeleistungen der Quellen diskufazu wird ein Emgdnger mit
optimaler adaptiver Strahlformung angenommen und ein@pbaische Quellen-Verteilung
mit 7 Quellen, wobei 6 Quellen auf den Ecken eines Hexagoge@unet sind und mit
einer einzelnen Quelle im Zentrum. Die lagigten Sendeleistungen werdeir funter-
schiedliche Winkeltrennungen zwischen den Quellen beretichnd es wird beobachtet,
dass die bestigten Sendeleistungen mit der jeweiligen Dekodierneiblge stark variieren
konnen. Der Grad der Variabiit hangt dabei von der anvisierten Informationsrate und
der Winkeltrennung der interferierenden Signale alr. die betrachtete Quellen-Verteilung
und fur eine angenommene Informationsrate ®n= 1 bit/channel use zeigt sich, dass
die optimale Dekodierreihenfolge maximale Sendeleisturigefert, die cad dB niedriger
ausfallen, als edif die schlechteste Dekodierreihenfolge der Fall isi. ®here Informati-
onsraten wachsen die Einsparungen weiter grend sieiir niedrigere Informationsraten
geringer ausfallen (z.B. c&. dB fur R = 0.5 bit/channel use). AbschlieRend wird fest-
gestellt, dass die Dekodierreihenfolge einen deutlichefiiss auf die maximalen Sende-
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leistungen haben kann. Jedoch kann diedBtng der Sendeleistung aufgrund einer nicht
optimal gevahlten Dekodierreihenfolge gering ausfallen, d@tdig von der geiwnschten In-
formationsrate und der Winkeltrennung der Quellen.

Unter der Annahme derselben Quellen-Verteilung mit vdeakVinkeltrennung wird die
Leistungséhigkeit von Empdingern mit optimaler Strahlformung und unabbiger bzw.
sukzessiver Dekodierung verglichen. Der Vergleich basseif dem Element-Signal-
Rausch-Leistungs-Vedftnis (signal-to-noise-power-rati®{IR))* und die von den Quellen
aufzubringende Sendeleistung, um eine i@geschte Informationsrate zu erzielen. Es wird
beobachtet, dass bei gleichem maximalem Elens&ii® bzw. gleicher Sendeleistung, die
Quellen deutlich aher zueinander platziert werdeirnen, falls sukzessive anstelle von
unablangiger Dekodierung eingesetzt wird. Es wird jedoch auskgéstellt, dass dieser
Vorteil der sukzessiven Dekodierung bghich der Verminderung der maximalen Sende-
leistung ftir wachsende Informationsraten verschwindet, weil daenadiaptive Strahlfor-
mung die Interferenz bereits so effizient untécken muss, um dasSINR zu maximieren,
so dass durch sukzessive Dekodierung kaum mehr ein weltertil erzielt werden kann.

Weil die Empfaingervarianten AB+ID und AB+SD adaptive Strahlformung im.dmeam
spacerealisieren (d.h. adaptive Strahlformung wird im Anscklas feste Strahlformung
implementiert), wird in Abschnitt.2.2 teil-adaptive Strahlformungpértially adaptive
beamforming diskutiert, wobei nur eine Untermenge der festen Antekeelen fir die
adaptive Strahlformung verwendet wird. Insbesondere wintersucht, welche Unter-
schiede sichir teil-adaptive Strahlformung iheam spacenit orthogonalen und nicht-
orthogonalen festen Antennenkeulen ergeben. Anhand deSke@arios wird gezeigt, dass
teil-adaptive Strahlformung mit nicht-orthogonalen Amenkeulen vorteilhaft gegéher
der Verwendung von orthogonalen Antennenkeulen ist, vmeiMittel eine kleinere An-
zahl von festen nicht-orthogonalen Antennenkeulerbbghwird, um ein gleiches Mal3 an
Leistungséhigkeit zu erzielen.

Desweiteren ist esuf den klassischen Mehrfachzugriffskanal bekannt, dags um
abhangiger Dekodierung ein Ratenlimit existiert, welches airaximale Rate angibt, die
hochstens erzielt werden kann, selbst wenn die Sendelgmstigegen Unendlich gehen (d.h.
selbst wenn die Sendeleistungen gegen Unendlich gehebestdie erzielten Informations-
raten gegen einen endlichen Weidpnlich dem Ratenlimit). In Abschnift 3.1wird gezeigt,
dass auchifr die Empéngervariante FB+ID eine solche maximale Rate existiert,oblbw
die Interferenz durch die Richtcharakteristga{n patterr) der festen Antennenkeulen teil-
weise unterdickt wird. Schlie3lich wird eine Methode aufgezeigt, mit deeses Ratenlimit
fur FB+ID berechnet werden kann. Ein solches Ratenlimit existiicht tir die anderen
Empfangervarianten, d.hiif gegen Unendlich strebende Sendeleistungen gehen aeich di
fur die Quellen erreichbaren Informationsraten gegen Uiend

Der Kern dieses Kapitels ist eine vergleichende Untersoghier zuvor enghnten vier
Empfangervarianten in Szenarien der Satellitenkommunikation

In der Tat liefert die vorliegende Arbeit erstmals einenteysatischen Vergleich der
besagten Empihgervarianten in Szenarien der Satellitenkommunikattmasierend auf
der in Kapitel 4 beschriebenen Methodik zur Ressourcermatgifir den Vektor-

Mehrfachzugriffskanal mit Signalschwund.

4Das ElemenBSNRist dasSNRfiir ein einzelnes Gruppenantennen-Element.
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Der anvisierte Vergleich der Emiofigervarianten bétigt die Definition von bestimmten
Interferenzszenarien, weil die gegenseitige Interferemgzammen mit der gamschten
Informationsrate den entscheidenden Faktor darstellt; dle Unterschiede in der
Leistungsihigkeit der verschiedenen Enapigerkonfigurationen bestimmt. Die gegensei-
tige Interferenz wird festgelegt durch bestimmte Annahrberiglich der Richtcharak-
teristik der festen Antennenkeulen die das Versorgungsgéervice area des betrach-
teten Satellitensystems bedecken und der Verteilung dell€puselbst. Deshalb wer-
den basierend auf den beiden in Kapitel 3 vorgestelltenliBatszenarien verschiedene
Interferenzszenarien definiert, wobei g#nden angenommenen Frequenzwiederverwen-
dungsmusternfiequency reuse scheme, cluster sirggiinstigste orst-casg Verteilungen
der Quellen angenommen werden.

Die Hauptergebnisse der beschriebenen Untersuchungelenvien folgenden g@rsentiert.

Generell gilt, dass FB+ID am schlechtesten abschneid#trend AB+SD die beste Leist-
ungseffizienz zeigt, d.hiif eine gegebene gémschte Informationsrate bémgt AB+SD
das geringste Eleme®NR, wahrend FB+ID das drhste ElemenENR berbtigt. Das
ist weiter nichtuberraschend, weil FB+ID keine adaptiven Verfahren zur dress Un-
terdriickung von Interferenz beinhaltet, hingegen AB+SD beideasstf Von beson-
derem Interesse ist desweiteren ein Vergleich von FB+SD uBdiB, weil diese
Empfangervarianten nur eine von beiden Interferenz-reduzikne Verfahren realisiert,
weshalb der Implementierungsaufwand geringer &lisdls fur den Empanger AB+SD.
Diese Empé&ngervarianten werdenurf die Satellitenkommunikation in verschiedenen
Veroffentlichungen vorgeschlagen, um eine bessere Uritekdng von Interferenz zur
erzielen und wegen der damit verbundenen besseren Bardfi@iitienz, jedoch wurden
sie bisher unaldmgig voneinander untersucht. Desweiteren war bisherkamog, unter
welchen Umsinden ein zuazlicher Vorteil bzgl. Interferenzunteiigtkung erzielt werden
kann, wenn die im Vergleich zu FB+SD und AB+ID komplexere Eamgfervariante AB+SD
eingesetzt wird.

Zunachst kann man anhand der betrachteten Interferenzszenaeobachten, dassirf
FB+SD und AB+ID weder die eine noch die andere Eamgfervariante generdlberlegen
ist.

Wenn die Winkeltrennung der Quellen ausreichend grof3 sstdér AB+ID-Empénger
der FB+SD-Variantdaiberlegen. Dies er&lt sich damit, dass erstens adaptive Strahlfor-
mung es erraglicht, den Verlust am Rand einer festen Zekeldge-of-cell logswieder-
herzustellen, und zweitens Interferenz effizient unigkir werden kann. In diesem Fall
ist die Leistungsihigkeit des AB+ID-Empgingers sehr nahe an der des komplexeren
AB+SD-Empfangers, der z@dzlich sukzessive Dekodierung einsetzt. Interferend d@nn
zum giiten Teil bereits durch die adaptive Strahlformung vedene so dass sukzessive
Dekodierung kaum mehr einen signifikanten Vorteil bringanrk

Wenn die interferierenden Quellen jedoch sehr dicht zusamnfiegen (in der
GroRenordnung der Keulenbreite der festen Antennenkeulelann ubertrifft die
Leistungséhigkeit des FB+SD-Em@ahgers unter Umahden die des AB+ID-Emphgers,
zumindest @ir Informationsraten unterhalb einer bestimmten GrenzenMdie Informa-
tionsrate aber stetig edht wird, dann gelangt man zu einem Ratenlimit, jenseitsatess
AB+ID stets besser abschneidet als FB+SD, was das maximditigen ElementSNR
angeht. Die Erldrung fir dieses Verhalten ist wie folgt. Zanhst schneidet der AB+ID-
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Empfanger unterhalb einer bestimmten Informationsrate shtde@ab, weil die Interferenz
durch adaptive Strahlformung nicht unteidkt werden kann, ohne gleichzeitig den Gewinn
fur das Wunschsignal deutlich zu vermindern und damit dasmisehe Rauschen zum
limitierenden Faktor zu machen. Wenn jedoch mit steigeriRbe auch die Sendeleist-
ungen ansteigen, dominiert der Einfluss der Interferéber das thermische Rauschen.
Die Fahigkeit von adaptiver Strahlformung, Interfere@mlich zu filtern, kommt dann
zum Tragen, weil der adaptive Strahlformer des AB+ID-Eamgfers Nullstellen in der
Richtcharakteristik plaziertir die Richtungen aus denen die interferierenden Quelleakig
einfallen, so dass das h#igte ElementSNR ganzlich unabhngig von der Interferenz-
Leistung wird.

Kapitel 6 Hier soll einen Einblick in die Implementierungskompl&titder verschiedenen
Empfangervarianten verschafft werden.

AbschlieRend werden entsprechend den Hauptzielen, diptHmultate dieser Arbeit wie folgt
zusammengefasst:

e Eine Methodik tir den systematische Vergleich der besagten Bngervarianten wirdir
Szenarien der Satellitenkommunikatiorapentiert. Diese basiert auf der Diskussion des
Problems der Ressourcenzuteilung im Vektor-Mehrfach#faganal mit Signalschwund.

e Fur den Vektor-Mehrfachzugriffskanal mit Signalschwundrdvidas Problem der
Ressourcenzuteilung analysiert, d.h. die optimale Raterang, die die Summen-Rate
bei gegebener Bescmkung der Sendeleistungen maximiert und die optimaleildatg
der Sendeleistungen, die die Summen-Sendeleistung neirtjinaiahrend geforderte Raten
erzielt werden. Es wird gezeigt, dass &s den Vektor-Mehrfachzugriffskanal mit Signal-
schwund im Allgemeinen keinen Greedy-Algorithmus gibt, di@ optimale Dekodierrei-
henfolge fir sukzessive Dekodierung zu bestimmen.

e Es wird gezeigt, dass Entnfiger, die adaptive Strahlformung oder sukzessive Dekatlie
oder beides implementieren (Varianten AB+ID, FB+SD, und AB¥S&nen deutlichen
Vorteil gegeriiber der Variante bieten, die heutzutage den Standard isatetlitenkom-
munikation darstellt und nur feste Strahlformung mit uriaidiger Dekodierung realisiert
(FB+ID). Die Leistungshhigkeit der Emginger AB+ID, FB+SD, und AB+SDdngt dabei
stark vom Interferenzszenario ab, wie ein Vergleich der tamgervarianten in typischen
Interferenzszenarien zeigt.

e Die Leistung der Emgingervariante AB+ID liegt sehr nahe an der des komplexeren
AB+SD-Empfingers undibertrifft die des FB+SD-Emg@hgers, wenn die interferierenden
Quellen nafkig dicht zusammen liegen (wie es z.B. bei Clustei8er3 der Fall ist).

e Die Empfanger-Variante FB+SD kann die Variante AB+ilibertreffen, wenn die inter-
ferierenden Quellen sehr dicht zusammen liegen (in défR&mnordnung der Keulenbreite).
Ob mit FB+SD tatachlich eine gewnschte Informationsrate mit einer niedrigeren maxi-
malen Sendeleistung erzielt werden kanangdt jedoch von der Informationsrate selbst ab.
Erhdht man nach und nach die gémschte Informationsrate, so ergibt sich immer eine
Rate, jenseits der der AB+ID-Enipiger stets eine geringere maximale Sendeleistung als
der FB+SD-Empdinger beitigt.
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General notation

~—

R Mg R

Column vector

Variable, element of a set

Function

Random variable (exceptions possible)
Vector or matrix of random variables
Matrix

Set

Complex conjugate af

Matrix and vector operators

X1 Inverse
XT xT Matrix/vector transpose
XH xH Transposed complex conjugate matrix/vector
det (X) Determinant
rank(X) Rank of the matrix
X-y Dot product
Symbols

Description Page
A Steering matrix 48
Aett Effective antenna aperture o5
Ageo Geometric aperture area 25
Ag Geometric area of coverage area 31
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B Basis of spatial periodicity lattice 216
Linear causal feedback filter matrix 105
B, Set of beam indices used for partially adaptive beam space beamformoning f 135
sourcem
B* Basis of spatial frequency sampling lattice 217
B Coherence bandwidth 15
Bandwidth allocated to cell 29
By, Doppler spread 15
B Linear feedback filter coefficients 102
B Signal bandwidth 15
Baat Bandwidth allocated to satellite 29
Biot Total bandwidth 169
C Set of complex numbers
Cs Satellite traffic capacity 31
D, D(¥, ) Directivity 2423
D, (9, ) Array directivity 39
Dpepiac Dominant face of the power region for the classical fading MAC 78
Dpyrinc Dominant face of the power region for the classical fading MAC 99
D¢ (¥) Directivity of an array element for angle 35
DRoniac Dominant face of the capacity region for the classical fading MAC 77
E(¢, @, t) Electric field vector 20
Ey,E,, E, Components of electric field vector in spherical coordinates 20
F Linear feedforward filter matrix 105
F (¥, ) Normalised field (also: magnitude) pattern 23
|F (9, 0))? Power pattern 93
G,G(9,p) Gain 25, 25
Ga(9, ) Array gain 39
Ge(V), Ge(9, ) Gain of an array element 34
G Spot beam array gain 143
H(J, p,r,t) Time-variant magnetic field vector 20
H Channel matrix 48
Hy,H,, H, Components of magnetic field vector in spherical coordinates 20
H,, Fading factor of source:, random variable 76
| m x m identity matrix
T Subset ofM

51
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K. Noise covariance matrix 50
Kng Beam space noise covariance matrix 111
K, Array output covariance matrix 50
K., Covariance matrix of the beamforming network output vector 111
K Cluster size 29
K Source signal covariance matrix 50
Ky Receive signal covariance matrix without noise 50
L Number of array elements 34
Lg Number of fixed beams 111
Ly m Number of beams used for partially adaptive beam space beamforming for 135
sourcem

Lyt Free-space basic transmission loss 26
M Number of sources 46
M Set of source indices 51
Mg Earth massj;.974 - 10%* kg 9
Mot Total number of source signals 169
Ny Noise power spectral density 13
Ng Minimum number of satellites for a complete coverage of Earth 11
Ny Number of channels/slots 169
P Vector/tuple of receive powers or power constraints 77
Pcmac Power region for the classical fading MAC 77
Pros Receive signal power in the line-of-sight path 17
P, Mean receive power for souree 75
Pup Multi-path component of received signal power 17
P.aa Radiated power 23
Pr Receive power 16
Pr Transmit power 16
Pyvmac Power region for the fading vector MAC 93
R Vector/tuple of rates 77
R Set of real numbers

RcoMAC Capacity region for the classical fading MAC 77
Rg Earth radius6378.144 km 9
R, Information rate of sourcen 76
REB Rate limit for fixed beamforming with independent decoding 143
RvMAC Capacity region for the fading vector MAC 93
S Subset ofM 51
S(¥, p,r,t) Time-variant power flux-density
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S(9, p,r,t) Time-variant Poynting vector 20
S (r) Power flux-density of the isotropic radiator 23
Smax () Maximal power flux-density 93
S Selection matrix
m 135
T(t, f) Time-variant transfer function 14
Ta Antenna noise temperature 13
T Coherence time 15
T Effective noise temperature of receiver plus antenna 13
T, Satellite orbit period 9
Tr Effective noise temperature of receiver without antenna 13
T. Symbol duration
s y urati 15
* it cell
Uu,u Unit ce 215
A% Basis of triangular array lattice 37
\% Periodicity matrix for triangular array lattice 41
W3 Matrix of fixed beamforming weights 111
Ws.m Matrix of fixed beamforming weights for partially adaptive beam space 135
beamforming for sourcen
WopET DFT beamforming matrix 117
Z Set of integers
VA Intrinsic |
I ntrinsic Impedance 21
Steering vector
ai, am Direction-of-arrival dependent phase shift for elemiamtative to reference 37 45
point '
apm Beam space steering vector 111
c Speed of light in an arbitrary medium
co Speed of light in vacuun®.998 - 10% 2
Rice factor
R 17
d Slant range (distance terminal—satellite) 10
d Direction-of-arrival vector 36
do Maxima antenna aperture dimension 21
dy Satellite antenna diameter 97
de Circular array element diameter 34
ds Hexagonal-array element phase centre spacing 37
dscat Maximal distance between source and scatterer
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f Frequency
fa(9,0) Array factor 39
fe Carrier frequency, centre frequency 34
fea(V, ) Array field pattern 38
g(¥, ) Complex magnitude pattern 26
9e(9), ge(9, )  Complex magnitude pattern of an array element 34
h(t) Normalised multiplicative time-variant channel impulse response 16
R (t) Multiplicative time-variant channel impulse response 15
R (t,T) Linear time-variant channel impulse response 14
hs Satellite height over ground 9
i €72 Integer position vector of elemeht 37
k Boltzmann constant,.38 - 10~2% & = —228.6 dBWs/K 13
ny(t) Noise at elemeni 42
Noise vector
" 48
P Rate of drop-off for aperture taper 65
Pe,l Array element position vector iR3 35
Pe,l Planar array element position vector®3 36
pEL o, x-y-coordinate of the phase centre of fhil array element 35
Pm Transmit power of source: 50
r Distance from origin in spherical coordinates 21
r Array element receive signal vector 48
r Array input signal vector 48
7(t) Receive signal at satellite 14
rg Beamforming network output vector 111
Tm(t) Receive signal at array reference point for source 44
ri(t) Receive signal of théth array element 44
rg Distance Earth centre to satellite 10
rT Distance Earth centre to terminal/source 10
s(t) Transmit signal of a terminal/source 14
S Source signal vector 48
Sm(t), Sm Transmit signal of source: in complex baseband 43
t Time
ta Taper amplitude at edge of aperture
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taB Measure of taper amplitude at edge of aperture in dB 66
u = sin ¥ cos p, Sine space coordinate 26
v = sin ¥ sin ¢, Sine space coordinate 26
Vertex-index of a (contra)-polymatroid 79
v Array element receive signal vector without noise 48
Vi, Vo Basis vectors of triangular lattice 37
v m(t) Array element receive signal without noise a4
W, Wi Beamforming weight vector 38 52
wpPFT DFT beamforming weight vector 116
Wopt,m () Optimal weight vector for given joint fading stake 50
B - .
Wopt.m Optimal beam space weight vector 132
xRrE(t) Real RF signal 42
+ . .
xT(t) Analytical signal 42
Zm Output symbol ofn-th beamformer 50
Input symbol tom-th single-user decoder 102
Zm Output symbol ofn-th beamformer in successive decoding 102
r Spatial periodicity lattice 216
r Spatial frequency sampling lattice 216
[ Generic output SINR 50
LCopt,m Maximal output SINR 50
Pont,m Maximal SINR achievable by optimal beam space processing 132
PEA’m Generic output SINR for partially adaptive beam space beamforming for 135
sourcem
JAVAVAVRSS Relative path length difference for array elemént 36 43
Adg Angular separation between the sources ’121
A Del
- elay spread 15
A Spatial sampling lattice 215
A* Periodicity lattice in spatial frequency domain 215
v Earth centre angle 10
W hax Maximal Earth centre angle 10
Qa Beam solid angle
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a(t, p) Phase shift 26
A Channel factor 173
Qi Interference channel factor 173
Ym Mean element (also: input) SNR 53
Y (B Instantaneous element (also: input) SNR 53
. . 11 3
Yo Gravitational constan€.672 - 10 1%152 9
o(t) Dirac function
s Latitude of satellite 10
oT Latitude of terminal/source 10
€ Elevation angle 10
Electric permittivity 21
€0 Permittivity of the vacuun¥r - 10~ 71 = 1.2571 -
€min Minimal elevation angle 10
Er Relative permittivity
10
Na Antenna efficiency 25
NA Aperture efficiency 25
Ny Radiation efficiency 25
Mre Radiation efficiency of an array element 35
M a Radiation efficiency of the array 39
s Spectrum efficiency 31
0, Nadir angle, antenna off-boresight angle 10
Polar angle for spherical coordinates 21
¥34B Onesided dB beamwidth o7
A Wavelength
A Vector of costs or rewards 79
Ap Vector of power costs 79
AR Vector of rate rewards 79
As Longitude of satellite 10
AT Longitude of terminal/source 10
Carrier wavelength
Ac ier wavi g 34
Link ion f
1 in (pqwer) attenqéltlon actor 1627
Magnetic permeability 21
Lo Permeability of the vacuumdsr - 1071 = 1.2578 1
Ly Relative permeability
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v Spatial frequency 36
Vo Spatial frequency corresponding to the main lobe 41
Permutation

o 72
Pwh Quotient of maximum and minimum sum-power over all permutations 192
o2 Variance of a real Gaussian noise process 42
T Delay 14
T Relative delay for array elemeht 36
Tlm Relative delay of source signal for array element 43
® Azimuthal angle for spherical coordinates
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List of Acronyms

ADC analog-to-digital converter

AWGN additive white gaussian noise

BER bit error rate

BFN beamforming network

BPSK binary phase shift keying

CCl co-channel interference

CDMA code division multiple access

CEPT European Conference of Postal and Telecommunications Aslmations
CSlI channel state information

DRA direct radiating array

DFT discrete fourier transformation

DOA direction-of-arrival

EIRP equivalent isotropically radiated power
EOCC edge-of-cell

FDMA frequency division multiple access
FLOPS floating point operations per second
GEO geostationary orbit

GSO geosynchronous orbit

HEO highly elliptical orbit

ICO intermediate circular orbit
IF intermediate frequency
ITU International Telecommunication Union
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LEO low earth orbit

LHCP left hand circularly polarised

LNA low-noise amplifier

LOS line-of-sight

MAC multiple access channel

MBA multiple-beam antenna

MEO medium earth orbit

nLOS non-line-of-sight

PDF probability density function

QPSK quaternary phase shift keying

RHCP  right hand circularly polarised

SDMA space division multiple access

SINR  signal-to-interference-and-noise-power-ratio
SNR signal-to-noise-power-ratio

TDMA time division multiple access

ULA uniform linear array

URA uniform rectangular array

WSSUS wide-sense stationary uncorrelated scattering

w.l.0.g.

without loss of generality



Appendix A

Matrix Ildentities

Inverse LetX € C™ ™, Y € C™" (both non-singular), furthetl ¢ C™*", Vv e C"™*".
Then the matrix inversion lemma (also known as the Shermarisbn-Woodbury formula) says
[GL96]

(X+UYVT) " =X XU (Y + VIXT'U) T VIXC (A.1)

Determinant For any matriceX € C"™*", Y € C™™ it holds (cf. [SXLK98])

det (I, + XY) = det (I, + YX). (A.2)
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Appendix B

Fundamental Concepts of Information
Theory

In this section we will shortly review the fundamental copiseof information theory, namely
complex multivariate Gaussian (normal) random variabldifferential entropy mutual informa-
tion andchannel capacitythe following can be found in [CT91)).

Regarding notation, upper case letters (g designate random variables, while lower case letters
(e.g. x) denote their values; if required, bold italic upper castets (e.g.X) indicate vectors of
random variables, and bold lower case letters (ecpare vectors of their values. Further, the
statistical properties of a complex random variaBle= Z() 4 jZ( are determined by the joint
PDF pym 70 (2%, Z0) of real and imaginary part, and for convenience of notatiendefine
p2(Z) £ pyer 7o (ZW, ZW) [NMI3].

Complex multivariate Gaussian random variablesLet 7, 75, ..., Z, denote complex jointly
Gaussian random variables. Then the complex Gaussianmawectorz € C", given by
(Z(r), Z(i) E Rn)

. . . N
z=(2,2,...2,) =2z 4 jzt) = (ZY) B N L DR S jz,(j)) , (B.1)

is a realisation of the complex random variablgs~,, . . ., Z, having a multivariate normal
distribution in real and imaginary part. We will assume ttiet random processes for real
and imaginary part are uncorrelated. Further, it will bauassd thatz has mean

E{z} = p, =E{z"} +E{z"} = p,00 + jp,0.
With zero mean random variables
Zo =7 — Wy, zy) =2 — 0, 2y =29 — 0,
the covariance matrik,, of the complex vectoz is defined as [Pap91]

K,, = E{zoz}
_k {zg> (zg>)T} ‘E {zg> (zg>)T} -
(e (@)} -2 {4 ()]

K, w0 + K,0,0 — J (Kymn — Kyo,m) . (B.2)
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APPENDIX B. FUNDAMENTAL CONCEPTS OF INFORMATION THEORY 209

If it holds thatK,.),»n = K,u,»n andK, ), = —K,0,, thenz is called aproper
Gaussian random vector, and it holss, = 2 (K,u,0n — 1K,0,0) (see [NM93] for a
detailed discussion of proper complex random processegjarticular, if real par) and
imaginary partz®) of z are realisations of uncorrelated normal random procesaesptain

K,0,0 = —K,u =0= K., =2K,0,0 = 2K, 6,0,

and in the following we will always assume that this conditimlds, if not otherwise stated.
Then, forK,, = 2K, ), = 2K,w,0, the jointPDFof Z,, Z,, . .., Z, is given by [Pap91]

1

- _(Z_HZ)HK;ZI(Z_“'Z) B 3
mdet (Kyy) ' (B-3)

p(21, 22,0y 2n) =

Real partz® is normal distributed according to (remember: real and insy part are
assumed uncorrelated)

p(zgm’ zé”, 2y = 1 e—%(z<r>—uz<r>>TK;é>z<r> (z<r>—uz<r>>’ (B.4)

\/(27T)n det (Kz(r)z(r)>
and thePDF of imaginary party is defined accordingly.

We will denote the normal distribution with mearand covariance matriK with N'(p, K),
where it will become obvious from the context whether complermal distribution B.3)
or real normal distributiong.4) has to be applied.

Any affine transform of a proper Gaussian random vegtor
w=Az+b, AecC"™ beC" (B.5)
Is again proper Gaussian with mean
E{w}=E{Au,} +b (B.6)

and covariance matrix
Koyw = AK,, A" (B.7)

Differential Entropy The differential entropy is a measure of uncertainty of atiomous ran-
dom variable. LefX = (X, X,,..., X,,)" be a vector of continuous random variables with
the continuous joinPDF p(zy, xs, ..., z,) (Wwe will shortly write p(x) in the following).
Then, the differential entropy oX, denoted a%{(X), is given by

/ / x)log p(x)dx,, . .. dx, (B.8)

T1=—00 Typ=—00
IActually, the correct notation for the PDF would b z,.. (21, 2,...,2,), however, for convenience we rather
write p(z1, 22, . . ., zn). HeNcep(zy, za, ..., z,) andp(y1, ya2, - - . , yn ) refer to a different set of random variables, and

are in fact different PDRyz, z,.. (Z1, Za, ..., Z,) andpy,y,,... (Y1, Y2, - - -, Yn)-

2For discrete random variables solely the temtropyis used.

3Note that the integral ing.8) is w.r.t. complex variables, which is defined as the intisgoaer real and imaginary
part,i.e.[, -dz £ [ ) [, -dzWdz().
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where the logarithmog(-) can be chosen to baseor 2 . In the latter case, differential
entropy is expressed inits and base will be the assumption throughout the remainder of
this work (for base: differential entropy is expressed mats.

The probabilistic relation between two vectors of randomadesX = (X, Xy, ..., X,,)T
andY = (V1,Y5,...,Y,,) T isgiven by the joinPDFp(x, y). Then, theconditional differen-
tial entropyof the vector of random variable¥, given the vectol’, is denoted a{( X |Y")
and defined by

H(XY) =
/ / / / ey 1o 25 g e dny (B.9)
T A p(y)
FHXY) - H(Y), (B.10)

where equality in (a) follows fromH.8).

The differential entropy of a set of complex normal disttdm random variable® =
(Zy,Zs, ..., Zpy)T ~ N(0,Ky,,) is given by (follows from B.3) in (B.8))

H(Z) = log ((we)" det (K)) (B.11)

ForK,u,» = K,u,0», andK,u,» = K, ¢, = 0, the differential entropy of real and
imaginary part are equal and given by (follows froB4) in (B.8))

1
H(ZW) = 5 10g ((27e)" det (K ,00)) (B.12)
Note that, sincelet (K,,) = 2"det (K,x),x ), We can write
H(Z) = H(Z") + H(Z™), (B.13)

e, if Z,,7,,...,7, are proper complex random processes, with uncorrelatddaneh
imaginary parts, the differential entropy of the complemdam variables is simply the sum
of the differential entropy of real and imaginary part ramdeariables.

Mutual Information The mutual informatior¥ (X;Y") is the reduction in the uncertainty of
due to the knowledge df . Themutual informatiornZ (X, Xo, ..., X,;Y1,Ys,...,Y,,) be-
tween two sets of random variables (complex or real) withtjpDF p(x, y) is given by

XY
I<X1’X27"‘7Xn;}/17}/27"‘7y) E{log%} =
XY

X)p(Y)
= / / / / p(x,y)log ———— p(x.y) Ay, . . . dyrdx, . .. dx,
p(x)p(y)
T1=—00 Tp=—00 Y1 =—00 Ym=—00
@H(Xl,Xg,...,Xn)—'H(Xl,XQ,...,Xn|Y1,Y2,...,Ym)
:H(}/MYQa"‘?Ym)_H(Yla}/Qu"‘7Ym|X17X27"‘7XTL)7 (814)

where equality in (a) follows directly from the definitions(B.8) and B.9).
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Conditional mutual informatioff (X ; Y'| H) is the reduction in the uncertainty & due to
knowledge ofY whenH is given, and can be written as (cB.(4))
p(X,Y|H) }
. (B.15)
p(X|H)p(Y|H) XY

I(X;Y|H)=H(X|H) - H(X|Y,H)=E {log

Information Capacity A communication channel can be viewed as a system in whictptsxm
symbolsS at the channel input are received at the output as syniboMhereas the channel
is characterised by the probabilistic relation betweenlzysS and R, given by the condi-
tional PDF p(r|s). For the discrete-time single-sour&&/GN channel it holds;, = s, + 2
(k is the discrete-time index), where the real and imaginary plathe noisez, are nor-
mal distributed each with varianeg, uncorrelated (proper complex Gaussian random pro-
cess), and zero meanm;j, s, 2z, are values of random variablds, S and Z. It holds
Z ~ N(0,202). The capacity of théd\WGN channelCawqy is the maximum rate at which
information can be sent over the channel with arbitrary loabgbility of error, and is given
as

CAWGN = max I(S, R), (816)
p(s):E{S2}<P
where maximisation is over all input distributiopés), and P is a power constraint on the
input symbolsS. The maximum inB.16) is obtained forS ~ N (0, P), and the capacity is
given by the well known equation

Cawen = H(R) - H(R|S) = H(R) - H(Z) =

= log ((me)" (P + 207)) — log ((We)L 20ﬁ> = log (1 + Ti) bits per channel use
' (B.17)

Note that by assuming th&tis normal distributed random variable implicates a cordim
input alphabet, which is in contrast to the usual modulatemhniques that use a discrete
input alphabets, such as quadrature amplitude modulafiéri(). And indeed, the rates
achieved with discrete input alphabets are strictly sm#ilen the channel capacity achieved
by continuous Gaussian input alphabet [Ung81].

Another point to address is the definition of channel capdoit fading channels. Various
definitions are possible, depending on assumptions regagdiailability of information of
the channel fading stat€gl) at transmitter and receiver side (e.g. [EB98]). BEdl shows
the single-source fading channel model, including the sangrocesses that model the fad-
ing itself H, theCSlavailable at the transmittéf and at the receivelr’. Consider now the
very simple discrete-time, single-source flat-fading ctedmodel [CT91, EB98]

e = hysg + ng, (B.18)

where it is assumed that the fading process is ergodic. €&udgbsuming that n€Sl is
available at the transmitter (i.€ is independent off), and perfecCSI at the receiver (i.e.
V = H), then theergodiccapacity of the fading channel is given by [EB98]

Cresi = max  Z(S;R|H) =H(R|H) — H(R|S,H) = H(R|H) — H(Z) =

p(s):E{|s]?}<P

2 (B.19)
=E<log |1+ AP ,
207 H
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fading channel

ENC p(rls,h)

DEC

U H

transmitter CSI p(hu,v)

receiver CSI

Figure B.1: Block diagram of the fading channel with time-varying channel statéransmitter

CSIU and receiver CSV.

which directly follows (with 8.9) andp(x, y) = p(x|y)p(y)) from

H(R|H) = / p(h) / p(r|h) log (p(r|h)) dr dh. (B.20)

-
—log(me(|h|2P+202))

Eqgn.B.19is the definition of ergodic capacity (also referred to asshannonandthrough-
put capacity of the fading channel), which assumes that theveodklength is chosen long
enough to average over the fading. This introduces a delpgrding on how fast the fad-
ing varies. If there is a constraint on the maximum tolerad#tay, introduced by large
codeword lengths, to be considered, thietay-limited capacityandoutage capacityprove
more appropriate [TH98a, TH98b, EB98]. However, in this wakwill restrict to ergodic

capacities.



Appendix C

Optimal Adaptive Beamforming in a Fading
Channel

We have noted in the last section that the achievable raténftapendent decoding depends
solely on theSINR given by @.37), which is obtained by source individual optimal beamform-
ing [SXLK98]. Therefore, as itis well known, optimum beamfong does not reduce the maximal
achievable rate of the corresponding source.

However, from 8.89 it is evident that the optimal beamforming weight has tooact for the
joint fading stateh and, bearing in mind a concrete implementation of indepeindecoding,
this means that all/ optimal weight vectors have to be computed according torte&ntaneous
joint fading state. This raises the question what will ber#flated rate losses if we consider only
averagereceive powers in the calculation of the beamformer weiglttars, which would bring

a considerable saving in complexity of weight computatioecause the steering vectors and the
average receive powers vary much slower than the fast fading

Let wg,, be the weight vector for source: computed based on average receive powers
E {Pz‘Hz'}m = P, of the interferers (i.e¥i € M \ m), and defined according to

-1
Wi = 0 (%EIL + ) eua?B) an. (C.1)

ieM\m

Then the achievable rate; ,, for sourcem is given by

2
‘ngam‘ Pyl Hon?

Rg,,=Eq{log, | 1+ (C.2)

wo <20§IL + > aiafIlDi\HiP) Wi m
’ ieEM\m H

It is evident that the rate loss frof,, to Ry, depends both on the fading statistics, as well as
on the steering vectors, and it seems hardly possible toroataexact value for the rate loss by
means of arithmetic manipulations o .@) and, respectively,4.37). However, it can be easily
verified that the optimum beamforming weights become inddpat of the fast-fading factors for

213
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the special cases that all steering vectors are eitheriadd¢iorr all are mutually orthogonal. The
equation for the optimum beamforming weight according3t@9 can be rewritten as

Wopt.m(h) = 3 (IL + LA(Im)H(Im)KS(Im)H(Im)HA(Im)H)_ a, (C.3)

202
—3 (IL . 2%%A(zm) ((H(zm)Ks(zm)H(Im)H)*1 + A(Im)HA(Im)>1 A(Im)H> an, (C.4)
Ly =M\ m.
where we have used the matrix inversion lemmaly.

Furthermore, if all steering vectors are equal,ag.= a, = a, m,i € M, it can be shown thatis

an Eigenvector of the inverse i (3), such that the optimal weight vector must be a scaled versio
of a, and, finally, for orthogonal steering vector it holds$7,,)"a,, = (0,0,...,0)T. Therefore

it readily follows with (C.4) that the optimal weight vector is independent of the fadagjors for
equal or orthogonal steering vectors, such that

a, =a; or a?am = 0= Wopt.m = S1am, Wi = Boa,,. (C.5)

For arbitrary steering vecto8,, = Rg,, holds only if H,,, = H; = const., Vi,m € M, thus
otherwiseR,, > Ry, must hold.

Fig.C.1shows as an example the rate loss due to beamforming basleel avetrage receive powers
for two sources and a linear array bf= 10 elements (omnidirectional). Clearly the relative rate
loss R,/ Ry, shown in Fig.C.1(b)depends on the angular separatidn’ (cf. Fig. C.1(a) of the
two source signal, further on the fading statistics paransxd by the Rice factot.

1.8 — 1 ——
1.6 =
71 £oedh N
< = \
1.4 b » 0.94
o 7 e7Se=10dB £ ol \DoS
212 S s ° \ >< c,=10dB
~ U CR= 0dB s 0.9 =5dB
2 qle=0dB 22 e 5 \ T
o boresight q>) 0.88 .
a7 l / source 1 source 2 g ) \/ cz=0dB
038 e 2 < 08 Rayleigh
06 l i ~0.84
Nl L=10 0.82
O/Ifé/\A.WCIN l/ggooooooo 0.8
005 1 15 2 25 3 354 45 5 005 1 1.5 2 25 3 354 455
half angular separation A.#in deg half angular separation A.9in deg
(a) Comparison ofR (solid) andRy; (dotted) as a (b) Relative rate los®/ Ry

function of source signal separati@d\d and the
Rice factorcg.

Figure C.1: Comparison of raté?,,, achieved with optimal beamforming and ratg achieved
with beamforming based on average receive powers for two sourdedegrending
on angular separatioPA (symmetric,R; = Ry = RandRyg, = Ry, = Ry).
Further parameters: ULA withi = 10 omnidirectional elements, fading normalised
to unit powerE {|H:|*} = E {|Hz[*} =1, inputy; =72 = 1.



Appendix D

Creating Orthogonal Beams via 2-D DFT

We have to start this section with some definitions [Dub85]lattice A in R” is the set of alll
linear combinations with integer coefficients of linearglependent vectoss, v, ..., vp € RP,
such that

A= {z'1V1 +i2V2+"'+iDVD‘id < Z,dz 1,2,...,D}. (Dl)

A unit cell of a latticeA is defined as a sé¢f c R such that the disjoint union of copies &f
centred on each lattice point, constitutes adgih

U+x)N(U+y)=0 (copiesdo notoverlgp
JU+x) =R’ xyeAx+y (b-2)

X

There are many definitions of the unit cell possible for a gilatice, here we will define the unit
cell as the Voronoi cell. The Voronoi cell is defined as theddgdoints inR” being closer to the
origin 0 than to any other point on the lattice.

In the further only 2-D lattices are considered (ii¢.= 2). The spatial sampling lattic& is thus
given by a basiyV = (vi,v,) € R?*2, Fig. D.1(a)shows a section of the triangular sampling
lattice A, where next to some lattice points the corresponding irscice indicated.

The signals incident on the antenna array are spatially kahip thex-y-plane at element posi-
tions given byp; € A:

pl:Vil, l:1,2,...,L, (D3)
where the vectori € Z? are chosen according to the indices indicated in Big(a) Further we
define a subset C A, being the points ol\ associated with the array elements:

E=1{x|x=Vi,i=1,2...,L}. (D.4)

Just asin the 1-D case, where the Fourier transform of aadessignal is periodic, the 2-D Fourier
transform of a 2-D signal sampled on lattideis periodic in the spatial frequency domain. The
periodicity is characterised by theeriodicity lattice A*, which has the basi¥* = (V*l)T. A*is
also termed theeciprocal latticeof A. ForV given according to3.34) it holds

vel(Lo), 09

1
V3 V3
215
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1 4
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(a) Spatial sampling lattice&\ with basisV = (b) Periodicity latticeA* in the spatial fre-
(v1,v2). quency domain with bas¥™* = (vi, v3).

Figure D.1: Spatial sampling lattic& and periodicity lattice in the spatial frequency domain

A section of the periodicity latticA* is shown in FigD.1(b).

The spatially discrete sampled signal is givenrby: (ry, 7, ...,7)T according to 8.64). Then
the 2-D spatial Fourier transform efis given by

L
R(v) = Z eI Vi (D.6)
I=1

wherev = 1/\(u,v)" € R? is the spatial frequency vector.

As already mentione®(v) is periodic with respect td*, such that
R(v)=Rv+v"), v €A™ (D.7)

The periodicity of the Fourier transform corresponds tawwal occurrence of grating lobes when
considering beamforming.

Eqn. (0.6) provides a spatial spectrum continuous/inand, because we are aiming at teT,
R(v) has to be discretised by sampling on a spatial frequency IsagtticeI'*. The discretisa-
tion of R(v) introduces a periodisation of the sampled signal in theapdamain.

The spatial periodicity latticE€ C A is defined by a basiB, which can be described by
B =VN, (D.8)

whereN € Z**? is an integer full rank matrix. Here it is required tidtis chosen such that with
(D.4) it holds

(E+x)N(E+y) =0,

U(S +x)=A, x,yel. (D.9)

X
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We will call (£ + x),x € I', al'-period of A. Eqn. @.82) providesN for hexagonal arrays that
suffices D.9).

Now that the spatial periodicity lattidéis defined, the sampling lattide in the spatial frequency
domain, being the reciprocal lattice bf is given as well. A basi8* of the spatial frequency

sampling latticd™ is given by
T

B*=(B™) (D.10)
and the discretised version &fv) is obtained by setting
v=B%k  keZ. (D.11)
Then ©.6) can be rewritten according to
L L
R(B'k) =Y e 2BV N2 pemi2nkINTI g e 72, (D.12)

=1 =1
where it is used that according t0.g) it must hold thaB~'V = N1,

In contrast to D.12), wherek € Z? (R(B*k) contains all periods), it suffices to restrict to a single
A*-period of R(B*k). ThoseL indices belonging to a single period 8{B*k) are denoted with
k,,L = 1,2,...,L. Hence, we have to finally find the propérindicesk; that belong to one
A*-period in the spatial frequency domain, i.e.

k = {x|x € (U NI}, (D.13)

wherel{* is a unit cell of lattice\*. With this last definition [D.13) the DFT beamforming weight
vectors can be written as

(wPFTH = (e*j%k?N‘lil,e*jQ’szTN‘lia . ,e*ﬂ”szN‘liL) , l=12..L  (D.14)
It is notrequired that th&; are chosen from the samé-period and can be easily obtained via the
transformation

k, = Ni,. (D.15)

The question in what spatial directions theorthogonal beams are steered to is answered by
setting theDOA dependent phase at array elemeagual to the corresponding phase of BheT
beamforming weight for element Thus it holds

T
2 < Zl ) Vi, = 27kTB'Vj, (D.16)
l
Egn. ©.16) holds in particular if
cosprsind; \ 5 1\T
( sin (; sin ¥, ) =(B7) k, (0.17)

with u; = cos ¢ sinv; andv; = sin ¢; sin; according to the definitions i8(19. Thus, if we
define(v;, )T = (B™1)" k,, it holds (cf. 3.20)

o = arctan 2 (D.18)
U

¥, = arcsiny/v?+ V2. (D.19)
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Of course, D.19) provides real angleg, only if (v? + 1?) < 1, i.e. the vectolv;, ;)" has a norm
not greater than unity.

Again, to allow better understanding of the concepts jusbduced, a simple example is presented
in the following.

For a hexagonal array with = 7 elements, thé can be chosen according to (not unique)

c( e (e (e ()
(5 )a- (D))

Besides the according indexing of thhe= 7 array elements, Fig>.2(a) shows the spatial peri-
odicity latticel” for the hexagonal array. Further, FIg.2(b) shows sampling lattice in the spatial
frequency domaim™. Also theA*-periods ofl™* are shown there, indicating the proper indikes
required for the calculation of tHeFT beamforming weight vectors according . {4).
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(a) Periodicity latticel” (filled grey circles) with (b) Sampling lattice in spatial frequency do-
basisB = (b, bs). TheI-periods ofA are in- main I'* (circles) with basisB* = (bj,b3).
dicated by hexagons. The unit cell Bfcontains The A*-periods are indicated by hexagons. The
those point ofA corresponding with the array el-  unit cell of A* contains those points of (filled
ements (filled black circles, numbered 1 to 7). circles) providing the indicek; according to

(D.13). Those indicek; derived from D.15)
are shown as grey filled circles.

Figure D.2: Spatial periodicity latticd” and sampling lattice in the spatial frequency domain
for hexagonal array witlh, = 7 array elements. The unit cells in the space and spatial
frequency domain, respectively, is the corresponding Voronoi cait. tike DFT it
suffices to restrict to samples lying in ohie and A*-period, respectively, e.g. in the
unit cell centered on the origin of they- andu-v-plane (grey hexagons).

Choosing the indices of th&*-period contained in the unit cell (highlighted as a greydgoa in
Fig. D.2(b)) we obtain for thek; (ordering arbitrary)
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Figure D.3: 4.3 dB beam contours of thé = 7 orthogonal DFT beams for an hexagonal array
of L = 7 omnidirectional elements (lattice spacingds= \/2) in the direction
sine u-v-plane ¢ = cosypsind, v = sinpsin®). Shown is the hemisphere for
0 <9 < 7/2, ie u?+0v? < 1. The area outside the unit circle (grey) indicates
imaginary space, i.e. the beam contours shown in this region are not spae.

Finally, Fig. D.3 shows the4.3 dB-below-maximum spot beam contours of the 7 DFT-beams
created by the 7-element array.
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