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1 |  INTRODUCTION

Urdu belongs to the Perso- Arabic cluster of languages [1] 
and is mainly composed of words from Arabic, Persian, and 
Sanskrit. It is the national language of Pakistan and has over 
300 million speakers spread worldwide, with a large portion 
of this population residing in the Indian subcontinent [2,3]. 
Urdu was initially derived from the Perso- Arabic script of 
Iran, is written from right to left like Arabic or Persian, and 
is characterized by the Nasta`liq format [4,5]. The family tree 
of Urdu traces back to a mixture of Indo- European, Indo- 
Iranian, and Indo- Aryan lingo evolution [6]. Urdu is known 
to have a rich and complex morphology [7,8] and its syntax 
structure is composed of a combination of Persian, Sanskrit, 
English, Turkish, and Arabic structures.

Research on information retrieval (IR) prior to the 1990s 
was relatively limited and immature. This is because only 

limited resources and data collections were available for eval-
uation. Experimentation based on new algorithms and tech-
niques for various IR and natural language processing (NLP) 
tasks, as well as the development of language tools, requires 
benchmark collections. Worldwide, most text processing re-
lated research occurs through evaluation- based consortiums 
such as the Text Retrieval Conference (TREC),1 which is co- 
sponsored by the National Institute of Standards and 
Technology2 and the US Department of Defense. TREC was 
started in 1992 as part of the TIPSTER Text Program. Its goal 
was to provide a basis for research within the IR community 
by providing the infrastructure necessary for the large- scale 
evaluation of text retrieval methodologies. The TREC text 

 1https://trec.nist.gov/ Last visited: 28- 01- 2020.

 2https://www.nist.gov/ Last visited: 28- 01- 2020.
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collection mainly consists of a set of news documents. The 
TREC ideology was adopted in other initiatives such as the 
Conference and Labs of the Evaluation Forum, which was 
formerly known as the Cross- Language Evaluation Forum.3 
The NII Testbeds and Community for Information Access 
Research4 and the Forum for Information Retrieval Evaluation 
(FIRE)5 provide benchmark test collections and offer plat-
forms for participating and engaging in various text process-
ing tasks. They also provide service for languages from 
different geographic regions. Together, these forums have de-
veloped text collections for English and several other 
European and Asian languages. Western languages have 
many resources from the IR perspective, whereas Urdu lags 
significantly in terms of available resources. TREC empha-
sized test collections in English during its initial phases, but 
eventually included monolingual and cross- lingual retrieval 
activities for other European and Asian languages. However, 
the availability of several advanced benchmark collections 
for these languages through evaluation- based consortiums 
was critical for their development. Such collections are not 
available for the Urdu language. Based on the lack of re-
sources and dedicated consortiums for Urdu, research on 
Urdu has largely been limited to domain- specific or task- 
based research. For example, some interesting works have 
considered Urdu for basic operations such as stemming, lem-
matization, chunking, information extraction, and NER 
[2,9,10]. Data have been collected from email, tweets, or 
written and spoken words from various news agencies by dif-
ferent organizations and research groups [5,11– 17]. However, 
for standard text searching and various retrieval operations, a 
large collection of data covering a wide range of topics of 
general interest are required. The corpus presented here is 
intended to fill the gap in IR research on Urdu for experimen-
tation and evaluation on a scale that has never been attempted 
before.

The main contributions of this study can be summarized 
as follows.

• We construct a text collection for the Urdu language con-
sisting of 85 000 documents covering 52 topics of interest.

• Various retrieval models supported by Terrier are empir-
ically compared and the best model is identified for the 
Urdu language.

• The performance of well- known classifiers is evaluated 
using the Urdu language.

The remainder of this paper is organized as follows. We dis-
cuss the methodology used for the construction of our corpus 

in Section 2. Section 3 provides a detailed description of the 
segments of our collection. Experimental results and discus-
sion are presented in Section 4. Section 5 presents an example 
application of IR for Urdu. Our conclusions are provided in 
Section 6.

2 |  METHODOLOGY

A standard benchmark collection is essential for any type 
of language research. We attempted to construct an Urdu 
benchmark for various linguistic studies and text process-
ing tasks, such as ad hoc IR, text summarization, text 
clustering, categorization, NER, and question answering. 
A process flow diagram is presented in Figure  1, which 
shows the four stages of the development of our text col-
lection for Urdu.

2.1 | Data conversion

Our initial corpus was 640 GB in size and contained a mix-
ture of data in various file formats, including InPage files 
(.inp), as well as Photoshop, Word, Excel, PDF, and image 
files. These files were collected over a span of four years. 
From this corpus, 553.5 MB of files were extracted in the .inp 
format. A non- Unicode InPage file6 consists of multiple news 
items from different domains. To transform news items into 
readable text format, they are converted into a standard 
TREC format using the following steps. First, all individual 
news items are extracted from the InPage file and saved into 
another InPage file without images. This file is then trans-
formed into the UTF- 8 format so it can be read by any text 
editor. Next, the obtained Unicode file is split into a number 
of text files according to the number of news items. A unique 
number <DOCNO> is assigned to each file as a combination 
of the date of publishing, category type, and sequence num-
ber, allowing files to be differentiated. Finally, each file is 
converted into a standard TREC format by assigning an 
opening <DOC> tag at the beginning and a closing  
</DOC>tag at the end. The <TEXT> tag is used to enclose 
the news content. A sample document in the standard TREC 
format is presented in Figure 2.

2.2 | Preprocessing

In this module, various methods are applied to reform the 
collected text. For example, operations such as tokenization 

 3http://clef2 018.clef- initi ative.eu// Last visited: 28- 01- 2020.

 4www.resea rch.nii.ac.jp/ntcir/ index - en.html Last visited: 28- 01- 2020.

 5http://fire.irsi.res.in/fire/2019/home Last visited: 28- 01- 2020.

 6InPage is a standard text editor for creating pages in Urdu newspapers, 
books, and magazines using the power of the Nasta'liq style of Arabic 
script.

http://clef2018.clef-initiative.eu/
http://www.research.nii.ac.jp/ntcir/index-en.html
http://fire.irsi.res.in/fire/2019/home
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[18], stopword removal [10,19], normalization, and diacrit-
ics removal [20,21] are applied to remove extraneous text.

2.2.1 | Tokenization

Tokenization is the process of splitting strings in a given doc-
ument into words known as tokens by using a tokenizer to 
read delimiters such as /- "[]():?<>! Characters [22].

2.2.2 | Normalization

Some characters in the Urdu alphabet have more than one Unicode 
because they belong to two languages, such as Urdu and Arabic. 
Such characters should be replaced using the alternative Urdu al-
phabet to prevent the creation of multiple copies of a word.

2.2.3 | Diacritic removal

Diacritics are non- functional terms that are used to ease 
text reading. In principle, they are used to add significance 
to text to make it more meaningful to readers. However, di-
acritics can add too much significance to text, particularly 
when they appear in isolation, because many beginners end 
up making mistakes when reading Urdu text. During the 
preprocessing stage, all diacritics are removed to homog-
enize the text [23].

2.2.4 | Stopword removal

Stopwords are the most common terms in any language. 
These words are used to complete the structure of a sen-
tence, but are not individually meaningful. They are 

F I G U R E  1  Process flow diagram showing the stages of the development of our Urdu text collection
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removed from the text target before applying any algorithm 
to reduce the size of the vocabulary. Stopwords are con-
sidered as a negative list, and they do not contribute to the 
indexing process.

2.3 | Classification

Text classification refers to the process of dividing documents 
into various categories based on their content and titles. Text 
classification is used extensively in many application domains, 
such as document categorization, medical diagnosis, and image 
processing, as well as by many different communities such as 
the database, data mining, machine learning, and IR communi-
ties. We discuss this aspect in greater detail in Section 5.

2.4 | Retrieval architecture

Our architecture can be broadly classified into three basic 
IR processes, namely the representation of user informa-
tion needs, document content, and comparisons, as shown 
in Figure  1. Text is further indexed for the document 

representation of addressed queries. Indexing is the pro-
cess of document representation [24]. A retrieved docu-
ment is ranked based on its relevance, and then the top- k 
ranked documents are selected for pooling and significance 
assessment.

3 |  CORPUS CONSTRUCTION

Because the availability of a standard benchmark collection 
is a prerequisite for research in the domain of IR, it is impor-
tant to establish a standard benchmark collection for any lan-
guage that provides great value to research in the domain of 
IR. However, to the best of our knowledge, such a collection 
does not exist for the Urdu language. In this work, we fol-
lowed the TREC specifications for developing a standard text 
collection [25,26]. Our collection consists of data from vari-
ous news sources in India. Daily Roshni,7 which is a widely 
published news source, contributed raw data from over four 
years in proprietary file formats for text and images, as shown 
in Figure 3.

 7http://www.daily roshni.net/ Last visited: 25- 04- 2019.

F I G U R E  2  Sample file in the TREC format

http://www.dailyroshni.net/
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3.1 | Document collection

The encoding schemes in original articles are non- standard 
and font based. Therefore, documents were converted 
into UTF- 8 encoding to homogenize the corpus. The final 

collection of 85 304 articles was prepared using a wide range 
of categories with varying sizes. A summary of the docu-
ments in each category and the length distributions of the 
documents are presented in Tables  1 and 2, respectively, 
while Table 3 outlines some attributes of the collection.

3.2 | Comparative study of datasets

This section presents a comparative study of the proposed 
collection and existing datasets. The following reports have 

F I G U R E  3  Sample format of an InPage document

T A B L E  1  Document analysis at different levels of preprocessing

Category #Docs #Tokens #Types

Articles 2385 2 833 680 65 794

Opinion 194 284 449 18 093

Sports 7710 1 783 486 39 523

MuslimWorld 10 261 2 764 127 48 379

Health 3233 1 491 193 32 906

UPNews 2053 445 930 20 949

International 6710 1 922 930 43 863

Culture 1916 909 927 22 880

Economical 436 181 991 10 401

Social 3279 1 458 940 40 981

Political 8316 4 490 603 54 147

Entertainment 3778 736 442 25 888

National 10 477 2 766 881 50 479

LocalNews 21 481 5 900 216 65 067

ScienceTechnology 568 228 431 13 115

Miscellaneous 2507 347 881 20 884

Note: "Token" refers to the total number of words in a text.
"Type" refers to the number of distinct words in a text.

T A B L E  2  Length distribution of the collected documents

Document Length (words)
Number of 
documents

9 to 508 67 782

509 to 1008 13 904

1009 to 1508 2520

1509 to 2008 623

2009 to 2508 263

2509 to 3008 125

3009 to 3508 34

3509 to 4008 28

4009 to 4508 11

4509 to 5008 7

5009 to 5508 4

5509 to 6008 3
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provided information regarding constructing corpora in 
Urdu and related languages. There are only a few collec-
tions available, which have only limited access permissions. 
The corpus developed by Becker- Riaz only contains 7000 
Web news documents [9], but it can be used for making rel-
evance judgments and queries. Ijaz and Husain [15] reported 
an Urdu text corpus containing 18 million words, including 
104 341 unique words. Their corpus was extracted from two 
news websites and categorized into several domains, includ-
ing finance, culture, and science. However, their corpora 
are inaccessible for public use based on license constraints. 
Additionally, Urooj et al. [11] developed a corpus of 100K 
Urdu words known as the CLE Urdu Digest corpus, which 
was extracted from Urdu Digest magazine. The data were 
divided into 13 known sections for data categorization and 
annotated with part- of- speech (POS) tags. This Urdu corpus 
is available for public access, but is insufficient in size to 
represent a language model for various types of data testing. 
Therefore, a large Urdu text collection consisting of several 
domains is required to represent a standard language model 
ideally. Table 4 provides a brief summary of existing Urdu 
collections.

3.3 | Topics

First, a set of 148 topics was extracted from our Urdu cor-
pus based on the manual observation of published news 
items. Two topics were taken from FIRE ad hoc queries for 
Hindi because we had data from an overlapping period. Each 
topic consists of natural language statements based on user 
requirements [27]. A typical topic contains four sections of 
title, description, narrative, and unique identification number 
<topic- id>for documentation.

For the formulation of a topic, queries were developed 
and narratives were observed. Topics were further modu-
lated based on the number of documents such that topics 
with more than 80 or less than 10 retrieved documents were 
discarded for being too simple (that is number of relevant 
documents appearing in pooling is greater than 80 out of 
1000) or too complex (that is number of relevant documents 
appearing in pooling is less than 10 out of 1000), respec-
tively, for analysis.

As a result, only 52 topics were retained for final evalu-
ation. The formed queries were also delineated as a mixture 
of short (title field), medium (title and description fields), 
and long queries (composed of title, description, and narra-
tion fields). The average length of the 52 topic titles is 6.61 
terms, with minimum and maximum lengths of 3 and 14 
terms, respectively. An example developed topic is presented 
in Figure 4 and the length distributions of the queries are pre-
sented in Figure 5.

3.4 | Pooling and judgment

The significance of any IR process is dependent on user sat-
isfaction, which can be measured using either precision8 or 
recall.9 Recall is computationally expensive for large collec-
tions, and precision requires nominal feedback from experts. 
Therefore, relevance judgment was accomplished using a 
technique called pooling. Here, a pool based on the TREC 
specifications [25] was prepared for the set of 52 topics with 
eight different models, including language modeling, vector- 
space modeling [28], and divergence from randomness 
(DFR) [28] (for example, BM25, In_expB2, PL2, InL2, 
DFR_BM25, In_expC2, Dirichlet, and term frequency in-
verse document retrieval (TF- IDF)).

4 |  RESULTS AND DISCUSSION

4.1 | Corpus evaluation

The top 100 ranked documents in each topic (out of 1000 
documents) were collected for relevance assessment using 
the Terrier10 IR platform [29]. A total of 41 600 relevance 
judgments were performed for 52 topics using all eight mod-
els, including 11 035 unique documents.11 Finally, 1223 rel-
evant documents were retrieved based on this process. Their 

 8Precision =
Number of relevant items retrieved

Number of retrieved items

 9Recall =
Number of relevant items retrieved

Number of relevant items in colection

 10http://www.terri er.org/ Last visited: 28- 01- 2020.

 11The contents of these documents may be exactly the same, but exist with 
different names in a collection.

T A B L E  3  Attributes of the Urdu collection

Attributes Values

Source Name Daily Roshni

Source URL www.daily roshni.net

Time- Period 15 April 2010 to 26 
December 2014

Collection size (MB) 255.20

Document format Text

No. of documents in the corpus 85 304

Total no. of terms 28 547 107

No. of unique termsa 198 365

Average length of documents (words) 345.37

No. of categories 16

No. of topics 52

Encoding Type UTF- 8
aUnique terms refer to the number of distinct words in a text or collection.

http://www.terrier.org/
http://www.dailyroshni.net
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statistics are presented in Table 5. For each of the 52 queries, 
the numbers of relevant documents retrieved by all models in 
the pool are presented in Figure 6.

The pool generated in this manner was then exhaustively 
judged by experts for binary relevance [30]. Experts with at least 
a Master's degree in Urdu were asked to distinguish relevant 
documents. To obtain an agreement between experts, a Kappa12 
(k) statistic was applied with a coefficient of 0.6 considered as 
acceptable and a coefficient of 0.8 considered as good on the 
relevance scale [31]. Table 6 lists the resulting Kappa values, 
which indicate satisfactory agreement among the judged pairs. 
The query- wise distributions of documents for different retrieval 
models are presented in Figure 7. The observed minimum and 
maximum numbers of retrieved documents for all retrieval mod-
els are similar, and there are only small differences in their quar-
tile deviations. The lower and upper parts of the bar slices 
represent the values of the first (Q1) and third (Q3) quartiles, 
respectively, and the midlines of the bar slices represent the me-
dian of the document distribution for each model.

4.2 | Experimental results

To analyze the effectiveness of the retrieval models, all 
experiments were performed within the Terrier platform. 

Terrier is a modular platform for the rapid development of 
wide- ranging IR applications with indexing, retrieval, and 
evaluation of English and non- English documents. For all of 
our experiments, we used the Terrier tool for document re-
trieval. During indexing, only single terms from documents 
and queries, excluding phrase terms, were pre- indexed. To 
make the terms consistent and normalized, diacritics were 
removed and transcoded uniformly, as suggested byAkram 
and others [21]. The Assas- Band stemmer was used for stem-
ming, while tokenizing was performed using a tool developed 
by Humayoun and others [20]. For all of our experiments, the 
parameters were set to Terrier’s default values. Terrier sup-
ports a large variety of weighting models. We adopted the 
following weighting models:

1. Probabilistic Model [32]
a. BM25: One of the best- known term- weighting schemes. 

BM stands for best match. This method accounts for 
three components: the term frequency, IDF, and the 
length of the document.

2. DFR Models [33]
a. InL2: An IDF model with Laplace after- effects and 

normalization 2. This model can be used for tasks that 
require initial precision.

b. PL2: A Posisson model with Laplace after- effects and 
normalization 2. This model can be used for tasks that 
require initial precision. PL2 is one of the DFR weight-
ing models. 12

� =
P(A) − P(E)

1 − P(E)

F I G U R E  4  Sample topic (Topic 2, ``Adarsh Housing Scams'')



   | 9RASHEED Et Al.

c. DFR_BM25 (DFR): The DFR version of BM25.
d. In- expB2: Inverse expected document frequency model with 

Bernoulli after- effects and normalization 2. The logarithms 
are base 2. This model can be used for classic ad hoc tasks.

e. In- expC2: Inverse expected document frequency model 
with Bernoulli after- effects and normalization 2. The 
logarithms are base e. This model can be used for clas-
sic ad hoc tasks.

3. Language Model
a. Dirichlet: Language modeling with Bayesian smooth-

ing and a Dirichlet prior.
4. Vector space model [34]

a. TF- IDF: This weight is a statistical measure for evalu-
ating the importance of a word in a selected document 
within a corpus. Importance increases proportionally to 
the number of times a word appears in a document, but 
is offset by the frequency of the word in the corpus.

It is difficult to judge that the performance of retrieval 
model A is better than that of retrieval model B based on a 
single query. The information process for any text collection 
must be quantified in terms of overall effectiveness [35– 37]. 
Here, the performances of all eight retrieval systems on 52 
queries based on binary relevance were measured using the 
TREC_eval13 program, as shown in Table 7 and Figure 8.

To measure the performance of retrieval models, calcula-
tions were performed for 11 recall levels (0.0, 0.1, 0.2, ..., 
1.0) and the precision values were interpolated14 at each point 
for all queries in the evaluation benchmark. The average 
scores for all 52 queries were mapped to the mean average 
precision (MAP) values of the retrieval models.

According to Table 7, at a recall of 0, TF- IDF yields the 
highest precision score among all models, buts its precision 
is reduced when the recall value is greater than 0.3, falling 
behind BM25. The MAP value of TF- IDF is the highest 
among all of the models. This means that the TF- IDF model 
provides good overall performance on the Urdu collection.

Precision values P@k were computed at different document 
threshold values k (5, 10, 15, 20, 30, 100) to assess the entire 
system. One can see that there are significant differences between 
all models at P@5 in Figure 8, whereas the precision values are 
approximately equal at other values of k (10, 15, 20, 30 and 100). 
However, BM25 exhibits greater efficiency at every value of k.

5 |  APPLICATIONS OF 
CLASSIFICATION

A massive rise in digital information on the Internet and de-
mand for search engine optimization has put increased pres-
sure on developers to improve user experiences. We prepared a 

 13www.trec.nist.gov/trec_eval/ Last visited: 28- 01- 2020.  14
Pinter(r) = max

r�≥r
P(r�)

F I G U R E  5  Length distributions of 
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T A B L E  5  Statistics of pooled documents

Attributes Values

Number of topics 52

Pool- depth 100

Number of pooled docs 41 600

Number of relevant docs 1223

Average pooled docs per query 800

Average relevant docs per query 23.51

Minimum reldocs per query 11

Maximum reldocs per query 43

T A B L E  6  Pairwise agreement among three experts for the 
evaluation of relevance

Judges pair
Agreement 
k (%)

Experts A, B 79.04%

Experts B, C 84.81%

Experts A, C 92.42%

Mean 85.42%

http://www.trec.nist.gov/trec_eval/
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F I G U R E  6  Numbers of retrieved relevant documents per query in the pool
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F I G U R E  7  Query- based document dispersion for the eight retrieval models
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standard benchmark collection for Urdu to simplify various es-
sential operations such as IR, data mining, and NLP to stream-
line the text categorization of various data types for medical 
diagnosis, image processing, text filtering, and many other 
applications. In contrast to Latin script, text categorization for 
Urdu is a more difficult task based on its complex morphology 
and challenges related to space insertions or omissions.

Several machine learning algorithms are available based on 
supervised or unsupervised techniques. Several classification 
methods have been successfully tested using different software 
systems and are freely available, such as Mallet [38] and WEKA 
[39]. Additionally, WEKA also supports built- in methods such 

as tokenization, stopword removal, feature selection, and fea-
ture weighting. To assign weights to each term, we adopted 
TF- IDF weighting schemes, but the baseline feature selection 
results were not satisfactory. Therefore, we reduced the weights 
of less important features by applying the information gain (IG) 
method to select the best features and improve the efficiency 
of our classifiers. Four different supervised learning classifi-
ers were tested for text classification, while the IG method was 
used for feature selection, as suggested by the authors of [40]. 
We performed k- fold cross- validation to divide the given data 
into k equal groups. We utilized a value of k = 10. This means 
that we mixed the data and then split the data into 10 groups 

Recall InL2
DFR_
BM25 Dirichlet

In_
expB2 PL2

TF_
IDF BM25

In_
expC2

0.00 0.5212 0.6152 0.5719 0.5149 0.6081 0.6810 0.6187 0.6011

0.10 0.4692 0.5122 0.4865 0.4720 0.5020 0.5613 0.5401 0.5179

0.20 0.3860 0.4145 0.3952 0.3899 0.4134 0.4745 0.4312 0.4242

0.30 0.3678 0.3875 0.3755 0.3688 0.3830 0.3998 0.4007 0.3864

0.40 0.3415 0.3549 0.3384 0.3432 0.3531 0.3636 0.3652 0.3571

0.50 0.3096 0.3187 0.3109 0.3118 0.3149 0.3143 0.3315 0.3205

0.60 0.2725 0.2799 0.2682 0.2728 0.2768 0.2674 0.2876 0.2794

0.70 0.2321 0.2341 0.2229 0.2308 0.2305 0.2288 0.2358 0.2312

0.80 0.1979 0.2034 0.1949 0.1971 0.2019 0.2004 0.2058 0.2013

0.90 0.1705 0.1760 0.1695 0.1714 0.1734 0.1712 0.1811 0.1737

1.00 0.1496 0.1538 0.1480 0.1499 0.1514 0.1602 0.1593 0.1519

MAP 0.2859 0.3064 0.2920 0.2852 0.3033 0.3203 0.3162 0.3052

T A B L E  7  Precision and recall values 
for the eight retrieval systems

F I G U R E  8  Precisions at document 
thresholds for the eight retrieval 
systems
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10 Cross fold SVM(%) NB(%) DT(%)
KNN- 
1(%)

KNN- 
3(%)

KNN- 
5(%)

100 67.90 48.70 61.00 46.30 48.00 50.00

200 71.30 52.60 63.00 47.20 48.60 49.90

300 74.30 53.90 65.70 48.60 50.10 51.10

T A B L E  8  Performances of different 
classifiers on our Urdu collection
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to evaluate the efficiency of each machine learning classifier. 
Accuracy was measured for the top- 100, top- 200, and top- 300 
selected features, and the results were compared for final anal-
ysis. The results in Table 8 reveal that the best performance is 
obtained by the support vector machine (SVM) classifier, fol-
lowed by the decision tree (DT), regardless of the number of 
selected features. The other classifiers (that is, naive Bayes (NB) 
and k- nearest neighbors (KNN)) perform relatively poorly for 
different numbers of selected features.

6 |  CONCLUSIONS AND FUTURE 
ENHANCEMENTS

Experimental research on any language is strongly dependent 
on the availability of linguistic resources, primarily large text 
collections, which have been largely unavailable for the Urdu 
language, significantly slowing its progress compared to other 
advanced languages. In this article, we described the construction 
of an Urdu text collection that can be used for evaluating vari-
ous Urdu text processing activities. The proposed text collection 
for Urdu is expected to facilitate much- needed progress. Our 
text collection includes 16 different types of categories covering 
politics, sociology, sports, etc. This collection was constructed 
according to the TREC standard and tested using different stand-
ard retrieval models and techniques for relevance assessment. 
The results were very promising. Our collection can be used for 
many machine learning applications and various NLP tasks. The 
entire collection is freely available for academic research. We 
hope that the availability of this resource will help make Urdu 
information retrieval an exciting and productive field.
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