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Heart disease consistently ranks as one of the leading causes of deaths globally.

This project utilizes a newly merged heart disease dataset with 918 unique

instances and 12 attributes, comprised of five globally recognized datasets from

UCI Machine Learning Repository. Various machine learning techniques such as

OneR, Decision Tree J48, K-Nearest Neighbors, Support Vector Machines,

Logistic Regression, and ensemble methods are applied on Waikato

Environment for Knowledge Analysis (Weka) open-source ML tool and python

sickit-learn with 10-fold cross validation to the dataset to evaluate the likelihood

of a patient having heart disease. Overall, python sickit-learn and Weka results

were similar, and ensemble methods have better accuracy than simple

classifiers. The Weka results were slightly higher in all methods.

ConclusionsResults

Introduction

Weka Results

Results achieved upon applying ML techniques with seed 1 suggest that except

for OneR, all methods have shown similar accuracy, with stacking taking the

lead. The stacking method performed a KNN using 19 nearest neighbors and

Euclidean distance, then applied the Logit Boost which performs additive logistic

regression, and then the vote classifier. These results then feed into the IBK

(KNN) model using 19 and Euclidean distance to get the final results.

The ability to better predict cardiovascular disease for a patient can save the

cost of unnecessary expensive medical tests and save lives by starting

treatment early before more serious events such as a heart attack or stroke

occur.

The results of this study show that python sickit-learn and Weka results were

somewhat similar. Ensemble methods stacking and bagging have better

accuracy than weak classifiers alone.

The stacking (KNN, LR, KNN) machine learning technique performed the best in

Weka with 87.24% accuracy, followed by bagging (i=10, RF) at 86.37%. In

python sickit-learn, the best method was bagging (i=100, RF) method with

85.36% accuracy, followed by stacking (RF, DT, LR) at 84.82%.

The intellectual merit of this project expands upon a previously published work.

The previously published work examines weighted attributes while this project

seeks to look at all the attributes presented within this dataset. By examining the

dataset this way, we can ensure that no given attribute is given too much

weight. For this reason, this paper can advance the understanding of how all

these common risk factors can determine if someone has heart disease or not.

The most significant action we can undertake to further the potential of our

research and have the most beneficial impact on society is to promote our

research using Weka to the global medical community. Open-source machine

learning tool with graphical user interfaces provide easy accessibility and

usability to users. Doctors can add new instances to existing datasets to predict

a cardiovascular disease for a patient.

Early detection of heart disease is important so treatment can begin.

Frequently, there are no observable symptoms, and a heart attack or stroke is

the first indication of a problem. Therefore, the ability of machine learning

techniques to leverage key factors to accurately predict heart disease can be

critical to saving lives.

In this project we will use Weka open-source machine learning tool and python

scikit-learn package to analyze a heart disease prediction dataset and

evaluate the results obtained after preparing the dataset and applying different

machine learning techniques with 10-fold cross validation.

These advanced methods are applied in accessible open-source Weka

environment that can be used worldwide by doctors as an assisting tool to

predict heart disease and save lives.
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1. What is the role of machine learning in predicting heart disease?

2. Is there a difference in machine learning models when completed through 

Weka versus completed using python sickit-learn?

3. What machine learning model predicts heart disease with the highest 

accuracy?
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Fig 1. Data after preprocessing

Fig 2. Comparison between Weka and python sickit-learn accuracy results

Heart Failure Prediction Dataset:

Cleveland, Hungarian, Switzerland, Long 

Beach VA, and Stalog (Heart)

Python sickit-learn Results

Results achieved upon applying ML in python sickit-learn, show that the bagging

method with 100 iterations and Random Forest classifier with a base learner

demonstrated the best accuracy. During the analysis, various parameters have

been tested aiming get the best possible results.

Comparison

Overall, python sickit-learn and Weka results were similar. The Weka results

were slightly higher in all methods.
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