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Abstract

Measure and Integral are important when dealing with abstract spaces such as
function spaces and probability spaces. This thesis will cover Lebesgue Measure and
Lebesgue integral. The Lebesgue integral is a generalized theory of Riemann integral
learned in mathematics. The Riemann integral is centered on the Definition domain of
the function, but the Lebesgue integral is different in that it is centered on the range of
the function, and uses the basic concept of analysis. Measure and integral have widely
applied not only to mathematics but also to other fields.
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Introduction

General measures and integrals are used in many fields of mathematics. In this
paper, I would like to introduce Lebesgue measure and integral. A Lebesgue measure
provides mathematical abstraction of mass, distance, area, volume, probability, and
general concepts to a subset of Euclidean space. The Lebesgue integral is an integral
that can be defined on a general measure space. The Lebesgue measure and integral
is mainly used in mathematics fields such as analysis and probability theory and other
fields.
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Chapter 1

Preliminaries

1.1 Related Theorems and Definitions

Definition 1.1.1. Measurable space and measurable set.

Given a set X and a σ-algebra M ⊂ P(X ), (X , M) is called a measurable space, and
any set in M is called a measurable set.

Definition 1.1.2. σ-algebra.

Given a set A(6= ∅) ⊂ P(X ), the σ-algebra σ(A) ⊂ P(X ) obtained from Theorem 2.2.9
is called the σ-algebra generated by A.

Definition 1.1.3. Borel set and Bore measurable space.

Given a topological space (X , T ), according to Theorem 2.2.9, there is a σ-algebra
G(T ) produced by T . A topology T is collection of subsets of X . Let the σ-algebra
Bσ(X ) = G(T ) be the Borel σ-algebra in the topological space (X,T ) or simply the
Borel algebra. Any set in Bσ(X) is called a Borel Set. In particular, (X, Bσ(X)) is
called a Borel measurable space.

Definition 1.1.4. Fσ−set and Gδ−set.

The set represented by a union of countable closed sets is called an Fσ−set and the set
represented by an intersection of countable open sets is called a Gδ−set.

Definition 1.1.5. The extended Borel σ-algebra.

The σ-algebra Bσ(R̄) = G
(
T
(
R̄
))
⊂ P(R̄) generated by T (R̄) is called the extended

Borel σ-algebra.

Definition 1.1.6. M-measurable.

A function f : X → R̄ defined on a measurable space (X, M) is called M-measurable.

Definition 1.1.7. The positive part of the function f : X → R̄ and the negative part of
function f : X → R̄.

The two functions f ±: X → R̄ from the function f : X → R̄ defined on the set X are
defined as

f +(x ) = max{f (x ), 0} and f −(x ) = max{−f (x ), 0}.



2

Definition 1.1.8. Measurable.

Given the measurable space (X , M1) and (Y , M2), if the function F : X → Y satisfies
the condition

F−1(E ) ∈M1 (E ∈ M2),

the function F : X → Y is called measurable.

Definition 1.1.9. A measure and a measure space.

Given a measurable space (X , M), if the function µ: M→ R̄ with an extended
real-valued and defined on σ-algebra M, satisfies the condition

(1) µ(∅) = 0,

(2) µ(E ) ≥ 0 (E ∈M),

(3) (En)n≥1 ⊂M and En ∩ Em = φ(n 6= m) =⇒ µ
( ∞⋃
k=1

Ek

)
=
∞∑
k=1

µ(Ek),

µ: M→ R̄ is called a measure and (X , M, µ) is called a measure space.

Definition 1.1.10. A finite measure, finite measure space and σ-finite measure space.

Given a measure space (X , M, µ), it is defined as follows.

(a) If the condition µ(X ) < +∞ is satisfied, µ is called a finite measure and
(X , M, µ) is called a finite measure space.

(b) If there exists a measurable set sequence (En)n≥1 ⊂M that satisfies

the condition X =
∞⋃
n=1

En and µ(En) < +∞ (n ∈ N), µ is called a σ-finite

measure and (X , M, µ) is called a σ-finite measure space.

Definition 1.1.11. The Borel measure space.

For the Topological space (X , T ), if the measure µ: B → R̄ is given and the Borel
measure space

(
X , Bσ(X )

)
is considered,

(
X , Bσ(X ), µ

)
is called the Borel measure

space.

Definition 1.1.12. A translation invariant measure space.

If the measure space (X , M, µ) satisfies the condition

E ∈M and a ∈ k =⇒ E + a ∈M and µ(E + a) = µ(E )

for a closed set X by addition, the measure space (X , M, µ) is called a translation
invariant measure space.

Definition 1.1.13. A complete measure space and complete measure.

If a measure space (X , M, µ) is given and the conditions

N ∈M and µ(N ) = 0 =⇒ P(N ) ⊂M

are satisfied, (X , M, µ) is called a complete measure space and the function µ:
M→[0,+∞] is called a complete measure.

Definition 1.1.14. The completion of the measure space, completion of M and
completion of µ.

Given a measure space (X , M, µ), a complete measure space (X , M̂, µ̂) that satisfies

the condition [M ⊂ M̂ and µ̂|M = µ] is called the completion of the measure space (X ,

M, µ). The σ-algebra M̂ is called the completion of M for a measure µ, and a measure
µ̂ is called the completion of µ.



3

Definition 1.1.15. The standard representation of a simple measurable function.

Given a simple measurable function φ: X → R, an expression such as (4.1) is called
the standard representation of a simple measurable function φ: X → R.

Definition 1.1.16. The Lebesgue integral.

Given a measure space (X , M, µ), we define∫
f dµ = sup

{∫
φ dµ: φ ∈ S+f (X , M)

}
(4.3)

for the measurable function f ∈M+ (X , M). (4.3) is called the Lebesgue integral
[Wei73] of the measure function f ∈M+(X ,M) for measure µ: M→ [0, +∞].

Theorem 1.1.17. The standard expression.

For the measurable function f ∈M+ (X , M) and measurable set E ∈M, the following
holds.

(a) f (x ) = 0 (x ∈ E ) =⇒
∫
E f dµ = 0.

(b) µ(E ) = 0 =⇒
∫
E f dµ = 0.

φ =
n∑
k=1

akχAk

is called the standard expression.
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Chapter 2

Measurable Functions

2.1 Related Theorems and Definitions

Definition 2.1.3. measurable space and measurable set

Given a set X and a σ-algebra M ⊂ P(X ), (X , M) is called a measurable space, and
any set in M is called a measurable set.

Definition 2.1.10. σ-algebra.

Given a set A(6= ∅) ⊂ P(X ), the σ-algebra σ(A) ⊂ P(X ) obtained from Theorem 2.2.9
is called the σ-algebra generated by A.

Definition 2.1.11. Borel set and Borel measurable space.

Given a topological space (X , T ), according to Theorem 2.2.9, there is a σ-algebra
G(T ) produced by T . A topology T is collection of subsets of X . Let the σ-algebra
Bσ(X ) = G(T ) be the Borel σ-algebra in the topological space (X,T ) or simply the
Borel algebra. Any set in Bσ(X) is called a Borel Set. In particular, (X, Bσ(X)) is
called a Borel measurable space.

Definition 2.1.12. Fσ−set and Gδ−set.

The set represented by a union of countable closed sets is called an Fσ− set and the set
represented by an intersection of countable open sets is called a Gδ− set.

Definition 2.1.21. The extended Borel σ-algebra.

The σ-algebra Bσ(R̄) = G
(
T
(
R̄
))
⊂ P(R̄) generated by T (R̄) is called the extended

Borel σ-algebra.

Definition 2.3.1. M-measurable.

A function f : X → R̄ defined on a measurable space (X, M) is called M-measurable.

Definition 2.3.12. The positive part of the function f : X → R̄ and the negative part
of function f : X → R̄.

The two functions f ±: X → R̄ from the function f : X → R̄ defined on the set X are
defined as

f +(x ) = max{f (x ), 0} and f −(x ) = max{−f (x ), 0}.
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Definition 2.3.23. measurable.

Given the measurable space (X , M1) and (Y , M2), if the function F : X → Y satisfies
the condition

F−1(E ) ∈M1 (E ∈ M2),

the function F : X → Y is called measurable.

2.2 σ-Algebras

Given a set X , the set of all subsets of X is denoted by P(X ). Therefore, P(X ) =
{A: A ⊂ X }.

Definition 2.2.1. If the set M ⊂ P(X ) consisting of subsets of X satisfies

(1) φ,X ∈M;

(2) A ∈M =⇒ Ac = X −A ∈M;

(3) Ak ∈M (k ∈ N) =⇒
∞⋃
k=1

Ak ∈M;

the set M is called a σ-algebra. Instead of (3), if M satisfies

(3′)A1 ,A2 , · · · ,An ∈M(n ∈ N) =⇒
n⋃
k=1

Ak ∈ N,

the set M is called an algebra of sets.

Example 2.2.2. For a set X , M0 = {A ∈ P(X): either A is a finite set or Ac is a
finite set}.

If X is a finite set, then M0 = P(X ), so M0 is both an algebra of set and a
σ-algebra. If X is an infinite set, M0 is an algebra of set, but not σ-algebra.

Definition 2.2.3. Given a set X and a σ-algebra M ⊂ P(X ), (X , M) is called a
measurable space, and any set in M is called a measurable set.

Proposition 2.2.4. For a measurable space (X ,M),

Ak ∈M(k ∈ N) =⇒
∞⋂
k=1

Ak ∈M.

Proof.
According to Definition 2.2.1 (2), Ac

k ∈M(k ∈ N) holds. Applying the Definition 2.2.1
(3), we get

⋃
k

Ack ∈M and apply the Definition 2.2.1 (2) and De Morgan’s Law

[Wei74], we get

∞⋂
k=1

Ak =

(
∞⋃
k=1

Ack

)c
∈M.

Example 2.2.5. Let M1 = {φ,X } and M2 = P(X ) for a set X . Then, (X , Mk) is a
measurable space (k= 1, 2).

Example 2.2.6. Let X = N, A = {1, 3, 5, . . . } and B={2, 4, 6, . . . }. Then, M =
{φ, A, B, X} ⊂ P(X) and (X, M) is a measurable space.



6

Proposition 2.2.7. Given an uncountable set X, let

M = {A ⊂ P(X): A is a countable set or Ac is a countable set}.

(X, M) is a measurable space.

Proposition 2.2.8. Let (X, Mj) (j = 1, 2) be a measurable space for a set X and

M = M1
⋂

M2.

Then, (X ,M) is measurable space.

Theorem 2.2.9. Given a set A(6= ∅) ⊂ P(X), there is one smallest σ-algebra
σ(A) ⊂ P(X ) containing A ⊂ P(X).

Proof.
Consider the set S = {M ⊂ P(X): M is a σ-algebra and A ⊂M}. Now,

σ(A) =
⋂

M∈S
M.

It can be easily seen that σ(A) is a σ-algebra. First, for all M ∈ S, since A ⊂M,
A ⊂ σ(A) clearly holds, and if M′ ⊂ P(X) is a σ-algebra that satisfies the condition
A ⊂M′, then by the Definition of S, M′ ∈ S, so σ(A) ⊂M′ is satisfied. Therefore,
σ(A) is the smallest σ-algebra containing A.

Definition 2.2.10. Given a set A( 6= ∅) ⊂ P(X ), the σ-algebra σ(A) ⊂ P(X ) obtained
from Theorem 2.2.9 is called the σ-algebra generated by A.

Definition 2.2.11. Given a topological space (X , T ), according to Theorem 2.2.9,
there is a σ-algebra G(T ) produced by T .

A topology T is collection of subsets of X . Let the σ-algebra Bσ(X ) = G(T ) be
the Borel σ-algebra in the topological space (X,T ) or simply the Borel algebra. Any
set in Bσ(X) is called a Borel Set. In particular, (X, Bσ(X)) is called a Borel
measurable space.

Definition 2.2.12. The set represented by a union of countable closed sets is called an
Fσ−set and the set represented by an intersection of countable open sets is called a
Gδ−set.

Example 2.2.13. Given a topological space (X, T ), any closed set is an Fσ− set and
any an open set is a Gδ− set.

Also, the union of countable Fσ− sets is an Fσ− set and the intersection of
countable Gδ− sets is a Gδ− set. In particular, a prerequisite for a set A ∈ P(X) to be
an Fσ− set is that the set Ac ∈ P(X ) is a Gδ− set.

Note 2.2.14. If the σ-algebra generated by the usual topology Un has given on the set

Rn =

n︷ ︸︸ ︷
(R× R× · · · × R) is expressed as Bσ(Rn) = G(Un), then the elements of Bσ(Rn)

are Borel sets in the topological space Rn [Wei74].

Note 2.2.15. For the set R, if A = {(a, b): −∞ < a < b < +∞} ⊂ P(R), then
G(A) = Bσ(R) holds.

Because we know that U1 ⊂ G(A), we get G(U1) ⊂ G(A). Since A ⊂ U1,
G(A) ⊂ G(U1) holds. Therefore, Bσ(R) = G(U1) ⊂ G(A).
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Proposition 2.2.16. For the Borel σ-algebra Bσ(R) ⊂ P(R) on the set R, the
following holds.

(a) A1 = {(a, b]: −∞ < a < b < +∞} ⊂ P(R) =⇒ G(A1) = Bσ(R).

(b) A2 = {[a, b]: −∞ < a < b < +∞} ⊂ P(R) =⇒ G(A2) = Bσ(R).

(c) A3 = {(a,+∞): a ∈ R} ⊂ P(R) =⇒ G(A3) = Bσ(R).

Example 2.2.17. Considering the usual topology (R, U1), for a, b ∈ R satisfying the
condition a < b, we get

(a, b) =
∞⋃
n=1

[
a + 1

n , b −
1
n

]
, {a} =

∞⋂
n=1

(
a − 1

n , a + 1
n

)
.

Therefore, an open interval is a Gδ−set and an Fσ−set. All open sets are both
Gδ−sets and Fσ−sets. For any real number p ∈ R, {p} is a closed set, so {p} is both an
Fσ−set and a Gδ−set. Moreover, Q =

⋃
q∈Q
{q} is an Fσ−set.

Note 2.2.18. Fσ−sets and Gδ−sets are relatively simple Borel sets.
Moreover, the Fσδ−set is the intersection of countable Fσ−sets and the Gδσ−set is

the union of countable Gδ−sets, which are also Borel sets,{
Fσ−set ,Fσδ−set ,Fσδσ−set ,

Gδ−set ,Gδσ−set ,Gδσδ−set .
(2.1)

If the Fσδ−set is the countable union of the set, then the set is Fσ− . If the Gδσ−set
is the countable intersection of the set, then the set is Gδ− . Thus, we define Fσδ− and
Gδσ− . By repeating this process, a sequence consisting of Borel sets can be obtained.

Proposition 2.2.19. Given a topological space (X, T ), let [F ] and [G] be symbols
representing all closed sets and all open sets, respectively.

And all Fσ−sets are represented by [Fσ], also Fσδ−set is represented by [Fσδ].
Define [Fσδσ] in the same way. All Gδ−sets are represented by [Gδ], also Gδσ− set is
represented by [Gδσ]. Define [Gδσδ] in the same way.

Given a topological space (X , T ), the following holds.{
[F ] ⊂ [Fσ] ⊂ [Fσδ] ⊂ [Fσδσ] ⊂ · · · ,
[G ] ⊂ [Gδ] ⊂ [Gδσ] ⊂ [Gδσδ] ⊂ · · · .

First, the order and operation are determined as follows to deal with the set of all
extended real numbers.

Note 2.2.20. Assume the set of extended R̄ = [−∞,+∞], the following order and
algebraic operations are given for x ∈ R:

◦ −∞ < x < +∞,

◦ (±∞) + (±∞) = ±∞,

◦ x+ (±∞) = (±∞) + x = ±∞,

◦ x
∞ = 0 = x

−∞ ,

◦ (±∞)(±∞) = +∞,

◦ (±∞)(∓∞) = −∞,
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◦ x(±∞) = (±∞)x =


±∞(x > 0),

0(x = 0),

∓∞(x < 0),

(+∞) + (−∞) and (−∞) + (+∞) are not defined.

According to Note 2.2.20, we get:

(a) The set R̄ of all extended real numbers is an ordered set.

(b) Given a set A ⊂ R̄ arbitrarily, sup A and inf A exist within R̄.

(c) Given an arbitrarily point a ∈ R, (a, +∞] is a neighborhood of +∞.

Define

S(R̄) = {(a, +∞], [−∞, b): a, b ∈ R} ⊂ P(R̄).

The topology on R̄ generated by S(R̄) is denoted by T (R̄) [Kub07].

Definition 2.2.21. The σ-algebra Bσ(R̄) = G
(
T
(
R̄
))
⊂ P(R̄) generated by T (R̄) is

called the extended Borel σ-algebra.

Proposition 2.2.22. Let A0 = {(a, +∞]: a ∈ R} ⊂ P(R̄). Then, Bσ(R̄) = G(A0),
that is, A0 generates the extended Borel σ-algebra.

Proof.

Let b ∈ R and a choose a sequence (bn)n≥1 ⊂ R such that{
bn ≤ bn+1 < b (n ∈ N),

lim
n→+∞

bn = b.

Then,

[−∞, b) =
∞⋃
n=1

[−∞, bn ] = R̄−
∞⋂
n=1

(bn , +∞]

holds, so that [−∞, b) ∈ G(A0), and in particular, S(R̄) ⊂ G(A0) is obtained.
Therefore, A0 ⊂ T (R̄) ⊂ G(A0) hold.

2.3 Measurable Functions

Definition 2.3.1. A function f : X → R̄ defined on a measurable space (X, M) is
called M-measurable if

{x ∈ X: f(x) > α} ∈M (α ∈ R)

is satisfied. We denoted it f ∈M(X , M).

Notation 2.3.2. The full set of measurable functions with extended real values on the
measurable space (X, M) will be expressed as follows.

M(X ,M) = {f : X → R̄ | f is a measurable function}.
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Lemma 2.3.3. Given an extended real-valued function f : X → R̄ for the measurable
space (X , M), the following are equivalent to each other.

(a) f ∈M(X , M).

(b) Aα = {x ∈ X : f(x) > α} ∈M(α ∈ R).

(c) Bα = {x ∈ X : f(x) ≤ α} ∈M(α ∈ R).

(d) Cα = {x ∈ X : f(x) ≥ α} ∈M(α ∈ R).

(e) Dα = {x ∈ X : f(x) < α} ∈M(α ∈ R).

Proof.

(a)⇐⇒(b) is clear by Definition 2.3.1.
(b)⇐⇒(c) is obtained immediately by applying Bα = Ac

α and Aα = B c
α.

(b)=⇒(d). Assuming that (b) is established, Aα− 1
n
∈M for any natural

number n ∈ N. However, if you apply the Archimedes property [Hal74], we get

∞⋂
n=1

Aα− 1
n
⊂ Cα.

Since the opposite inclusion is obvious,

Cα =
∞⋂
n=1

Aα− 1
n

is established and thus Cα ∈M is known.

(d)=⇒(b). Assuming that (d) is established, Cα+ 1
n
∈M for any n ∈ N.

However, if you apply the Archimedes property [Hal74], we get

Aα ⊂
∞⋃
n=1

Cα+ 1
n

.

Since the opposite inclusion is clear,

Aα =
∞⋃
n=1

Cα+ 1
n

.

is established and thus Aα ∈M is known.

(d)⇐⇒(e), If Cα = Dc
α and Dα = C c

α are applied, the equivalence can be
obtained immediately.

Example 2.3.4. All constant functions are measurable. Let f : X → R̄ be a constant
function defined by f (x ) = c (x ∈ X ) and let α ∈ R.

If c ∈ R:

{x ∈ X : f (x ) > α} =

{
∅ (α ≤ c),

X (α < c).

If c ∈ {−∞,+∞}: since −∞ < α < +∞, we get

{x ∈ X : f (x ) > α} =

{
∅ (c = −∞),

X (c = +∞).

Since {x ∈ X : f (x ) > α} ∈M is established in either case, the constant function f :
X → R̄ is measurable.
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Example 2.3.5. A function χ
E

: X → R defined as

χ
E

(x ) =

{
1 (x ∈ E )

0 (x /∈ E )

for E ∈ P(X ) is called a characteristic function of the set E ∈ P(X ). If E ∈M, the
function χ

E
: X → R is measurable. Because we can see

{x ∈ X : χ
E

(x ) > α}=


∅ (α ≤ 1)

E (0 ≤ α < 1)

X (α < 0)

for any α ∈ R. In either case, {x ∈ X: χ
E
> α} ∈M is established and the function

χ
E

: X → R is measurable.

Proposition 2.3.6. When considering the Borel measurable space (X , Bσ(X )) for the
Topological space (X , T ), all continuous functions f : X → R̄ are Bσ(X )-measurable.
Proof.

We see that {x ∈ X : f (x ) > α} = f −1((α, +∞]) for any α ∈ R. (α, +∞] is an
open set on R̄ and the function f is continuous, so f −1((α,+∞]) ∈ T . Therefore,
{x ∈ X : f (x ) > α} ∈ Bσ(X ) is established, and thus the continuous function f :
X → R is Bσ(X )-measurable.

Lemma 2.3.7. When considering the Borel measurable space (R, Bσ(R̄)) for the
Topological space (X , T ), all continuous functions f : R→ R̄ is Borel measurable.

Example 2.3.8. Considering the Borel measurable space (R, Bσ(R̄)), all monotone
functions f : R→ R̄ are measurable. Let’s only look at the case where the function f :
R→ R̄ is a monotone increase. That is, for any α ∈ R, there is a real number β ∈ R
that satisfies

{x ∈ R: f (x ) > α} ∈ {(β, +∞), [β, +∞), φ, R}.

In any case, {x ∈ R: f (x ) > α} ∈ Bσ(R) holds, and the monotone increasing function
f : R→ R̄ is measurable.

Note 2.3.9. For the measurable space (X ,M), the following holds.

• χ
A
∈M(X, M)⇐⇒ A ∈M.

• If M = {φ, X }, f ∈M(X , M)⇐⇒ f is a constant function.

• If M = P(X ), any function f : X → R̄ is measurable.

Example 2.3.10. Given a measurable function f ∈M(X , M) and a positive number
r >0, if the function fr: X → R is defined as

fr(x )=


r (f (x ) > r),

f (x ) (|f (x )| ≤ r),

−r (f (x ) < −r)),

then fr ∈M(X , M). If any real number α ∈ R,
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{x ∈ X : fr > α}=


X (α < −r),

{x ∈ X : f (x ) > α} (−r ≤ α < r),

∅ (r ≤ α)

is established, so fr ∈M(X , M).

Lemma 2.3.11. Given measurable functions f , g: X → R on the measurable space
(X , M) and a real number c ∈ R, we have cf , f 2, f + g, fg, and |f | ∈ M(X , M).

Proof.

(1) Consider the case of cf .

• If c = 0, cf is a constant function, so cf is a measurable function.

• If c 6= 0,

{x ∈ X : (cf )(x ) > α} =

{
{x ∈ X : f (x ) > α

c } (c > 0),

{x ∈ X : f (x ) < α
c } (c < 0)

is established for any α ∈ R. In any case, {x ∈ X : (cf )(x ) > α} ∈M is
established, so cf is a measurable function.

(2) In the case of f 2,

{x ∈ X : f 2(x ) > α} ={
X (α < 0),

{x∈ X : f (x ) >
√
α} ∪ {x ∈ X : f (x ) < −

√
α} (α ≥ 0)

is established for any α ∈ R. In any case, {x ∈ X : f 2(x ) > α} ∈M is
established, so f 2 is a measurable function.

(3) In the case of f + g , if any real number α ∈ R is fixed and the set Sr is
given by

Sr = {x ∈ X : f(x ) > r} ∩ {x ∈ X : f (x ) > α− r}

for a rational number r ∈ Q, then Sr ∈M is established. Also, f + g is a
measurable function because

{x ∈ X : (f + g)(x ) > α} =
⋃
r∈Q
Sr

is established by the density of the rational numbers in R.

(4) In case of fg , if equation

fg = 1
4

[
(f + g)2 − (f − g)2

]
is used and (1)− (3) are applied, then fg is a measurable function.

(5) In case of |f |,
{x ∈ X : |f |(x ) > α} ={

X (α < 0),

{x ∈ X : f (x ) > α} ∪ {x ∈ X : f (x ) < −α} (α ≥ 0)

is established for any real number α ∈ R. In either case,
{x ∈ X : |f |(x ) > α} ∈M is established, so |f | is a measurable function.
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Definition 2.3.12. The two functions f ±: X → R̄ from the function f : X → R̄
defined on the set X are defined as

f +(x ) = max{f (x ), 0} and f −(x ) = max{−f (x ), 0}.

The function f +: X → R̄ is called the positive part of the function f : X → R̄ and f −:
X → R̄ is called the negative part of function f : X → R̄.

Note 2.3.13. For the function f : X → R̄ defined on the set X , the following holds.{
f = f + − f − and |f | = f + + f −,

f + = 1
2

(
|f |+ f

)
and f − = 1

2(|f | − f
)
.

Proposition 2.3.14. If two functions f , g and h: X → R̄ defined on the set X satisfy{
f (x ) = g(x )− h(x ) (x ∈ X ),

min{g(x ), h(x )} ≥ 0 (x ∈ X ),

f +(x ) ≤ g(x ) and f −(x ) ≤ h(x ) (x ∈ X ) is established. In other words, the positive
part f + and the negative part f − of the function f are the smallest among the
functions where the function f is expressed as the difference of the non-negative
functions.

Note 2.3.15. If f ∈M(X , M), the following is established by Archimedes Property
[Hal74].

{x ∈ X : f (x) = +∞} =
∞⋂
n=1
{x ∈ X : f (x ) > n} ∈M,

{x ∈ X : f (x ) = −∞} =
∞⋃
n=1
{x ∈ X : f (x ) > −n}c ∈M.

Theorem 2.3.16. The following is established for f : X → R̄ having the measurable
space (X , M) and extended real number value.

f ∈M(X , M)⇐⇒


{x ∈ X : f (x ) = −∞} ∈M,

{x ∈ X : α < f (x ) < +∞} ∈M (α ∈ R),

{x ∈ X : f (x ) =∞} ∈M.

Note 2.3.17. Given f ∈M(X , M),

{x ∈ X : −∞ < f (x ) < α} = [{x ∈ X : α < f (x ) < +∞} ∪ {x ∈ X : f (x ) = α}]c

is established for any α ∈ R, so it can be seen that {x ∈ X : −∞ < f (x ) < α} ∈M is
established.

Theorem 2.3.18. Given a measurable function f ∈M(X , M) and any real number
c ∈ R, cf , f 2, |f | and f ± ∈M(X , M).

Theorem 2.3.19. Given a measurable function sequence (fn)n≥1 ⊂M(X , M), we
define the function, f , F , f ∗, F ∗: X → R̄ as follows.

f (x ) = inf
n

fn(x ), F (x ) = sup
n

fn(x ),

f ∗(x ) = lim inf
n→+∞

fn(x ), F ∗(x ) = lim sup
n→+∞

fn(x ).



13

Then, f , F , f ∗, F ∗ ∈M(X ,M).

Corollary 2.3.20. If the measurable function sequence (fn)n≥1 ⊂M(X ,M) satisfies
the condition

lim
n→∞

fn(x ) = f (x ) (x ∈ X ), then f ∈M(X ,M).

Corollary 2.3.21. Given two measurable functions f , g ∈M(X ,M), then
fg ∈M(X ,M). That is,

f, g ∈M(X ,M) =⇒ fg ∈M(X ,M).

Theorem 2.3.22. Given a measurable space (X , M) and the function f : X → R̄,
there is a simple function sequence (φn)n≥1 that satisfies the condition

f (x ) = lim
n→+∞

φn(x ) (x ∈ X ).

Moreover, the following holds.

• If f ∈M(X , M), then (φn)n≥1 ⊂ S(X , M).

• If f ∗ ∈M+(X , M), the simple measurable function sequence
(φn)n≥1 ⊂ S∗(X , M) increases monotonically. That is, it holds that
0 ≤ φn(x ) ≤ φn+1(x ) ≤ f (x ) (n ∈ N and x ∈ X ).

• If f ∈M(X , M) is bounded, the simple measurable function sequence
(φn)n≥1 ⊂ S(X , M) uniformly converges to the measurable function
f ∈M(X , M) on the measurable space (X , M).

Definition 2.3.23. Given two measurable spaces (X , M1) and (Y , M2), if the
function F : X → Y satisfies the condition

F−1(E ) ∈M1 (E ∈ M2),

the function F : X → Y is called measurable.

Theorem 2.3.24. Given two measurable spaces (X , M1) and (Y , M2) and the
measurable function F : X → Y , the following holds.

f ∈M(Y , M2) =⇒ f ◦ F ∈M(X , M1).
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Chapter 3

Measure Spaces

3.1 Related Theorems and Definitions

Definition 3.1.1. A measure and a measure space.

Given a measurable space (X , M), if the function µ: M→ R̄ with an extended
real-valued and defined on σ-algebra M, satisfies the condition

(1) µ(∅) = 0,

(2) µ(E ) ≥ 0 (E ∈M),

(3) (En)n≥1 ⊂M and En ∩ Em = φ(n 6= m) =⇒ µ
( ∞⋃
k=1

Ek

)
=
∞∑
k=1

µ(Ek),

µ: M→ R̄ is called a measure and (X , M, µ) is called a measure space.

Definition 3.1.2. A finite measure, finite measure space and σ-finite measure space.

Given a measure space (X , M, µ), it is defined as follows.

(a) If the condition µ(X ) < +∞ is satisfied, µ is called a finite measure and
(X , M, µ) is called a finite measure space.

(b) If there exists a measurable set sequence (En)n≥1 ⊂M that satisfies

the condition X =
∞⋃
n=1

En and µ(En) < +∞ (n ∈ N), µ is called a σ-finite

measure and (X , M, µ) is called a σ-finite measure space.

Definition 3.1.3. The Borel measure space.

For the Topological space (X , T ), if the measure µ: B → R̄ is given and the Borel
measure space

(
X , Bσ(X )

)
is considered,

(
X , Bσ(X ), µ

)
is called the Borel measure

space.

Definition 3.1.4. A translation invariant measure space.

If the measure space (X , M, µ) satisfies the condition

E ∈M and a ∈ k =⇒ E + a ∈M and µ(E + a) = µ(E )

for a closed set X by addition, the measure space (X , M, µ) is called a translation
invariant measure space.

Definition 3.1.5. A complete measure space and complete measure.

If a measure space (X , M, µ) is given and the conditions
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N ∈M and µ(N ) = 0 =⇒ P(N ) ⊂M

are satisfied, (X , M, µ) is called a complete measure space and the function µ:
M→ [0, +∞] is called a complete measure.

Definition 3.1.6. The completion of the measure space, completion of M and
completion of µ.

Given a measure space (X , M, µ), a complete measure space (X , M̂, µ̂) that satisfies

the condition [M ⊂ M̂ and µ̂|M = µ] is called the completion of the measure space (X ,

M, µ). The σ-algebra M̂ is called the completion of M for a measure µ, and a measure
µ̂ is called the completion of µ.

3.2 Measures

Definition 3.2.1. Given a measurable space (X , M), if the function µ: M→ R̄ with
an extended real-valued and defined on σ-algebra M, satisfies the condition

(1) µ(∅) = 0,

(2) µ(E ) ≥ 0 (E ∈M),

(3) (En)n≥1 ⊂M and En ∩ Em = φ(n 6= m) =⇒ µ
( ∞⋃
k=1

Ek

)
=
∞∑
k=1

µ(Ek),

µ: M→ R̄ is called a measure and (X , M, µ) is called a measure space.

Note 3.2.2. A measurable set sequence (En)n≥1 ⊂M satisfies the condition
En ∩ Em = φ(n 6= m) is called a disjoint measurable set sequence. The property

µ

( ∞⋃
k=1

Ek

)
=
∞∑
k=1

µ(Ek )

is called countably additivity of µ for a disjoint measurable set sequence (En)n≥1 ⊂M.

Definition 3.2.3. Given a measure space (X , M, µ), it is defined as follows.

(a) If the condition µ(X ) < +∞ is satisfied, µ is called a finite measure and
(X , M, µ) is called a finite measure space.

(b) If there exists a measurable set sequence (En)n≥1 ⊂M that satisfies

the condition X =
∞⋃
n=1

En and µ(En) < +∞ (n ∈ N), µ is called a σ-finite

measure and (X , M, µ) is called a σ-finite measure space.

Example 3.2.4. If function µ1: P(X )→ R̄ is defined as µ1(E ) = 0 (E ∈ P(X )) for
the measurable space (X , P(X )), then the function µ1: P(X )→ R̄ is a finite measure.
Also, if the function µ2: P(X )→ R̄ is defined as

µ2(E ) =

{
0 (E = ∅),

+∞ (E 6= ∅),

then the function µ2: P(X )→ R̄ is neither a finite measure nor a σ-finite measure.

Example 3.2.5. If a point p ∈ X is fixed and the function µ: P(X )→ R̄ is defined as

µ(E ) =

{
0 (p = E ),

1 (p 6= E )
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for the measurable space (X , P(X )), then the function µ: P(X )→ R̄ is a finite
measure. The measure µ: P(X )→ R̄ is called a Dirac measure or a point mass
measure at point p ∈ X .

Example 3.2.6. (Counting measure [Kub07]) If the function µ: P(N)→ R̄ is defined
as

µ(E ) =

{
#(E) (finite set),

+∞ (infinite set)

for the measurable space (N, P(N)), then the function µ: P(X )→ R̄ is a measure. In
particular, the function µ: P(X )→ R̄ is a σ-finite measure, but not a finite measure.

Definition 3.2.7. For the Topological space (X , T ), if the measure µ: B → R̄ is
given and the Borel measure space

(
X , Bσ(X )

)
is considered,

(
X , Bσ(X ), µ

)
is called

the Borel measure space.

Example 3.2.8. Given the Borel measurable space (R, Bσ(R)), there is a unique
measure λ: Bσ(R)→ R̄ that satisfies the condition

λ
(
(a, b]

)
= b − a (−∞ ≤ a < b < +∞).

The measure λ: Bσ(R)→ R̄ is called the Borel measure, and (R, Bσ(R), λ) is called
the Borel measure space. The Borel measure λ: Bσ(R)→ R̄ is a σ-finite measure.

Example 3.2.9. Given a Borel measurable space (R, Bσ(R)) and a monotone
increasing continuous function f : R→ R, there is a unique measure λf : Bσ(R)→ R̄
that satisfies the condition

λf ((a, b]) = f (b)− f (a) (−∞ ≤ a < b < +∞).

The measure λf : Bσ(R)→ R̄ is a Borel measure derived by the function f : R→ R,
and (R, Bσ(R), λf ) is called the Borel measure space.

Definition 3.2.10. If the measure space (X , M, µ) satisfies the condition

E ∈M and a ∈ k =⇒ E + a ∈M and µ(E + a) = µ(E )

for a closed set X by addition, the measure space (X , M, µ) is called a translation
invariant measure space.

Lemma 3.2.11. Given a measurable set sequence (An)n≥1 ⊂M for a measurable space
(X , M), there exists a monotone increasing measurable set sequence (En)n≥1 ⊂M and
a disjoint measurable set sequence (Fn)n≥1 ⊂M that satisfies condition

∞⋃
n=1

En =
∞⋃
n=1

An =
∞⋃
n=1

Fn.

Proposition 3.2.12. Given a measure space (X , M, µ) and E ,F ∈M, the following
holds.

(a) E ⊂ F =⇒ µ(E ) ≤ µ(F ).

(b) E ⊂ F and µ(E ) < +∞ =⇒ µ(F − E ) = µ(F )− µ(E ).
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Proposition 3.2.13. Given a measure space (X , M, µ), the following holds.

(a) (En)n≥1 ⊂M: monotone increasing set sequence

=⇒ µ
( ∞⋃
n=1

En

)
= lim

n→+∞
µ(En).

(b) (En)n≥1 ⊂M: monotone decreasing set sequence and µ(E1) < +∞

=⇒ µ
( ∞⋂
n=1

En

)
= lim

n→+∞
µ(En).

3.3 Completion of Measures

3.3.1 Complete Measures

Definition 3.3.1.1. If a measure space (X , M, µ) is given and the conditions

N ∈M and µ(N ) = 0 =⇒ P(N ) ⊂M

are satisfied, (X , M, µ) is called a complete measure space and the function µ:
M→ [0, +∞] is called a completion.
Given a measure space (X , M, µ), let N be the collection of all sets in M:

N = {N ∈M: µ(N ) = 0}.

If µ is not complete, then N ∈M and µ(N ) = 0. There is F ∈ P(N ) that satisfies
F /∈M. Now, consider the completion of a given measure space (X , M, µ).

Proposition 3.3.1.2. Given a measure space (X , M, µ), the σ-algebra G(M ∪D)
generated by M ∪D is expressed as follows.

G(M ∪D) = {E ∪ F : E ∈M and F ∈ D}. (3.1)

Theorem 3.3.1.3. Given a measure space (X , M, µ), there exists only one complete
measure space (X , M, µ) that satisfies the condition{

M ⊂ M̂,

µ̂|M = µ.

Definition 3.3.1.4. Given a measure space (X , M, µ), a complete measure space (X ,

M̂, µ̂) that satisfies the condition [M ⊂ M̂ and µ̂|M = µ] is called the completion of

the measure space (X , M, µ). The σ-algebra M̂ is called the completion of M for a
measure µ, and a measure µ̂ is called the completion of µ.

3.3.2 Almost Everywhere

Definition 3.3.2.5. Given a measure space (X , M, µ) and P(x ) is a Proposition for
x ∈ X , the condition {

µ(N ) = 0,

{x ∈ X : ∼ P(x )} ⊂ N ,

is satisfied. If N ∈M exists, almost everywhere P(x ) is established. It is denoted as

P µ-a.e [X ] or P(x ) µ-a.e x ∈ X .
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Note 3.3.2.6. If the measure space (X , M, µ) is complete, it can be seen that the
following holds.

Pµ-a.e [X]⇐⇒ µ
(
{x ∈ X : ∼ P(x )}

)
= 0.

Example 3.3.2.7. Considering the Lebesgue measure space (R, M, γ) and the
characteristic function χQ of the set of all rational numbers Q ⊂ R, {x ∈ R :

χQ(x) 6= 0} = Q and γ(Q) = 0, so χQ = 0 γ-a.e [R]. Almost all real numbers are
irrational numbers.

Proposition 3.3.2.8. Given a complete measure space (X , M, µ) and the functions
f , g: X → R̄, if f ∈M(X , M) and f = g µ-a.e [X ], the following holds.

(a) g ∈M(X , M).

(b) µ({x ∈ X : g > α}) = µ({x ∈ X : f (x ) > α} (α ∈ R).

Proof.

If N = {x ∈ X : f (x ) = g(x )}, since f = g µ-a.e [X ] is established, µ(N c) = 0. All
subsets of N c are measurable and all measures are zero. For any real number
α ∈ R,

{x ∈ X : g(x ) > α} = {x ∈ N : g(x ) > α} ∪ {x ∈ N c : g(x ) > α}
= {x ∈ N : f (x ) > α} ∪ {x ∈ N c : g(x ) > α}

(3.2)

is established, especially {x ∈ N c: g(x ) > α} ⊂ N c. However, since (X , M, µ) is
a complete measure space, {x ∈ N c: g(x ) > α} ∈M is established. Meanwhile,
since it is

{x ∈ N : f (x ) > α} = {x ∈ X : f (x ) > α} ∩N ∈M,

we get g ∈M(X , M) from (3.2). Also, since it is
{x ∈ X : f (x ) > α} = {x ∈ N : f (x ) > α} ∪ {x ∈ N c: f (x ) > α},
{x ∈ N c: f (x ) > α} ⊂ N c,

we get µ({x ∈ N c: f (x ) > α}) = 0. it can be seen that

µ({x ∈ X : g(x ) > α}) = µ({x ∈ X : f (x ) > α})

is established.

Example 3.3.2.9. Two functions f , g: R→ R on the Lebesgue measure space (R, M,
γ) are defined as f (x ) = sin x (x ∈ R) and

g(x ) =

{
cos x (x ∈ Q),

sin x (x ∈ R−Q).

Since f is continuous, f ∈M (R, M). Meanwhile, since Q is a countable set, so it is
γ({x ∈ R: f (x ) 6= g(x )}) = γ(Q) = 0. Thus, it can be seen that f = g γ-a.e [R].
Therefore, applying Proposition 3.3.2.8, we get g ∈M(R, M).

Proposition 3.3.2.10. Given a measure space (X , M, µ), if lim
n→+∞

fn = f µ-a.e [X ]

and lim
n→+∞

fn = g µ-a.e [X ] for the measurable function sequence (fn)n≥1 ⊂M(X,M)

and the measurable functions f , g ∈M(X , M), then f = g µ-a.e [X ] is established.
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Proposition 3.3.2.11. Given a measure space (X , M, µ), if lim
n→+∞

fn = f µ-a.e [X ]

and f = g µ-a.e [X ] for the measurable function sequence (fn)n≥1 ⊂M(X , M) and the
measurable functions f , g ∈M(X , M), then lim

n→+∞
fn = g µ-a.e [X ] is established.

Proposition 3.3.2.12. Given a measure space (X , M, µ), if lim
n→+∞

fn = f µ-a.e [X ]

and fn ≤ g µ-a.e [X ] (n ∈ N) for the measurable function sequence (fn)n≥1 ⊂M(X ,
M) and the measurable functions f , g ∈M(X , M), then f ≤ g µ-a.e [X ] is established.

3.3.3 Cantor Sets

Consider the Borel measure space (R, Bα(R), λ) and the measurable set E0 = [0,

1] ∈ B(R) on the set of all real numbers R. If the open interval
(
1
3 , 2

3

)
is removed from

the set E0 = [0, 1] and the remaining set is E1, then

E1 =
[
0, 1

3

]
∪
[
2
3 , 1

]
.

Also, if the closed interval
[
0, 1

3

]
and

[
2
3 , 1

]
are divided into thirds, the middle open

interval is removed, and the remaining set is E2, then

E2 =
[
0, 1

9

]
∪
[
2
9 , 3

9

]
∪
[
6
9 , 7

9

]
∪
[
8
9 , 1

]
.

By repeating this process, we obtain a compact set sequence (En)n≥1 ⊂ Bα (R) that
satisfies the condition 

En ∈ Bα(R) (n ∈ N),

E1 ⊃ E2 ⊃ E3 ⊃ · · · ,
λ(En) = 3−n · 2n =

(
2
3

)n
(n ∈ N).

In this case, P =
∞⋂
n=1

En is called the Cantor set. In particular, P is a compact set and

P 6= ∅. Also, applying Proposition 3.2.12,

λ(P)= lim
n→+∞

λEn= lim
n→+∞

(
2
3

)n
= 0

is established.

Proposition 3.3.3.13. The Cantor set P has the following properties.

(a) P is a compact set and P ∈ Bα(R).

(b) P does not include any open intervals.

(c) P is a non-countable set.

3.3.4 Cantor-Lebesgue Functions

Given a the set Dn = [0, 1]− En (n ∈ N), the set Dn means 2n − 1 open intervals
removed when constructing the nth Cantor set. The removed intervals are sorted from
the left and denoted by I nj (j = 1, 2, · · · , 2n − 1). The function fn: [0, 1]→ R is
defined as
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fn(x ) =


0 (x = 0),

j2−n (x ∈ I n),

linear (x ∈ En),

1 (x = 1)

for each x ∈ [0, 1]. However, the linear is selected the function fn is continuous on En.
Then the function fn: [0, 1]→ R increases monotonically. Moreover,{

fn+1(x) = fn(x) (x ∈ I n
j and j ∈ {1, 2, · · · , 2n − 1}),

|fn(x)− fn+1(x)| < 2−n (x ∈ [0, 1])

is established. However, since

|fm(x )− fn(x )| =

∣∣∣∣∣
m−1∑
j=k

(
fj (x ) − fj+1(x )

)∣∣∣∣∣
≤

m−1∑
j=k

∣∣∣fj (x ) − fj+1(x )
∣∣∣

≤
∞∑
j=k

∣∣∣fj (x ) − fj+1(x )
∣∣∣

≤
∞∑
j=k

2−j = 2−k+1 (x ∈ [0, 1])

is satisfied for any natural numbers k ,m ∈ N that satisfies the condition k ≤ m, the
function sequence (fn)n≥1 uniformly converges on the interval [0, 1] by the Cauchy
Test [Kub07]. In this case, the limit function f : [0, 1]→ R defined as
f (x ) = lim

n→+∞
fn(x ) (x ∈ [0, 1]) is called the Cantor-Lebesgue [Wei74] functions.

Proposition 3.3.4.14. The Cantor Lebesgue function f : [0, 1]→ R has the following
properties.

(a) f (0) = 0 and f (1) = 1.

(b) f is continuous and increases monotonically on the interval [0, 1].

(c) f is constant on each open interval removed when constructing the Cantor set
P .
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Chapter 4

Integral of Non-negative
Measurable Functions

4.1 Related Theorems and Definitions

Definition 4.1.1. The standard representation of a simple measurable function.
Given a simple measurable function φ: X → R, an expression such as (4.1) is called
the standard representation of a simple measurable function φ: X → R.

Definition 4.1.2. The Lebesgue integral.
Given a measure space (X , M, µ), we define∫

f dµ = sup
{∫

φ dµ: φ ∈ S+f (X , M)
}

(4.3)

for the measurable function f ∈M+ (X , M). (4.3) is called the Lebesgue integral
[Wei73] of the measure function f ∈M+(X ,M) for measure µ: M→ [0, +∞].

Theorem 4.1.3. The standard expression.
For the measurable function f ∈M+ (X , M) and measurable set E ∈M, the following
holds.

(a) f (x ) = 0 (x∈ E ) =⇒
∫
E f dµ = 0.

(b) µ(E ) = 0 =⇒
∫
E f dµ = 0.

φ =
n∑
k=1

akχAk
is called the standard expression.

4.2 Integral of Non-negative Measurable Functions

4.2.1 Integral of Simple Measurable Functions

Given a function φ: X → R, since the range φ(X ) is a finite set, if we put

φ(X )= {a1, a2, · · · , an} and aj 6= ak (j 6= k)

and let Ak = φ−1({ak}) for each k ∈ {1, 2, · · · , n}, the following holds.

Aj ∩Ak = ∅ (j 6= k), X =
n⋃
k=1

Ak and φ =
n∑
k=1

akχAk
. (4.1)
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Here, χ
Ak

: X → R is a characteristic function of Ak ∈ P(X ).

Proposition 4.2.1.1. If the simple function φ: X → R defined on the measurable
space (X , M) is expressed as (4.1), the following holds.

φ ∈ S(X , M)⇐⇒ Ak ∈M(k ∈ 1, 2, · · · , n).

Definition 4.2.1.2. Given a simple measurable function φ: X → R, an expression
such as (4.1) is called the standard representation of a simple measurable function φ:
X → R.

Definition 4.2.1.3. If the non-negative simple measurable function φ ∈ S+ (X , M)
has a standard expression

φ =
n∑
k=1

akχAk

as shown in (4.1), the integration for φ is defined as follows.∫
φ dµ =

n∑
k=1

akµ(Ak). (4.2)

Note 4.2.1.4. In (4.2), the already defined rule 0 · (+∞) = 0 is applied, and
µ(Ak) = +∞ for any Ak ∈M.
If ak > 0, ∫

φ dµ =
n∑
k=1

akµ(Ak) ∈ [0, +∞]

is established because akµ(Ak) = +∞.
If φ = 0, the standard expression of φ is φ = 0 · χ

X
, so∫

φ dµ = 0 · µ(X ) = 0.

Lemma 4.2.1.5. If the non-negative measurable simple function φ ∈ S+ (X , M) is
expressed as

φ =
m∑
i=1

biχBi
, Bi ∩ Bj = ∅ (i 6= j ) and X =

m⋂
i=1

Bi,

the following holds. ∫
φ dµ =

m∑
i=1

biµ(Bi).

Theorem 4.2.1.6. Given a non-negative measurable simple functions φ, ψ ∈ S+ (X ,
M) and a non-negative real number c ∈ R≥ 0, the following holds.

(a)
∫

cφ dµ = c
∫
φ dµ.

(b)
∫

(φ+ ψ) dµ =
∫
φ dµ+

∫
ψ dµ.

(c) φ(x ) ≤ ψ(x ) (x ∈ X ) =⇒
∫
φ dµ ≤

∫
ψ dµ.

Proof.

(a) If c = 0, since cφ = 0, ∫
cφ dµ = 0 = c

∫
φ dµ
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is established.
If c > 0, it is cφ ∈ S+ (X , M). Moreover, if we put

φ =
n∑
j=1

ajχEj
, Ei ∩ Ej = ∅ (i 6= j ) and X =

n⋃
j=1

Ej ,

we get

cφ =
n∑
j=1

cajχEj
, Ei ∩ Ej = ∅ (i 6= j ) and X =

n⋃
j=1

Ej .

If Lemma 4.2.1.5 is applied,

∫
cφ dµ =

n∑
j=1

cajµ(Ej) = c
n∑
j=1

ajµEj = c
∫
φ dµ

is established.

(b) The standard expression of the simple measurable functions
φ, ψ ∈ S+ (X , M) are set as

φ =
n∑
j=1

ajχEj
and ψ =

n∑
k=1

bkχFk

respectively. If we consider the subset
{Ej ∩ Fk: Ej ∩ Fk 6= ∅ (1 ≤ j ≤ n and 1 ≤ k ≤ n)} = {A1, A2, · · · ,
AN} of X , we can rewrite them as

φ =
N∑
i=1

aiχAi
and ψ =

N∑
i=1

biχAi

and get

φ+ ψ =
n∑
i=1

(ai + bi)χAi
.

Now, if Lemma 4.2.1.5 is applied,

∫
(φ+ ψ) dµ =

n∑
i=1

(ai + bi)µ(Ai)

=

n∑
i=1

aiµ(Ai) +
n∑
i=1

biµ(Ai)

=
∫
φdµ +

∫
ψ dµ

is established.

(c) The standard expression of the simple measurable functions
φ, ψ ∈ S+(X , M) are set as

φ =
n∑
j=1

ajχEj
and ψ =

n∑
k=1

bkχFk
,

respectively. By applying the same method as in the proof (b) is
applied, it can be rewritten as
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φ =
N∑
i=1

aiχAi
and ψ =

N∑
i=1

biχAi
.

However, since it is φ(x ) ≤ ψ(x ) (x ∈ X ), ai ≤ bi is established for
each i ∈ {1, 2, · · · , N }. Moreover, if Lemma 4.2.1.5 is applied,

∫
φ dµ =

n∑
i=1

aiµ(Ai) ≤
n∑
i=1

biµ(Ai) =
∫
ψ dµ

is obtained.

Theorem 4.2.1.7. If the function λφ: M→ R̄ is defined as λφ(E ) =
∫
φχ

E
dµ =

∫
E φ

dµ for the non-negative simple measurable function φ ∈ S+(X , M), the function
λφ : M→ R̄ is a measure.

4.2.2 Integral of Non-negative Measurable Functions

Definition 4.2.2.8. Given a measure space (X , M, µ), we define∫
f dµ = sup

{∫
φ dµ: φ ∈ S+f (X , M)

}
(4.3)

for the measurable function f ∈M+ (X , M). (4.3) is called the Lebesgue integral
[Wei73] of the measure function f ∈M+(X ,M) for measure µ: M→ [0, +∞]. If
E ∈M is given, it is defined as ∫

E f dµ =
∫

f χ
E
dµ (4.4)

because it is f χ
E
∈M+ (X , M). (4.4) is called the Lebesgue integral [Wei73] of the

measurable function f ∈M+(X , M) for the measure µ: M→ [0, +∞] on the
measurable set E ∈M.

Theorem 4.2.2.9. For the measure space (X , M, µ), the following holds.

(a) f , g ∈M+ (X , M) and f (x ) ≤ g(x ) (x ∈ X ) =⇒
∫

f dµ ≤
∫

g dµ.

(b)

{
f ∈M+ (X , M)

E ,F ∈M and E ⊂ F
=⇒

∫
E f dµ ≤

∫
F f dµ.

Theorem 4.2.2.10. For the measurable function f ∈M+ (X , M) and measurable set
E ∈M, the following holds.

(a) f (x ) = 0 (x ∈ E ) =⇒
∫
E f dµ = 0.

(b) µ(E ) = 0 =⇒
∫
E f dµ = 0.

Proof.

(a) It is f = 0 (x ∈ E ) because it is f χ
E

= 0 ∈ S+ (X , M). Therefore,
according to Note 4.2.1.4,∫

E f dµ =
∫

f χ
E
dµ = 0

is established.
(b) If positive number ε > 0 is arbitrarily determined, there is a

simple measurable function φ ∈ S+
fχ

E

(X , M) that satisfies the inequality
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∫
E f χ

E
dµ <

∫
φ dµ+ ε

according to Definition 4.2.2.8. However, since it is

0 ≤ φ(x ) ≤ (f χ
E

)(x ) ≤ f (x )χ
E

(x )(x ∈ X ),

we can be seen that it is φ(X ) = 0 (x ∈ E c).

Now, φ =
n∑
k=1

akχAk
is called the standard expression. Applying

Theorem 4.2.1.7, (a) and Proposition 3.3.2.11, we get∫
φ dµ =

∫
E φ dµ+

∫
Ec φ dµ (by Theorem 4.2.1.7)

=
∫
φχ

E
dµ
(
φ (x ) = 0 (x ∈ E c) and

∫
E φ dµ =

∫
φχ

E
dµ
)

=
n∑
k=1

akµ(E ∩Ak) = 0
(
φχ

E
=

n∑
k=1

akχE∩Ak
and µ (E ) = 0

)
.

Therefore,
∫
E f dµ =

∫
f χ

E
dµ < ε is established. However, since ε > 0

is an arbitrarily given positive number, the conclusion is established according
to Proposition 4.2.2.10.1.

Proposition 4.2.2.10.1. (Infinitesimal Principle [Wei74]) For real Numbers a, b ∈ R,
the following holds.

a ≤ b + ε (ε > 0) =⇒ a ≤ b. (1)

Proof .

Assuming a > b by denying the conclusion, it is

ε = a−b
2 > 0 and b + ε = b + a−b

2 = a+b
2 < a+a

2 = a.

However, this contradicts the assumption of (1).

Corollary 4.2.2.11. For the measurable functions f , g ∈M+(X ,M), the following
holds.

f ≤ g µ-a.e [X ] =⇒
∫

f dµ ≤
∫

g dµ.

4.3 The Monotone Convergence Theorem

Theorem 4.3.1. (Monotone Convergence Theorem [MCT] [Kub07])
If the measurable function sequence (fn)n≥1 ⊂M+(X , M) satisfies the condition{

0 ≤ fn(x ) ≤ fn+1(x ) (x ∈ X and n ∈ N),

lim
n→+∞

fn(x ) = f (x ) (x ∈ X ),

the following holds.

f ∈M+(X , M) and lim
n→+∞

∫
fn dµ =

∫
f dµ.

Proof .

According to Corollary 2.3.21, it can be seen that f ∈M+(X , M). Since it is
fn(x ) ≤ fn+1(x ) ≤ f (x ) (x ∈ X ) for each natural number n ∈ N,
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∫
fn dµ ≤

∫
fn+1 dµ ≤

∫
f dµ (n ∈ N)

is established if Theorem 4.2.2.9 is applied. So we can get

lim
n→+∞

∫
fn dµ ≤

∫
f dµ. (4.5)

In order to obtain an inequality in the opposite direction, any α ∈ (0, 1) and any
φ ∈ S+f (X , M) are selected. For each natural number n ∈ N, we set it as a set
An = {x ∈ X : fn(x ) ≥ αφ(x )}. Then

An ∈M, An ⊂ An+1 and X =
∞⋃
n=1

An

are established. Therefore, we get∫
An
αφ dµ ≤

∫
An

fn dµ =
∫

fnχAn
dµ ≤

∫
fn dµ

by Theorem 4.2.2.9. Meanwhile, according to Theorem 4.2.1.7, function
λαφ: M→ [0, +∞] (E →

∫
E αφ dµ) is a measure, and

∫
αφ dµ = λαφ(X ) = λαφ

(
∞⋃
n=1

An

)
= lim

n→+∞
λαφ(An) = lim

n→+∞

∫
An
αφ dµ

is established using Proposition 3.2.13. Therefore, it is

α
∫
φ dµ =

∫
αφ dµ = lim

n→+∞

∫
An
αφ dµ ≤ lim

n→+∞

∫
fn dµ

according to Theorem 4.2.1.6. In particular, since α ∈ (0, 1) is arbitrary,∫
φ dµ ≤ lim

n→+∞

∫
fn dµ

is obtained by applying Proposition 4.3.1.1. However, since φ ∈ S+f (X , M) was
randomly selected, it can be seen that it is∫

f dµ ≤ lim
n→+∞

∫
fn dµ (4.6)

by the integral Definition. Combining (4.5) and (4.6) yields∫
f dµ = lim

n→+∞

∫
fn dµ.

Proposition 4.3.1.1. (Infinitesimal Principle [Wei74]) Given the non-negative real
number a ≥ 0 and b ≥ 0, the following holds.

εb ≤ a (ε ∈ (0, 1)) =⇒ b ≤ a.

Theorem 4.3.2. For non-negative measurable functions, the following holds.

(a) f ∈M+(X , M) and c ≥ 0 =⇒ cf ∈M+(X , M) and
∫

cf dµ = c
∫

f
dµ.

(b) f , g ∈M+(X , M) =⇒ f + g ∈M+(X , M) and
∫

(f + g) dµ
=
∫

f dµ+
∫

g dµ.

Proof .

(a) The case of c = 0 is clear.
If c > 0, by applying Theorem 2.3.24, we can select a simple
measurable increasing function sequence (φn)n≥1 ⊂ S+(X , M) that
satisfies
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lim
n→+∞

φn(x ) = f (x ) (x ∈ X ).

Therefore, (cφn)n≥1 ⊂ S+ (X , M) is also a simple measurable
increasing function sequence and furthermore satisfies

lim
n→+∞

cφn(x ) = cf (x ) (x ∈ X ).

Therefore, it is cf ∈M+(X , M), then∫
cf dµ = lim

n→+∞

∫
cφn dµ = c lim

n→+∞

∫
φn dµ = c

∫
f dµ

is established by Theorem 4.3.1 and Theorem 4.2.1.6.

(b) By applying Theorem 2.3.24, we can choose a simple measurable
increasing function sequence (φn)n≥1, (ψn)n≥1 ⊂ S+(X , M)
that satisfies

lim
n→+∞

φn(x ) = f (x ) and lim
n→+∞

ψn(x ) = g(x )

for an arbitrarily given x ∈ X . Therefore, (φn + ψn)n≥1 ⊂ S+(X , M)
is also a simple measurable increasing function sequence and
furthermore satisfies

lim
n→+∞

(
φn(x ) + ψn(x )

)
= f (x ) + g(x ) (x ∈ X ).

Therefore, it is f + g ∈M+(X , M).∫ (
f + g

)
dµ = lim

n→+∞

∫ (
φn + ψn

)
dµ

= lim
n→+∞

{∫
φn dµ+

∫
ψn dµ

}

= lim
n→+∞

∫
φn dµ+ lim

n→+∞

∫
ψn dµ

=

∫
f dµ+

∫
g dµ

is established by Theorem 4.3.1 and Theorem 4.2.1.6.

Proposition 4.3.3. If the measurable functions f , g ∈M+(X , M) satisfies the
condition 

f (x ) ≤ g(x ) (x ∈ X ),

{x ∈ X : f (x ) = +∞} = ∅,∫
f dµ < +∞,

the following equation is established for an arbitrarily given measurable set E ∈M.∫
E(g − f ) dµ =

∫
E g dµ−

∫
E f dµ.

Theorem 4.3.4. If the measurable function f ∈M+(X , M) satisfies the condition
∫

f
dµ < +∞, there is a positive number % > 0 that satisfies
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[E ∈M and µ(E ) < %]=⇒
∫
E f dµ < ε

for an arbitrarily given positive number ε > 0.

Theorem 4.3.5. (Fatou Lemma [Bog07]) The inequality∫ (
lim inf
n→+∞

fn

)
dµ ≤ lim inf

n→+∞

∫
fn dµ

is established for the measurable function sequence (fn)n≥1 ⊂M+(X , M).

Proof.

Let gm = inf
n≥m

fn for any natural number m ∈ N, then

gm ∈M+(X , M),

0 ≤ gm(x ) ≤ gm+1(x ) (x ∈ X and m ∈ N),

gm ≤ fn(n ∈ N and n ≥ m),

lim
m→+∞

gm(x ) = sup
m≥1

(
inf
n≥m

fn(x )
)

= lim inf
n→+∞

fn(x ) (x ∈ X )

is established, we get∫
gm dµ ≤

∫
fn dµ (n ∈ N and n ≥ m).

Therefore, since ∫
gm dµ ≤ inf

n≥m

{∫
fn dµ

}
(m ∈ N)

is obtained,∫
gk dµ ≤ sup

n≥1

{∫
gm dµ

}
≤ sup

n≥1

(
inf
n≥m

{∫
f dµ

})
= lim inf

n→+∞

∫
fn dµ (4.7)

is established for any k ∈ N. Meanwhile,∫ (
lim inf
n→+∞

fn

)
dµ =

∫
lim

k→+∞
gk dµ = lim

k→+∞

∫
gk dµ (4.8)

is established by Theorem 4.3.1.∫ (
lim inf
n→+∞

fn

)
dµ ≤ lim inf

n→+∞

∫
fn dµ

is obtained by (4.7) and (4.8).

Theorem 4.3.6. For the measurable function f ∈M+(X , M), the following holds.

f = 0 µ-a.e [X ]⇐⇒
∫

f dµ = 0.

Theorem 4.3.7. If the function λf : M→ R̄ is defined as

λf (E ) =
∫
E f dµ =

∫
f χ

E
dµ

for the measurable function λf : M→ R̄, the following holds.

(a) The function λf : M→ [0, +∞] is a measure.

(b) E ∈M and µ(E ) = 0 =⇒ λf (E ) = 0.
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Corollary 4.3.8. If the monotone increasing function sequence (fn)n≥1 ⊂M+(X , M)
and the function f ∈M+(X , M) satisfy

lim
n→+∞

fn = f µ-a.e [X ],

the equation
∫

f dµ = lim
n→+∞

∫
fn dµ is established.

Corollary 4.3.9. Given a measurable function sequence (fn)n≥1 ⊂M+(X , M), the
following holds.

∫ ( ∞∑
n=1

fn

)
dµ =

∞∑
n=1

∫
fn dµ (x ∈ X ).

Proof .

If gn =
n∑
k=1

fk is set for each natural number n ∈ N, the measurable function

sequence (gn)n≥1 ⊂M+(X , M) increases monotonically and furthermore
satisfies

lim
n→+∞

gn(x ) =
∞∑
k=1

fk(x ) (x ∈ X ).

Therefore, applying Theorem 4.3.1 and Theorem 4.3.2, we get

∫ ( ∞∑
k=1

fk

)
dµ = lim

n→+∞

∫
gn dµ = lim

n→+∞

n∑
k=1

fk dµ =
∞∑
k=1

fk dµ.

Corollary 4.3.10. For the double sequence ai ,j ≥ 0
(
(i, j) ∈ N× N

)
, the following

holds.

∞∑
i=1

∞∑
j=1

ai,j =
∞∑
j=1

∞∑
i=1

ai,j .

Proof .

Consider the counting measure space (N, P(N), µ).Ifthefunctionfn : N→ R for
each natural number n ∈ N is defined as fn(j) = an,j(j ∈ N), it can be seen that
fn ∈M+(N,P(N)). However, since

∫ ( ∞∑
n=1

fn

)
dµ =

∞∑
j=1

∞∑
n=1

fn(j ) =
∞∑
j=1

∞∑
n=1

an,j ,

∞∑
n=1

∫
fn dµ =

∞∑
n=1

∞∑
j=1

fn(j) =
∞∑
n=1

∞∑
j=1

an,j ,

applying Corollary 4.3.9 leads to the required conclusion.
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Chapter 5

Integrable Functions

5.1 Integrable Function Spaces

5.1.1 Integrable Functions

Given a measurable function f ∈M (X , M), it can see that it is

0 ∈
∫

f + dµ ≤ +∞ and 0 ≤
∫

f − dµ ≤ +∞ (5.1)

because it is f ± ∈M+ (X , M). If at least one of the two integrals in (5.1) is a finite, it
is expressed as ∫

f dµ =
∫

f + dµ−
∫

f − dµ ∈ [−∞, +∞], (5.2)

and the integral
∫

f dµ is defined.
If both integrals in (5.1) are finite , it is defined as∫

f dµ =
∫

f + dµ−
∫

f − dµ ∈ R. (5.3)

The function f ∈M (X ,M) is called the Lebesgue integrable [Wei73] for the measure
µ : M→ [0, +∞]. The set of all integrable functions is denoted by

L1(X , M, µ) = {f ∈M(X , M):
∫

f ± dµ < +∞}.

Definition 5.1.1.1. For the integrable function f ∈ L1 (X , M, µ) and the measurable
set E ∈M, it is defined as ∫

E f dµ =
∫
E f + dµ−

∫
E f − dµ.

Proposition 5.1.1.2. For the integrable function f ∈ L1 (X , M, µ) and the disjoint
measurable set sequence (En)n≤1 ⊂M,

∫⋃∞
k=1 Ek

f dµ =
∞∑
k=1

f dµ

is established.

Proposition 5.1.1.3. If the integrals
∫

f dµ and
∫

g dµ are both defined for the
measurable functions f , g ∈M (X ,M),

f ≤ g µ-a.e [X ] =⇒
∫

f dµ ≤
∫

gdµ
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is established.

Proposition 5.1.1.4. If the measurable functions f , g ∈M(X , M) satisfies
f = g µ-a.e [X ], the following holds.

(a) f ∈ L1(X , M, µ)⇐⇒ g ∈ L1(X , M, µ).

(b)
∫

f dµ =
∫

g dµ.

Proof .

Since f = g µ-a.e [X ] by the assumption, there is a measurable set N ∈M that
satisfies the condition {

µ (N ) = 0,

f (x ) = g (x ) (x ∈ N c).
(5.4)

Therefore, f ± = g± µ-a.e[X ] is established, and thus∫
f ± dµ =

∫
g± dµ

is obtained. In particular, f ∈ L1(X , M, µ)⇐⇒ g ∈ L1(X , M, µ) is established.
Moreover, it is∫

g dµ =
∫

g+ dµ−
∫

g− dµ =
∫
f+ dµ− f− dµ =

∫
f dµ.

5.1.2 Properties of Integrable Functions

Theorem 5.1.2.5. f ∈ L1(X , M, µ) =⇒ |f | ∈ L1(X , M, µ).

Proof.

First, it should be noted that f ∈ L1(X , M, µ)⇐⇒ [f ∈M(X , M) and∫
f ± dµ < +∞] by Definition. If f ∈ L1(X , M, µ) is assumed, it is

|f |+ = |f | = f+ + f − ∈M+(X , M) and |f |− = 0 ∈M+(X , M).

However, according to Theorem 4.3.2, since∫
|f |− dµ = 0 < +∞ and

∫
|f |+ dµ =

∫
|f | dµ =

∫
f + dµ+

∫
f − dµ < +∞,

it is |f | ∈ L1(X , M, µ).

Example 5.1.2.6. Let M = {φ, X } for a set X , and if we define the function µ:
M→ [0, +∞] as µ (φ) = 0 and µ(X ) = 1, the measure space (X , M, µ) is obtained.
For a set E ∈ P (X ) that satisfies E /∈ {φ, X }, if the function f : X → R̄ is defined as

f (x ) =

{
1 (x ∈ E ) ,

−1 (x ∈ E ) ,

it is f /∈M(X , M) but |f | ∈ M(X , M). Moreover, since∫
|f | dµ =

∫
dµ = µ(X ) = 1,

it is |f | ∈ L1(X , M, µ).

Theorem 5.1.2.7. [f ∈M(X , M) and |f | ∈ L1(X , M, µ)] =⇒ f ∈ L1(X , M, µ).

Proof.

Assuming f ∈M(X , M) and |f | ∈ L1 (X , M, µ), since f + ≤ |f | = |f |+ and
f − ≤ |f | = |f |+, it is f ∈ L1(X , M, µ) according to Theorem 4.2.2.9.
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Corollary 5.1.2.8. For the measurable function f ∈M(X , M), f ∈ L1(X , M,
µ)⇐⇒ |f | ∈ L1(X , M, µ) is established.

Theorem 5.1.2.9. If an integral
∫

f dµ is defined for the measurable function
f ∈M(X , M), an inequality ∣∣∣ ∫ f dµ

∣∣∣ ≤ ∫ |f | dµ
is established.

Proof.

If
∫
|f | dµ = +∞, an inequality holds without proof, so we assume

∫
|f | dµ < +∞.

Since f ± ≤ |f | on the set X ,

0 ≤
∫

f + dµ < +∞ and 0 ≤
∫

f − dµ < +∞

are established to obtain f ∈ L1(X , M, µ). Moreover, applying Theorem 4.3.2
establishes ∣∣∣f dµ

∣∣∣ =

∣∣∣∣∣
∫

f + dµ−
∫

f − dµ

∣∣∣∣∣
≤
∫

f + dµ+

∫
f − dµ

=

∫ (
f + + f −

)
dµ

=

∫
|f | dµ.

Corollary 5.1.2.10. If the measurable function f ∈M(X , M) satisfies the condition

g ∈ L1(X , M, µ): |f (x )| ≤ |g(x )| (x ∈ X ),

the following holds.

(a) f ∈ L1(X , M, µ).

(b)
∫
|f | dµ ≤

∫
|g | dµ.

Theorem 5.1.2.11. (Chebychev inequality [Kub07]) An inequality

αµ({x ∈ X : |f (x ) | > α}) ≥
∫
|f | dµ

is established for the measurable function f ∈M(X , M) and the positive number
α > 0.

Theorem 5.1.2.12. Given a measurable function f ∈M(X , M), the following holds.

f ∈ L1(X , M, µ) =⇒ f (x ) ∈ R µ-a.e x ∈ X .

Theorem 5.1.2.13. For the integrable functions f , g ∈ L1(X , M, µ) and α ∈ R, the
following holds.

(a) αf , f + g ∈ L1(X , M, µ). The set L1(X , M, µ) is the vector space on R.

(b)
∫
αf dµ = α

∫
f dµ and

∫
(f + g) dµ =

∫
f dµ+

∫
g ] dµ.
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5.2 Lebesgue’s Dominated Convergence Theorem

Theorem 5.2.1. (Lebesgue’s Dominated Convergence Theorem [Bog07])
If the measurable function sequence (fn)n≥1 ⊂M(X , M) holds the condition{

lim
n→+∞

fn(x ) = f (x )(x ∈ X ),

g ∈ L1(X , M, µ): |fn(x )| ≤ g(x ) (x ∈ X and n ∈ N),

the following holds.

(a) f ∈ L1(X , M, µ).

(b) lim
n→+∞

∫
|fn − f | dµ = 0.

(c) lim
n→+∞

∫
fn dµ =

∫
f dµ.

Theorem 5.2.2. (Lebesgue’s Dominated Convergence Theorem 1 [Bog07])
Given a measurable function sequence (fn)n≥1 ⊂M (X , M) and a measurable function
f : X → R having a real-valued, if the condition{

lim
n→+∞

fn = f µ-a.e[X],

g ∈ L1(X , M, µ): |fn(x )| ≤ g(x ) (x ∈ X and n ∈ N)

is satisfies, the following holds.

(a) f ∈ L1(X , M, µ).

(b) lim
n→+∞

∫
|fn − f | dµ = 0.

(c) lim
n→+∞

∫
fn dµ =

∫
f dµ.

Theorem 5.2.3. (Lebesgue’s Dominated Convergence Theorem 2 [Bog07])
Given a measurable function sequence (fn)n≥1 ⊂M(X , M) and a measurable function
f : X → R with real-valued, if the condition{

lim
n→+∞

fn = f µ-a.e [X],

g ∈ L]1(X , M, µ): |fn| ≤ gµ-a.e [X] (n ∈ N)

is satisfied, the following holds.

(a) f ∈ L1(X , M, µ).

(b) lim
n→+∞

∫
|fn − f | dµ = 0.

(c) lim
n→+∞

∫
fn dµ =

∫
f dµ.

5.3 Absolute Convergence of Integrals

Given a measure space (X , M, µ) and a measurable set A ∈M, if

MA = {A ∩ E : E ∈M} and µA = µ
∣∣
MA

,

then (X , MA, µA) becomes a measure space. The measure space (X , MA, µA)
obtained in this way is called a subspace of the measure space (X , M, µ).
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Theorem 5.3.1. For a measure space (X , M, µ), a monotone increasing measurable

set (En)n≤1 ⊂M with X =
∞⋃
n=1

En and a measurable function f ∈M(X , M) are given,

and if {
f ∈ L1(En, M, µ) (n∈ N),

lim
n→+∞

∫
En
|f | dµ < +∞ (5.5)

is satisfied, then f ∈ L1(En, M, µ). Moreover, the equation∫
f dµ = lim

n→+∞

∫
En
f dµ

is established.

Corollary 5.3.2. In Theorem 5.3.1, even if the monotone increasing measurable set
(En)n≥1 ⊂M satisfying the condition (5.5) is selected differently, the integrable value

lim
n→+∞

∫
En

f dµ

remains unchanged.

Proof .

If monotone increasing measurable set (Fn)n≥1 ⊂M satisfying the assumption of
Theorem 5.2.1 is selected,

lim
n→+∞

∫
Fn

f dµ =
∫

f dµ = lim
n→+∞

∫
En

f dµ.

is obtained.

5.4 Functions of Complex Numeric Values

Given a measurable function f : X → C having a complex-valued for the measure space
(X , M, µ), if Re f , Im f ∈ L1(X , M, µ), a measurable function f : X → C having a
complex-valued is integrable with respect to measure µ. Therefore, it is defined as∫

f dµ =
∫

Re f dµ + i
∫

Im f .

In order to distinguish L1(X , M, µ), it is denoted by f ∈ L1(µ).

Lemma 5.4.1. Given a measure space (X , M, µ) and a measurable function f :
X → C having a complex-valued, the following holds.

(a) f ∈ L1(µ)⇐⇒ |f | ∈ L1(X , M, µ).

(b)
∣∣ ∫ f dµ

∣∣ ≤ ∫ |f | dµ (f ∈ L1(µ)).

Theorem 5.4.2. Given a measure space (X , M, µ) and a measurable function
(fn)n≤1 with a complex-valued, if{

lim
n→+∞

fn(x ) = f (x ) (x ∈ X ),

g ∈ L1(X , M, µ): |fn(x )| ≤ g(x ) (x ∈ X )
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is satisfied, the following holds.

(a) f ∈ L1(µ).

(b) lim
n→+∞

∫ ∣∣fn − f
∣∣ dµ = 0.

(c) lim
n→+∞

∫
fn dµ =

∫
f dµ.

Proof.

Let fn = φn + iψn for each natural number n ∈ N, and if fn = φn + iψn, remember
that

lim
n→+∞

fn (x ) = f (x )⇐⇒

 lim
n→+∞

φn (x ) = φ (x ),

lim
n→+∞

ψn (x ) = ψ (x )

for any point x ∈ X .

(a) Since |fn (x ) | ≤ g (x ) (x ∈ X ) for each natural number n ∈ N,
if max{|φn (x ) |, |ψn (x ) |} ≤ |fn (x ) | (x ∈ X ) is considered,
max{|φn (x ) |, |ψn (x ) |} ≤ |gn (x ) | (x ∈ X ) is established.
Now, applying Corollary 5.1.2.10, since φ, ψ ∈ L1(X ,M, µ), it is
f ∈ L1(µ) by Definition.

(b) If Lebesgue’s Dominated Convergence Theorem [LDCT] [Bog07] is applied,

lim
n→+∞

∫
|φn − φ| dµ = 0 = lim

n→+∞

∫
|ψn − ψ| dµ

is satisfied. However, since |fn − f | ≤ |φn − φ|+ |ψn − ψ| (x ∈ X ) holds
on set X , we get

lim
n→+∞

∫
|fn − f | dµ = 0.

(c) Finally, if Lebesgue’s Dominated Convergence Theorem [LDCT] [Bog07]
is applied, since

lim
n→+∞

∫
φn dµ =

∫
φ dµ and lim

n→+∞

∫
ψn dµ =

∫
ψ dµ,

we get

lim
n→+∞

∫
fn dµ = lim

n→+∞

[∫
φn dµ+ i

∫
ψn dµ

]

= lim
n→+∞

∫
φn dµ+ i lim

n→+∞

∫
ψn dµ

=

∫
φ dµ+ i

∫
ψ dµ

=

∫
f dµ.
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