
Evaluating the Hardness of SAT Instances Using
Evolutionary Optimization Algorithms
Alexander Semenov #

ITMO University, St. Petersburg, Russia

Daniil Chivilikhin #

ITMO University, St. Petersburg, Russia

Artem Pavlenko #

ITMO University, St. Petersburg, Russia
JetBrains Research, St. Petersburg, Russia

Ilya Otpuschennikov #

ISDCT SB RAS, Irkutsk, Russia

Vladimir Ulyantsev #

ITMO University, St. Petersburg, Russia

Alexey Ignatiev #

Monash University, Melbourne, Australia

Abstract
Propositional satisfiability (SAT) solvers are deemed to be among the most efficient reasoners,
which have been successfully used in a wide range of practical applications. As this contrasts the
well-known NP-completeness of SAT, a number of attempts have been made in the recent past to
assess the hardness of propositional formulas in conjunctive normal form (CNF). The present paper
proposes a CNF formula hardness measure which is close in conceptual meaning to the one based
on Backdoor set notion: in both cases some subset B of variables in a CNF formula is used to
define the hardness of the formula w.r.t. this set. In contrast to the backdoor measure, the new
measure does not demand the polynomial decidability of CNF formulas obtained when substituting
assignments of variables from B to the original formula. To estimate this measure the paper suggests
an adaptive (ε, δ)-approximation probabilistic algorithm. The problem of looking for the subset of
variables which provides the minimal hardness value is reduced to optimization of a pseudo-Boolean
black-box function. We apply evolutionary algorithms to this problem and demonstrate applicability
of proposed notions and techniques to tests from several families of unsatisfiable CNF formulas.
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1 Introduction

Modern Boolean Satisfiability Problem (SAT) solving algorithms are de-facto a standard
computational instrument used in many application domains including symbolic verification,
software testing, bioinformatics, combinatorics, and cryptanalysis [10]. SAT solvers work with
Boolean formulas, most often written in Conjunctive Normal Form (CNF). If determining
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47:2 Evaluating the Hardness of SAT Instances

satisfiability of a CNF formula takes a SAT solver more than a preallocated amount of time,
a natural question to ask is how hard this formula is for this specific solver? Hereinafter, it
is convenient for us to follow the notation of [2] and use the concept of hardness of a SAT
instance.

For some SAT solving algorithms and some families of formulas their hardness can be
estimated analytically [1, 6, 7, 13,15,31,55,56]. However, to our best knowledge, the general
case of the problem of estimating the hardness of a formula w.r.t. to practical SAT solving
algorithms is yet to be resolved. The main reason for this is that a state-of-the-art SAT
solver is a complicated piece of software, whose behavior depends on a vast number of
various parameters [33,34]. Smallest changes of parameter values may drastically affect the
observable characteristics of the SAT solving process, e.g., the number of unit propagations
or backtracks. This phenomenon is known as heavy-tailed behavior [30]. If a SAT solver
demonstrates such behavior for a concrete CNF formula, then estimating how hard the
formula is for this solver is hardly feasible with the existing methods, or such estimates
will be extremely inaccurate. In light of the myriads of practical applications of modern
SAT solvers, it is of unquestionable importance to propose a universal hardness measure for
arbitrary CNF formulas that could be used in practice for any SAT solver.

Prior work proposed a few hardness measures of Boolean formulas w.r.t. specific SAT
solving algorithms. One of the best-studied approaches estimates parameters of the search
tree generated by the algorithm. This class of measures includes space complexity of tree-like
resolution [27, 40], width of formula [27], and space of formula [2]. For some families of
CNF formulas, e.g. pigeonhole principle formulas [18], such measures may be estimated
analytically. However and as far as we know, there is no computationally efficient way of
estimating any of said measures for an arbitrary CNF formula.

Another approach to estimating formula hardness builds on the concept of a strong
backdoor set (SBS) introduced in [59]. An SBS is a subset of the set of variables of a CNF
formula such that any assignment of the variables from this subset makes the whole formula
polynomially decidable. Clearly, the set of all variables in the formula comprises a trivial
SBS. If for formula C there exists a non-trivial SBS B w.r.t. some polynomial-time algorithm
P , e.g. unit propagation [24], then the hardness of this formula w.r.t. B and P may be
estimated as poly(|C|) · 2|B|. Thus, the notion of SBS gives us a way of estimating the
hardness of a formula based on two main components: the strong backdoor set itself and the
polynomial-time algorithm used for solving weakened SAT instances. Sadly, for an arbitrary
Boolean formula there is no guarantee that a relatively small SBS exists. To check if a given
set B of variables in formula C is an SBS, one has to run the algorithm P on all (in the worst
case) 2|B| CNF instances derived from C by substituting all possible assignments to the
variables of B. The algorithm for solving SAT using backdoors described in [59] enumerates
all subsets of the set of variables of a target CNF formula by iteratively increasing their size.

In this paper, we propose a novel hardness measure of an arbitrary CNF formula w.r.t.
an arbitrary deterministic complete SAT solving algorithm, which may be estimated by
applying standard methods of black-box optimization. Conceptually, the suggested hardness
measure is in some sense similar to the aforementioned SBS-based hardness measure. For
an arbitrary CNF formula over the set X of variables the proposed approach also uses two
components: 1) a set B ∈ 2X , and 2) an arbitrary complete but, most importantly, not
necessarily polynomial SAT solving algorithm A.

The proposed decomposition hardness (or d-hardness) is defined for an arbitrary CNF
formula C. More specifically, we first introduce measure µB,A(C) expressing the hardness of
formula C w.r.t. a concrete set B ∈ 2X and a concrete deterministic complete SAT solving
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algorithm A. Second, the d-hardness of C is defined as the minimum of µB,A(C) over all
possible sets B. To estimate µB,A(C) in practice, we propose an adaptive probabilistic
(ε, δ)-approximation algorithm. This algorithm uses ideas close to the ones from [36], and is
based on the Monte Carlo method. But in contrast to many similar approaches, the proposed
algorithm can adaptively tune the random sample size to achieve the required accuracy of
µB,A(C) estimation. By estimating µB,A(C) with this algorithm we can reduce the problem
of evaluating d-hardness of an arbitrary formula C to optimization of a stochastic pseudo-
Boolean fitness function [22]. The latter problem is solved with approaches traditionally
used in black-box optimization: namely, evolutionary algorithms [11,41].

To illustrate the usefulness of the d-hardness concept suppose that we have some extremely
hard CNF formula C. Consider the two following approaches. First, launch a SAT solver on
C and wait as long as needed to decide satisfiability of C. There is no guarantee that the
process will finish in any reasonable amount of time. Second, run algorithms that assess the
d-hardness proposed in this article. After a fixed amount of time, say, 12 hours, we will get
some set B ∈ 2X and a corresponding d-hardness estimate. By means of suggested methods
one can compare different CNF formulas in the sense of their d-hardness.

Concrete contributions of this paper are the following.
1. We propose a new measure of hardness for a CNF formula w.r.t. an arbitrary complete

deterministic SAT solving algorithm, and prove its theoretical soundness.
2. We develop an adaptive (ε, δ)-approximation algorithm for estimating this measure.
3. We conduct an experimental evaluation that demonstrates practical applicability of the

proposed measure.

2 Preliminaries

Recall that Boolean variables have values from {0, 1}. A Boolean variable x and its negation
¬x are called literals. Literals x and ¬x are called complementary. A clause is a disjunction
of literals, which does not include complementary ones. A Boolean formula in CNF is a
conjunction of different clauses. Let C be an arbitrary CNF formula and X, |X| = k be
the set of variables encountered in C. An arbitrary total function α : X → {0, 1} defines an
assignment of variables from X. For an arbitrary assignment α the interpretation of formula
C on α and the substitution of α to C are defined in a standard way, see e.g. [16]. Thus,
a Boolean function fC : {0, 1}k → {0, 1} is defined. Assignment α ∈ {0, 1}k : fC(α) = 1 is
called a satisfying assignment for C. If a satisfying assignment exists for C, formula C is
called satisfiable. Otherwise, C is called unsatisfiable.

As in many other works on proof complexity and hardness of Boolean formulas, formulas
are assumed to be in conjunctive normal form (CNF) and unsatisfiable, see e.g. [2, 18,55],
etc. It is justified by the fact that for the majority of satisfiable instances (especially with a
large number of satisfying assignments) it is possible that the algorithm will get “lucky” and
come across a short satisfiability certificate. This is not possible with unsatisfiable instances.

Let C be an unsatisfiable CNF formula over the set of variables X. For an arbitrary set
B ⊆ X, denote the set of all possible assignments to variables of B as {0, 1}|B|. Following [59],
for an arbitrary β ∈ {0, 1}|B| denote C[β/B] the CNF formula derived from C by substitution
of the assignment β of variables B and consequent simplification of the resulting formula.

▶ Definition 1 (Williams et al. [59]). Set B ⊆ X is called a strong backdoor set (SBS) for C

w.r.t. a polynomial-time algorithm P if for any β ∈ {0, 1}|B| the CNF formula C[β/B] is
reported by P to be unsatisfiable.

CP 2021



47:4 Evaluating the Hardness of SAT Instances

The article [2] studied a number of approaches to estimating hardness of Boolean formulas
in CNF, and the main attention was paid to several similar tree-like metrics. However,
for us the particular value are the conclusions made in [2] about the possibility to assess
the hardness of a CNF formula using SBS. The following definition suggests itself as a
consequence of the analysis of results from [2]. In fact, it uses SBS to evaluate the hardness
of an arbitrary CNF formula and reduces this problem to an optimization problem.

▶ Definition 2 (b-hardness). Let C be an arbitrary unsatisfiable CNF formula and B be
an arbitrary SBS for C w.r.t. polynomial-time algorithm P . Denote the total runtime of
P on CNF formulas C[β/B] for all β ∈ {0, 1}|B| by µB,P (C). The backdoor-hardness (or
b-hardness) of C w.r.t. P is specified as µP (C) = minB∈2X µB,P (C), where the minimum is
taken among all possible SBSes for C w.r.t. P .

In [59], an algorithm for solving SAT using SBS is described: it enumerates sets B ∈ 2X

by gradually increasing their cardinality. If for CNF formula C there exists a small-sized SBS,
this algorithm may be quite efficient. Its complexity for an arbitrary C in the assumption
that an SBS B exists such that |B| < k/2 is

O

p(|C|) ·

(
2k√
|B|

)|B|
 , (1)

where k = |X|, p(·) is some polynomial and |C| is the length of the binary encoding of C.

3 d-hardness: Decomposition Hardness of CNF Formula

There are two evident barriers for practical application of the b-hardness notion. First, to
prove that an arbitrary B ∈ 2X is an SBS we have to construct (in the worst case) CNF
formulas C[β/B] for all β ∈ {0, 1}|B|. Second, the algorithm of [59] enumerates sets B of
increasing cardinality (|B| = 1, 2, . . .). Taking into account (1) we can conclude that if,
e.g., the minimal backdoor B has cardinality |B| = 20 and k = 100, finding B with the
aforementioned enumeration algorithm is unrealistic. A similar issue arises for the tree-like
metric of hardness described in [2], where for formula refutation a variant of Beame-Pitassi
algorithm [5] is used.

In this section we introduce a new hardness measure for CNF formulas. When formulating
the main concept we pursue the next two goals: 1) to avoid the barriers referred above, and 2)
to suggest a measure that can be used for any complete SAT solving algorithm, considering
it as a black-box function. Let us begin from the following definition.

▶ Definition 3. For an arbitrary CNF formula C over the set of variables X consider any set
B, B ∈ 2X , and let A be an arbitrary deterministic complete SAT solving algorithm. Define
the hardness of C w.r.t. B and A as µB,A(C) =

∑
β∈{0,1}|B| tA(C[β/B]), where tA(C[β/B])

is the running time of A on CNF formula C[β/B].

The value tA(C[β/B]) may be expressed in any appropriate units. For example, if A

is a solver based on Conflict-Driven Clause Learning (CDCL) [42], tA(C[β/B]) may be
defined as the number of unit clause propagations made by A in the process of proving the
unsatisfiability of C[β/B]. Let us emphasize, that unlike P from Definition 2, in the general
case A is not a polynomial-time algorithm. The following definition arises by analogy with
the concept of b-hardness.

▶ Definition 4 (d-hardness). The decomposition hardness (or d-hardness) µA(C) of CNF
formula C w.r.t algorithm A is defined as:

µA(C) = min
B∈2X

µB,A(C).
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The main question in the context of these definitions is as follows: is there a practical
way to estimate the values µB,A(C) and µA(C)? Below we give a positive answer to this
question harnessing the idea from [50]: expressing µB,A(C) via a special random variable
with finite expected value and variance.

Let C be an arbitrary CNF formula over the set of variables X and A be an arbitrary
deterministic complete SAT solving algorithm. Consider an arbitrary B ∈ 2X and specify
a uniform distribution on {0, 1}|B|. Define a random variable ξB in the following way:
for any β ∈ {0, 1}|B| the value of ξB equals to the running time of algorithm A on CNF
formula C[β/B]. Since algorithm A is complete, the random variable ξB has spectrum
S(ξB) = {ξ1, . . . , ξM }, where ξi : 0 < ξi < ∞, i ∈ {1, . . . , M}, and ξB has the following
probabilistic distribution:

P (ξB) =
{ s1

2|B| , . . . ,
sM

2|B|

}
,

where by si, i ∈ {1, ..., M} we denote the number of such β ∈ {0, 1}|B| that ξB has the value
ξi. From the above, random variable ξB has an expected value E[ξB ]: 0 < E[ξB ] < ∞. It is
not hard to verify the correctness of the following expressions:

∑
β∈{0,1}|B|

tA(C[β/B]) =
M∑

i=1
ξi · si = 2|B| ·

M∑
i=1

ξi · si

2|B| .

From the above, we can conclude that

µB,A(C) = 2|B| · E[ξB ]. (2)

The equation (2) is quite important because it expresses µB,A(C) via finite expected
value of some random variable and, hence, allows estimating the value using the Monte Carlo
method [43]. In more detail, our nearest goal is to construct such an evaluation µ̃B,A(C) of
the value µB,A(C) that for any fixed ε > 0, δ > 0 the following condition holds:

Pr[(1 − ε) · µB,A(C) ≤ µ̃B,A(C) ≤ (1 + ε) · µB,A(C)] ≥ 1 − δ. (3)

Parameters ε and 1 − δ from (3) in a number of similar cases are named tolerance and
confidence level, respectively.

Now, fix some natural number N . Given C, B, and A, let us carry out N independent
observations of random variable ξB introduced above. We may consider these N observations
as one observation of N independent random variables with the same probability distribution
(remind, that we assume A to be deterministic). Denote these random variables ξ1, . . . , ξN .
Define µ̃B,A(C) as:

µ̃B,A(C) = 2|B|

N
·

N∑
j=1

ξj . (4)

The sense of the fact that will be established below is close to one of the so-called zero-one
estimator theorem from [36], but in our case ξB is not a Bernoulli variable and we cannot
avoid the presence of V ar(ξB) in the resulting lower bound for N .

▶ Theorem 1. Let C be an arbitrary CNF formula over variables X, A be a deterministic
complete SAT solving algorithm, and B be an arbitrary subset of X. Then for µ̃B,A(C)
specified by (4) and for any ε > 0, δ > 0, the condition (3) holds for any N > V ar(ξB)

ε2·δ·E2[ξB ] .

CP 2021



47:6 Evaluating the Hardness of SAT Instances

Proof. Due to the assumptions on A, the random variable ξB has a finite expected value
E[ξB] > 0 and finite variance V ar(ξB). If V ar(ξB) = 0 then S(ξB) = {a}, where a is some
constant: a > 0. In this case the claim of the theorem is trivially satisfied. Below let us
assume that V ar(ξB) > 0. Next we use the Chebyshev’s inequality [28]:

Pr
[
|ζ − E[ζ]| ≤ k ·

√
V ar(ζ)

]
≥ 1 − 1

k2 (5)

which holds for any k > 0 and any arbitrary random variable ζ such that V ar(ζ) > 0. Fix an
arbitrary ε > 0 and select k such that k ·

√
V ar(ζ) = ε · E[ξ]. With this in mind, transform

(5) to the following form:

Pr [|ζ − E[ζ]| ≤ ε · E[ζ]] ≥ 1 − V ar(ζ)
ε2 · E2[ζ] . (6)

Due to considering N independent observations of ξB as a single observation of N independent
random variables with the same distribution the following holds: E[ξ1] = . . . = E[ξN ] = E[ξB ],
V ar(ξ1) = . . . = V ar(ξN ) = V ar(ξB). Consider the random variable ζ =

∑N
j=1 ξj . If we

apply inequality (6) to it we get (taking into account elementary transformations):

Pr
[
(1 − ε) · E[ξB ] ≤ 1

N ·
∑N

j=1 ξj ≤ (1 + ε) · E[ξB ]
]

≥ 1 − V ar(ξB)
ε2·N ·E2[ξB ] . (7)

With respect to (2) and (4), the last inequality may be rewritten as:

Pr [(1 − ε) · µB,A(C) ≤ µ̃B,A(C) ≤ (1 + ε) · µB,A(C)] ≥ 1 − V ar(ξB)
ε2·N ·E2[ξB ] . (8)

The validity of Theorem 1 directly follows from (8). ◀

4 Estimation of d-Hardness via Evolutionary Optimization Algorithms

As follows from the results of the previous section, for exact calculation of d-hardness of an
arbitrary CNF formula C it is required to find the set B with the minimum value of µB,A(C)
over all B ∈ 2X . For any B, instead of trying out all vectors β ∈ {0, 1}|B| as is necessary
when we work with the b-hardness concept, we may compute the estimation µ̃B,A(C) using
the following Monte Carlo scheme:

let us carry out N independent observations of random variable ξB : ξ1, . . . , ξN ;
calculate the value µ̃B,A(C) specified by (4).

Due to Theorem 1, µ̃B,A(C) is an (ε, δ)-approximation of µB,A(C) for a proper value of N .

4.1 (ε, δ)-approximation algorithm for d-hardness estimation
In theory, since E[ξB ] and V ar(ξB) are finite, we can estimate µB,A(C) with any accuracy
specified beforehand. However, it may be not achievable for real cases: for example, when
V ar(ξB) is too large. Therefore, in experiments when selecting N to achieve the required
values of ε and δ we have to replace E[ξB ] and V ar(ξB) with their statistical counterparts.
This practice is generally accepted in mathematical statistics. In the experimental part we
will give a number of examples when the estimates obtained in this way are accurate enough.

Following e.g. [58] we use for estimating E[ξB] the sample mean ξB, constructed for a

concrete random sample ξ1, . . . , ξN : ξB = 1
N ·

N∑
j=1

ξj . The unbiased sample variance is used

to estimate V ar(ξB): s2(ξB) = 1
N−1 ·

N∑
j=1

(ξj − ξB)2. Taking into account Theorem 1, for

some fixed ε and δ, we select any such N that the following condition holds:

N >
s2(ξB)

ε2 · δ · (ξB)2
. (9)
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More concretely, we use the following variant of this approach. At the starting point we
choose some relatively small N (say, N = 100), construct a random sample and calculate ξB

and s2(ξB). Using fixed values of ε and δ (say, ε = 0.1, δ = 0.05) we check if condition (9) is
satisfied. If not, we augment our current random sample by N new observations of ξB , thus
doubling the random sample size; after this we recalculate ξB and s2(ξB). These steps are
repeated until condition (9) is satisfied.

Note that in the general case we cannot efficiently calculate the value of ξB (and,
accordingly, µ̃B,A(C)): for example, for B of a small cardinality this problem may be
comparable in complexity with solving SAT for the initial CNF formula C. However, most
importantly, there always exists such a set B that for any β ∈ {0, 1}|B| the corresponding
value of ξB is calculated efficiently, e.g. in the case when B = X. Another example in
this context is when B is some Strong Unit Propagation Backdoor Set (SUPBS): a type of
backdoor in which the unit propagation rule is used as the polynomial algorithm P [59].

The next important point is that unlike the algorithm from [59] or the Beam-Pitassi
algorithm, we apply computational schemes used in metaheuristic optimization [41] to find a
set B with a good value of µ̃B,A(C). In such schemes, the objective function (fitness function)
is calculated efficiently at some starting point, and then attempts are made to consistently
improve the values of this function in other points of the search space w.r.t. some general
search strategy, e.g. local search [14] or evolutionary algorithms [41].

So, in the context of all the concepts introduced above, let B0 = {x0
1, . . . , x0

n}, B0 ⊆ X

be an initial subset for which µ̃B0,A(C) can be calculated efficiently (e.g. B0 = X or B0 is
some SUPBS). We will look for B with a good value of µ̃B,A(C) as some B ∈ 2B0 . Define B

using a Boolean vector λB ∈ {0, 1}n, assuming that λi = 1 if x0
i ∈ B and λi = 0 if x0

i /∈ B,
λB = (λ1, . . . , λn). Fix N and consider the multivalued function

FA,C,N : {0, 1}n → R+ (10)

defined as follows: for vector λB ∈ {0, 1}n we build the set B, then we generate (in accordance
with a uniform distribution on {0, 1}|B|) vectors βj ∈ {0, 1}|B|, j ∈ {1, . . . , N} and, using
these vectors as a random sample, construct corresponding values of ξB: ξ1, . . . , ξN . Then
the value of function (10) for λB is 2|B|

N

∑N
j=1 ξj . Note that in the general case for different

random samples the values of (10) can differ, thus this function is multivalued.

4.2 Used evolutionary optimization algorithms
In the experimental part of the article we use evolutionary algorithms for optimizing func-
tion (10): in more detail, we apply an algorithm from the family of (1 + 1) Fast Evolutionary
Algorithms, (1 + 1) FEA [23] with parameter β, and one special modification of a genetic
algorithm. Below we give a brief description of these algorithms.

First, consider the ordinary (1 + 1) Evolutionary Algorithm (EA) [44]. It uses the
simplest implementation of the concept of random mutation: one random mutation of an
arbitrary α ∈ {0, 1}n is implemented by a series of n independent Bernoulli trials with
success probability p = 1/n. If i ∈ {1, . . . , n} is the index of a successful trial, then the
i-th bit in α is flipped. The (1 + 1) EA has an extremely high worst-case complexity [25],
but demonstrates good results in many practical cases. As mentioned in [57], this is mostly
because on average (1 + 1) EA behaves similarly to the Hill Climbing algorithm [49] (for a
single random mutation, the expected value of the number of flipped bits equals one), but
with a non-zero probability can move from α to any point in {0, 1}n.

There are ways of reducing the worst-case estimation of (1 + 1) EA if we imply the
complexity measure proposed in [25]. One of these ways is changing the mutation rate in
the original (1 + 1) EA. The (1 + 1) FEAβ described in [23] is a good example. The core of

CP 2021



47:8 Evaluating the Hardness of SAT Instances

this algorithm is the so-called heavy-tailed mutation operator: it flips bits of the considered
Boolean vector with probability Λ/n (instead of 1/n in standard (1 + 1) EA), where Λ is the
value of a random variable with Power-law distribution Dβ

n/2 with parameter β [23]. The
worst-case estimation of this algorithm is O(nβ · 2n) instead of nn for the original (1 + 1)
EA. In computational experiments we used the (1 + 1) FEAβ with parameter β = 3, because
it is the minimal integer value of this parameter for which the expected value of the number
of flipped bits tends to some constant with the increase of n: according to [23], this constant
is approximately 1.3685.

We also experimented with generating a new vector λB on the basis of several existing
vectors, using a special variant of a genetic algorithm which was used in [47]. Several vectors
λB with already calculated values of the considered objective function (10) form a population
in terms of the genetic algorithm [41]. In one iteration, the new population (offspring) is
formed from the current one.

Denote the current population as Pcur and the new population as Pnew, |Pcur| = |Pnew| = R

for some fixed R. Let Pcur = {λB1 , . . . , λBR
}. Pcur is associated with a distribution

Dcur = {p1, . . . , pR}, where

pi = 1/FA,C,N (λBi
)

R∑
j=1

(
1/FA,C,N (λBj

)
) , i ∈ {1, . . . , R}.

To form the new population Pnew, we first select G individuals from Pcur w.r.t. the distribution
Dcur, and apply the standard two-point crossover [41]. Second, we select H individuals
from Pcur with respect to the distribution Dcur without changes. Finally, we apply to each
G + H selected individuals the standard (1 + 1) random mutation, flipping each bit with
probability 1/n. We ensure G + H = R and compute the value of the objective function
for new individuals in Pnew. Then, we choose R best individuals from Pcur ∪ Pnew, and the
resulting set becomes Pcur for the next iteration. In the experiments, we used R = 8 and
G = 4.

5 Experimental Evaluation

Here we demonstrate that the proposed approach allows practically estimating the d-hardness
of unsatisfiable CNF formulas with sufficiently high precision. As concrete examples, we
consider equivalence checking encodings and crafted tests. For the value of tA(C[β/B]) we
select the number of unit propagations made by algorithm A while solving CNF formula
C[β/B]. This choice, in contrast with using solving time, together with fixing the random
seed of the solver, facilitates reproducibility of our results. We also show that sometimes
our approach discovers sets B that may be used to solve SAT formulas in parallel with
super-linear speedup.

5.1 Benchmarks
We consider two classes of CNF formulas or tests. The first class is comprised of so-called
crafted tests. These are synthetic tests, constructed with the aim to generate formulas that
are as hard as possible with as few variables as possible.

Quite a few generators of such tests are available. In this work we used the sgen
generator [54] version 6. Only unsatisfiable instances were generated using sgen, instances
are denoted sgenseed

#variables, describing the number of variables in the CNF formula and the
random seed used to generate it, e.g. sgen101

150. Search for the set B with the minimal value
of function (10) was done on the entire set of variables of the CNF formula.
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We also considered a class of tests related to equivalence checking [39]. Consider two
Boolean circuits S1 and S2 over any complete basis, e.g. {¬, ∧}. We assume that each circuit
has n inputs and m outputs. Thus, circuits S1 and S2 define functions

f1 : {0, 1}n → {0, 1}m, f2 : {0, 1}n → {0, 1}m

respectively. We need to prove that f1 ∼= f2 (pointwise equality), in this case the circuits S1
and S2 are equivalent (S1 ∼= S2). It is known [38] that this problem can be efficiently (in
time linear of the number of elements in S1 and S2) reduced to SAT for a CNF formula C:
S1 ∼= S2 if and only if C is unsatisfiable. CNF formula C is constructed from circuits S1 and
S2 using Tseitin transformations [55]. Bits of vectors from {0, 1}n are encoded with variables
forming the set X in = {x1, . . . , xn}, associated with inputs of S1 and S2.

The CNF formula constructed in this way exhibits the following important property. For
a Boolean variable x and an arbitrary α ∈ {0, 1} let us denote by lα(x) the literal ¬x if α = 0
and literal x if α = 1. Consider an arbitrary α = (α1, . . . , αn), αi ∈ {0, 1}, i ∈ {1, . . . , n}
and the following CNF formula:

lα1(x1) ∧ . . . ∧ lαn(xn) ∧ C. (11)

It is known (see e.g. [8]) that (un)satisfiability of formula C can be determined by solely
applying exhaustive unit propagation to CNF formulas (11) obtained across all possible
assignments α ∈ {0, 1}|Xin|. In other words, set X in is a SUPBS for C. Then from the above
it follows that we can search for B with a good value of µB,A(C) among the subsets of X in.
For this purpose we will launch a methaheuristic search minimizing the function (10) on the
Boolean hypercube {0, 1}|Xin|.

We applied the described approach to equivalence checking of circuits S1, S2 representing
two different algorithms which perform sorting of any d l-bit natural numbers. We con-
sidered the following sorting algorithms: bubble sorting, selection sorting [20], and pancake
sorting [29]. Corresponding SAT encodings can be constructed using any software applied in
symbolic verification, e.g. CBMC [17]; in this work we use Transalg [46, 51], which better
suits our purposes. We conducted a substantial amount of experiments where equivalence
of such circuits was checked. Below we present a few of these results. The SAT instances
are denoted by BvSl,d, BvPl,d, and PvSl,d for Bubble vs Selection, Bubble vs Pancake, and
Pancake vs Selection, respectively.

5.2 Experimental setup and implementation details
The proposed approach has been implemented in Python, using PySAT [35] for SAT solving
with backend solvers Glucose 3 [3] and CaDiCaL [9], referred to as g3 and cd respectively. The
implementation of black-box optimization makes use of distributed computation. Experiments
were run on a computing cluster using up to 5 nodes, each node includes two 18-core Intel
Xeon E5-2695 2.1 GHz processors and 128 GB of RAM. Each experiment consisted of
estimation optimization phase (looking for a set B with minimal estimation value µ̃B,A(C))
and estimation checking phase (exact calculation of µB,A(C)). We used the evolutionary
algorithms described above for traversing across the search space. We denote the (1+1) FEA3
algorithm as “FEA”, and the Genetic Algorithm from [47] as “GA”. For calculating the value
µ̃B,A(C) the adaptive probabilistic (ε, δ)-algorithm presented above was applied. For each B

such that |B| ≤ 9 we directly calculated µB,A(C) instead of its estimation µ̃B,A(C). In each
case the optimization process of function (10) was run with a time limit of 12 hours, using
confidence level 1 − δ = 0.95. Depending on the concrete CNF formula, we used different
values of N ranging from 500 to 40000.
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The goal of estimation checking was to assess the efficiency of the decomposition using
the found set B. To achieve this we solved instances C[β/B] for all β ∈ {0, 1}|B| for several
described benchmarks (in cases when |B| ≤ 17), and thus calculated the exact value µB,A(C).

5.3 Main experimental results on d-hardness estimation
As mentioned above, we have performed a substantial amount of experiments on different
SAT formulas. Here we only report on experiments with tests whose dimensionality allows
explicitly checking the precision of resulting d-hardness estimations by exact calculation
of µB,A(C). In the experiments with formula PvS4,7 we found with our algorithm sets B

consisting of three and fewer variables. In order to evaluate the quality of the corresponding
decompositions we traversed through all possible sets B of sizes 1, 2, and 3. The corresponding
problems are relatively simple, however, to solve them all we used about 3 days of runtime
of a single cluster node (36 cores of Intel Xeon E5-2695) in total. Note that finding a set
via solving an optimization problem for function (10) took up to 12 hours. The results are
presented in Fig. 1 in the form of boxplot diagrams (whiskers span is 1.5 of interquartile
range). The lower bound (in the number of propagations) of the diagrams corresponds to the
best (smallest) value of function µB,A(C) over all possible B: |B| ∈ {1, 2, 3}. For several sets
with the best values of µB,A(C) found by the proposed approach, these values are represented
in the diagram: red dots correspond to sets found by FEA and blue crosses to the ones
found by GA. Note that in every case our algorithms managed to find a set B for which the
value of µB,A(C) is between the zeroth and first quartiles of the distribution depicted by the
diagram. This proves that our algorithms can find good sets B.
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Figure 1 Boxplots for µB,A(C) of all sets B for CNF formula PvS4,7, |B| ≤ 3 and solvers g3 (top)
and cd (bottom), and examples of found estimations: our approach allows finding sets B allowing
near-optimal hardness estimations.

Table 1 shows experimental results for several SAT instances. For each instance, SAT
solver, and evolutionary algorithm, the table shows the cardinality of the found set B, the
value µB,A(C), and the decomposition rate rB,A(C) calculated as µB,A(C)/tA(C). Note that
in most cases rB,A(C) is smaller than one, and thus, in these cases the corresponding slicing
of formula C using the found set B yields a super-linear speedup when weakened formulas
are solved in parallel. Also note that for equivalence checking tests PvS4,7, BvS4,7, BvP4,7
search was done over SUPBSes consisting of 4 × 7 = 28 variables. For sgen search was done
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Table 1 d-hardness estimations for different CNF formulas: most of the found sets B have
decomposition rate rB,A(C) = µB,A(C)/tA(C) < 1, making it possible to solve the 2|B| weakened
CNF formulas in parallel with super-linear speedup.

Instance |X| Solver A Algorithm |B| µB,A/103 rB,A

PvS4,7 3244

g3 FEA 3 2,190,213 0.792
g3 FEA 4 2,250,504 0.814
g3 GA 5 3,319,314 1.201
g3 GA 6 3,333,915 1.206
cd FEA 3 595,695 1.043

sgen1001
150 150

g3 FEA 5 101,371 0.424
cd FEA 6 244,191 0.763
g3 GA 6 114,821 0.480
cd GA 7 247,947 0.775

sgen101
150 150 g3 FEA 8 122,796 0.438

cd GA 7 131,557 0.470

sgen200
150 150 g3 GA 7 151,275 0.569

cd GA 6 229,705 0.541

BvS4,7 2134 g3 GA 3 460,944 1.140
g3 FEA 3 449,325 1.112

BvP4,7 2060 g3 FEA 3 726,080 1.049
g3 GA 3 771,521 1.115

over the entire set X. Overall, we see that FEA performs slightly better than GA in terms
of resulting rB,A(C) values. We can partially explain this by the fact that the GA uses more
computational resources in one iteration in comparison with FEA.

We also performed experiments on searching for non-trivial SUPBSes in the sense of [59]
among subsets of X in for the PvS4,7 example. Essentially, we implemented a variant of
the algorithm from [59], enumerating subsets of X in (|X in| = 28) of gradually increasing
cardinality. If for some B ∈ 2Xin the algorithm found such an assignment β ∈ {0, 1}|B|

that the application of the unit propagation rule to C[β/B] was not enough to decide the
satisfiability of C[β/B], we concluded that B is not a SUPBS, and switched to the next
candidate set B. As a result of these experiments, we have confirmed that for PvS4,7 there is
no such SUPBS B that B ⊂ X in (except X in itself).

In all experiments we used the technique of dynamic adaptation of sample size described
in Section 4.1. The plots in Fig. 2 show the dependence of ε on the iteration number for the
instance sgen1001

150 : the purple plot does not adapt N (the initial value of N is 5000), while
the blue, yellow, and green plots may increase N by up to a factor of two, four, and eight
respectively. One may notice that the described strategy allows keeping ε below 0.1 most of
the time, until finally the set B becomes small enough for switching to direct computation of
µB,A(C), thus reducing ε to zero.

We also studied the accuracy of our estimation µ̃B,A(C) with respect to its exact value
µB,A(C). For this purpose we considered several intermediate sets B found by our approach
for the PvS4,7 formula and SAT solver g3. For each B we first calculated µB,A(C) by
solving all 2|B| weakened CNF formulas. Second, we calculated µ̃B,A(C) using a sample
size N = 1

1002|B|, and repeated this calculation 100 times with different random samples.
The result is a distribution of values of µ̃B,A(C). In Fig. 3 we depict these distributions
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Figure 2 Dependence of ε from iteration number for sgen1001
150 and g3: when N may be increased

up to a factor of eight, the value of ε is below 0.1 most of the time.
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Figure 3 Accuracy of µ̃B,A(C) for PvS4,7 and g3: distributions of estimation values µ̃B,A(C)
remain within 10% of the exact value µB,A(C).

by boxplots for sets with |B| ∈ {17, 16, . . . , 11}, in the order they were discovered by the
evolutionary algorithm. Fig. 3 also shows with the dotted line the exact value µB,A(C) for
each backdoor, and the +/- 10% interval around the exact value with dashed lines. As we
can see, the distributions of µ̃B,A(C) values remain within 10% of the exact value µB,A(C).
Also, most importantly, the median value of µ̃B,A(C) for each set B is almost exactly equal
to the exact value µB,A(C) (the dotted line goes through horizontal lines in boxplots that
depict the medians). This indicates that the approximation is quite accurate: if for set B

the value of µ̃B,A(C) is calculated once (as done during the optimization process), there is a
high chance that the result will be very close to µB,A(C).

5.4 Hardness deviation of weakened CNF formulas

If hardness of weakened formulas differs drastically, one cannot achieve good speedup when
solving them in parallel: if, e.g., solving one weakened formula requires, say, 95% of all
propagations, then it would not be possible to get even a speedup that is linear in the number
of used parallel threads. Thus, in order to use the sets B found by the proposed approach
for parallel SAT solving, the corresponding sub-problems (weakened CNF formulas) need to
be roughly equally hard. To check if the found sets B have this desired property, we have
performed an experimental study regarding the variation of hardness of sub-problems.

More specifically, we measured the relative standard deviation of hardness of all 2|B|

sub-problems for each set B considered in Fig. 3 for CNF formula PvS4,7 and SAT solver g3,
and also for sets B of sizes from 12 to 20 for CNF formula sgen200

150 and solver g3. Results
are presented in Fig. 4 and Fig. 5 respectively.

As seen from the plots, for PvS4,7 the relative standard deviation of sub-problem hardness
does not exceed 0.003%, and for sgen200

150 it is within 0.3%. This indicates that for these
instances the weakened CNF formulas derived from the corresponding sets B are more or
less of equal hardness, so there would be no issues during parallel solving.
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Figure 4 Relative standard deviation of sub-problem hardness for several sets B found for PvS4,7

and g3.
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Figure 5 Relative standard deviation of sub-problem hardness for several sets B found for sgen200
150

and g3.

5.5 Speedup in parallel solving
Here we show some results on solving the original CNF formulas in parallel by means of
solving all 2|B| weakened formulas derived from the set B generated by our approach. Table 2
shows values of speedup for several CNF formulas and sets B measured for 1..36 parallel
threads. The speedup was evaluated as follows. In case of a single thread the speedup
is 1/rB,A(C), where rB,A(C) is the decomposition rate defined above. In case of q, q ≥ 2
threads we first accumulated the total number of propagations made by A at each thread.
Then we took the maximum value of the number of propagations across all threads and
divide tA(C) by this value to compute the speedup. Thus, in the latter case we take into
account the situation, when some threads have finished their work earlier than the others.
Note that in the majority of cases, the speedup is indeed super-linear.

Of course, our approach does not and cannot guarantee that the speedup will be super-
linear or even linear: apart from the set B itself, it depends on the properties of the CNF
formula, the used strategy of parallel task distribution. However, practical results illustrated
in Table 2 give reason to be optimistic.

5.6 Correspondence between the number of unit propagations and
solving time

As noted above, in this paper for the value of tA(C[β/B]) we select the number of unit
propagations made by algorithm A while solving CNF formula C[β/B]. The reason for
choosing this metric instead of just the running time (in seconds) is that the propagations
metric is independent of the hardware platform, and the results can be replicated easily.
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Table 2 Speedup when using set B to solve weakened CNF formulas on a single core and in
parallel (using 2..36 threads).

Instance |B| Solver 1 thread 2 threads 4 threads 8 threads 16 threads 32 threads 36 threads

sgen101
150

8 g3 2.3 4.6 8.8 16.8 31.3 37.0 37.0
13 cd 1.9 3.9 7.7 14.9 29.4 56.9 62.6

sgen200
150 8 g3 1.6 3.3 6.2 12.2 22.3 29.9 29.9

sgen200
150

8 g3 1.8 3.6 7.1 13.3 25.5 36.2 36.2
7 g3 2.2 4.4 8.5 15.8 28.0 28.8 28.8
8 cd 1.3 2.6 5.0 9.6 19.1 22.8 22.8
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Figure 6 Accuracy of µ̃B,A(C) for PvS4,7 and g3, where tA(C[β/B]) is the running time of the
SAT solver in seconds: values of time and unit propagations are sufficiently, though not ideally,
correlated.

However, in a practical application we would be interested in sets B that provide a
speedup not only in the number of propagations, but also in terms of the running time.
Therefore, we replicated results depicted in Fig. 3, measuring tA(C) and tA(C[β/B]) in
seconds (for a single thread).

Results are depicted in Fig. 6. Let us compare this plot with Fig. 3. Ideally (if the
number of unit propagations exactly correlates with solving time), these plots should be
quite the same, except for absolute values of propagations and time. Here, instead, we
see that sometimes a decreased value of µ̃B,A(C) (and also µB,A(C) for that matter) when
tA(C[β/B]) is measured in propagations corresponds to slightly increased values of µ̃B,A(C)
and µB,A(C) when tA(C[β/B]) is measured in seconds: for example, this is the case for pairs
(|B| = 16, |B| = 15) and (|B| = 12, |B| = 11). Despite this, the main trends of both plots
are the same, indicating that when estimating the decomposition hardness the number of
unit propagations can be considered as an adequate deterministic analog of a SAT solver
running time.

6 Related Work

There have been a number of attempts to define hardness measures of Boolean formulas.
Some of them are purely theoretical, others can be used in practical applications. For the
most part, existing works appeal to the peculiarities of specific algorithms and do not consider
the SAT solver as a black-box function, as it is done in our approach.

The relationship between the various measures of hardness is demonstrated in [2]. The
key motivation for our work was the idea from [2] to determine the hardness of a Boolean
formula, starting from the concept of the Backdoor Set introduced in [59]. This measure
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(b-hardness) is determined only for Strong Backdoor Sets (SBS) of the function. The value
of b-hardness on a particular SBS is equal to the total time required to solve all formulas
obtained from the original CNF formula when partitioning it according to this SBS. Also
recall that the b-hardness definition implies that weakened formulas are solved in polynomial
time.

In our case, unlike [2] and [59], we use an arbitrary set of Boolean variables and an
arbitrary (not necessarily polynomial) complete algorithm for solving SAT. In all other aspects
our definition of decomposition hardness is similar to the definition of backdoor hardness.
Actually, similar ideas have been used to evaluate the effectiveness of SAT Partitionings,
mainly as applied to formulas arising in algebraic cryptanalysis: see e.g. [21, 26, 37, 50, 53, 60],
etc. However, we emphasize that we are not aware of any works in which these ideas would be
used to specify and estimate hardness of CNF formulas in general. Also, none of mentioned
papers consider accuracy of obtained estimates or ways of improving this accuracy (such as
our (ε, δ)-algorithm).

7 Discussion & Conclusion

Let us emphasize again that for any CNF formula there always exists such a set B that
µ̃B,A(C) can be calculated efficiently. Thus, for any extremely hard CNF formula we can
always obtain some d-hardness estimation. It can be useful in cases when it is necessary to
understand whether there is any practical sense in trying to solve the corresponding problem.
One can argue that the accuracy of such estimates is questionable (e.g. due to transition from
expectation and variance to their statistical counterparts), but our computational results
show that they quite often turn to be accurate in practice. Sometimes, obtained preliminary
estimates are not precise, but the resulting set B can give a very efficient decomposition
(with rate rB,A < 1).

As shown above, the cases when rB,A < 1 are quite frequent in the studied classes of
tests. In such a situation solving all CNF formulas C[β/B] is cheaper than solving the
original CNF formula without decomposition. Thus, if B has reasonable size, we may use a
distributed computational platform to solve all weakened CNF formulas in parallel, and the
corresponding speedup will be super-linear.

Recall that in this paper we only addressed hardness estimation for unsatisfiable CNF
formulas. In the case of satisfiable formulas our estimation measure does not provide good
accuracy guarantees: if a formula has many satisfying assignments, the SAT solving algorithm
can get “lucky” or “unlucky”, which would require other estimation measures, e.g. such as
the one proposed in [52].

In conclusion, in this paper we have proposed a novel approach to evaluating the hardness
of unsatisfiable SAT formulas w.r.t. a deterministic SAT solver. The new hardness measure,
d-hardness, is computed w.r.t. a subset B of formula’s variables, and corresponds to the
minimal total computation effort needed to solve 2|B| weakened CNF formulas across all
possible subsets B. To illustrate the practical applicability of the new measure we proposed
and developed an adaptive probabilistic (ε, δ)-approximation algorithm based on evolutionary
optimization and demonstrated its effectiveness on tests from several families of SAT formulas.

We believe that the concept which lies in the base of the decomposition hardness can be
useful in SAT solving strategies aimed at hard SAT instances. In the future, we plan to use
the ideas which are close to the ones considered above to estimate the usefulness of cubes in
the context of the Cube and Conquer approach [32].
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Finally, although the paper argues that decomposition hardness can be effectively es-
timated with respect to any complete deterministic SAT solving algorithm, the presented
experimental study focuses solely on a few SAT solvers based on conflict-driven clause
learning (CDCL) [42]. As a result and given that the proof system of CDCL is known to be
as strong as general resolution [4, 48], an interesting line of future work will be to extend the
proposed ideas to existing algorithms that build on the proof systems strictly stronger than
resolution, including cutting planes [19,45] and dual-rail based MaxSAT [12], among others.
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