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Extreme case of density scaling: The Weeks-Chandler-Andersen system at low
temperatures

Eman Attia,∗ Jeppe C. Dyre,† and Ulf R. Pedersen‡

“Glass and Time”, IMFUFA, Dept. of Science and Environment,
Roskilde University, P. O. Box 260, DK-4000 Roskilde, Denmark

(Dated: May 25, 2021)

This paper studies numerically the Weeks-Chandler-Andersen (WCA) system, which is shown to
obey hidden scale invariance with a density-scaling exponent that varies from below 5 to above 500.
This unprecedented variation makes it advantageous to use the fourth-order Runge-Kutta algorithm
for tracing out isomorphs. Good isomorph invariance of structure and dynamics is observed over
more than three orders of magnitude temperature variation. For all state points studied, the virial
potential-energy correlation coefficient and the density-scaling exponent are controlled mainly by
the temperature. Based on the assumption of statistically independent pair interactions, a mean-
field theory is developed that rationalizes this finding and provides an excellent fit to data at low
temperatures and densities.
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I. INTRODUCTION

Density scaling is an important experimental discovery of the last 20 years’ liquid-state research, which by now
has been demonstrated for high-pressure data of hundreds of systems [1–4]. The crucial insight is that, in order to
characterize a thermodynamic state point, the relevant variable supplementing the temperature T is not the pressure
p, but the number density ρ ≡ N/V (considering N particles in volume V ) [1–6]. If γ is the so-called density-scaling
exponent, plotting data for the dynamics as a function of ργ/T results in a collapse [1–4]. In other words, the dynamics
depends on the two variables of the thermodynamic phase diagram only via the single variable ργ/T . This provides a
significant rationalization of data, as well as an important hint for theory development. It should be noted, though,
that density scaling does not apply universally; for instance, it usually works better for van der Waals liquids than
for hydrogen-bonded liquids [2, 4].

Some time after these developments were initiated, a framework for density scaling was provided in terms of the
isomorph theory [7, 8], which links density scaling to Rosenfeld’s excess-entropy scaling method from 1977 [9, 10].
According to isomorph theory, any system with strong correlations between the fixed-volume virial and potential-
energy equilibrium fluctuations has curves of invariant structure and dynamics in the thermodynamic phase diagram.
These “isomorphs” [7, 11] are defined as curves of constant excess entropy Sex, which is the entropy minus that of an
ideal gas at the same temperature and density (Sex < 0 because any system is more ordered than an ideal gas).

If the potential energy is denoted by U and the virial by W , their Pearson correlation coefficient R is defined by

R =
〈∆U∆W 〉√

〈(∆U)2〉〈(∆W )2〉
. (1)

Here ∆ denotes the deviation from the thermal average and the sharp brackets are canonical (NV T ) averages.
The pragmatic criterion defining “strong” correlation is R > 0.9 [12, 13]. Systems with strong correlations have
good isomorphs, i.e., approximate invariance of structure and dynamics along the configurational adiabats [7]. Such
systems are termed R-simple, signaling the simplification of having an effectively one-dimensional thermodynamic
phase diagram in regard to structure and dynamics when these are given in so-called reduced units (see below).
Hydrogen-bonded systems usually have R < 0.9 and are thus not R-simple [12]; this explains why density scaling does
not apply universally.

Isomorph theory is only rigorously correct in the unrealistic case of an Euler-homogeneous potential-energy function
that is realized, for instance, in systems with inverse-power-law (IPL) pair potentials [14]. Nevertheless, isomorph-
theory predictions apply to a good approximation for many systems, e.g., Lennard-Jones (LJ) type liquids [7, 15–17],
the EXP pair-potential system at low temperatures [18, 19], simple molecular models [20–22], polydisperse systems
[23], crystals [24], nano-confined liquids [25], polymer-like flexible molecules [26], metals [27, 28], Yukawa plasmas
[29, 30], etc.

In some cases, isomorphs are well described by the equation ργ/T = Const. with a constant γ [31], which as
mentioned accounts for density scaling as discussed in most experimental contexts [2]. Isomorph theory, however,
does not require γ to be constant throughout the thermodynamic phase diagram, and γ indeed does vary in most
simulations [16, 32–34]. The general isomorph-theory definition of the density-scaling exponent γ at a given state
point [7, 10] is

γ ≡
(
∂ lnT

∂ ln ρ

)
Sex

=
〈∆U∆W 〉
〈(∆U)2〉

. (2)

The second equality gives the statistical-mechanical expression of γ in terms of the constant-volume canonical-ensemble
fluctuations of potential energy and virial.

The question whether experimental density-scaling exponents are strictly constant throughout the phase diagram
has recently come into focus [35, 36]. In simulations, isomorphs are in many cases described by the following equation
[1, 8, 32, 37]

h(ρ)

T
= Const. (3)

in which h(ρ) is a function of the density. For the Lennard-Jones (LJ) system, for instance, one has h(ρ) ∝ (γ0/2 −
1)(ρ/ρ0)4 − (γ0/2 − 2)(ρ/ρ0)2 in which γ0 is the density-scaling exponent at a reference state point of density ρ0
[32, 37]. For isomorphs given by Eq. (3), Eq. (2) implies
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γ =
d lnh(ρ)

d ln ρ
. (4)

We see that unless h(ρ) is a power-law function, the density-scaling exponent depends on the density, though not on
the temperature. More generally, γ also depends on the temperature [33]. This is the case, for instance, for the LJ
system at very high temperatures: for T → ∞ at a fixed density, the LJ system is dominated by the repulsive r−12

term of the pair potential, implying that γ approaches 12/3 = 4 in this limit and that Eq. (3) cannot apply.
A likely reason that many experiments are well described by a constant γ is the fact that density often does not vary

much. As shown by Casalini and coworkers [36, 38], when extreme pressure is applied, the density-scaling exponent
is no longer constant. Although it is now clear that γ is not a material constant [35, 36], its variation is as mentioned
often insignificant in experiments. This paper gives an example in which γ varies dramatically. We present a study
of the noted Weeks-Chandler-Andersen (WCA) system [39, 40] that 50 years ago introduced the idea of a cutoff at
the potential-energy minimum of the LJ system [41–46]. This idea is still very popular and used in various contexts
[47–53].

We show below that the WCA system has strong virial potential-energy correlations and thus is R-simple at typical
liquid-state densities. We find that γ varies by more than two decades in the investigated part of the phase diagram.
In comparison, the LJ system has a density-scaling exponent that varies less than 50% throughout the phase diagram.
To the best of our knowledge, the γ variation of the WCA system is much larger than has so far been reported
for any system in simulations or experiments. For all state points studied, we find that γ depends primarily on
the temperature. A mean-field theory is presented that explains this observation and which accounts well for the
low-temperature and low-density behavior of the system.

After providing a few technical details in Sec. II, the paper starts by presenting the thermodynamic phase diagram
with the state points studied numerically (Sec. III). The paper’s main focus is on three isomorphs, numbered 1-3. Each
of these is associated with an isotherm and an isochore, the purpose of which is to put into perspective the isomorph
variation of structure and dynamics by comparing to what happens when a similar density/temperature variation is
studied, keeping the other variable constant. In Sec. III we also give data for the virial potential-energy correlation
coefficient R and the density-scaling exponent γ, demonstrating that all state points studied have strong correlations
(R > 0.9) while γ varies from about 5 to above 500. A mean-field theory is developed in Sec. IV predicting that R
and γ both depend primarily on the temperature. Section V presents simulations of the structure and dynamics along
the isotherms, isochores, and isomorphs. Despite the extreme γ variation, which implies that an approximate inverse-
power-law description fails entirely, we find good isomorph invariance of the reduced-unit structure and excellent
isomorph invariance of the reduced-unit dynamics. Section Sec. VI gives a brief discussion. Appendix I details the
implementation of the fourth-order Runge-Kutta method for tracing out isomorphs and compares its predictions to
those of the previously used simple Euler method. Appendix II gives isomorph state-point details.

II. MODEL AND SIMULATION DETAILS

Liquid model systems are often defined in terms of a pair potential v(r). If rij = |ri − rj | is the distance between
particles i and j, the potential energy U as a function of all particle coordinates R ≡ (r1, r2, .., rN ) is given by

U(R) =
∑
i<j

v(rij) . (5)

We study in this paper the single component Weeks-Chandler-Andersen (WCA) system [39], which cuts the standard
LJ pair potential at its minimum and subsequently shifts the potential by adding a constant such that the minimum
is lifted to zero [39, 54]. The result is the purely repulsive pair potential given by

v(r) =

{
4ε
[
(r/σ)−12 − (r/σ)−6

]
+ ε (r < 21/6σ)

0 (r > 21/6σ)
. (6)

Like the LJ pair potential, v(r) involves two parameters: σ that reflects the particle radius and ε that reflects the
energy depth of the LJ potential well at its minimum at r = 21/6σ.

The WCA system was simulated by Molecular Dynamics (MD) in the canonical (NV T ) ensemble using the Nosé-
Hoover thermostat [55]. The simulated system consisted of 4000 particles in a cubic box with periodic boundaries.
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The simulations were performed using the open-source Roskilde University Molecular Dynamics software (RUMD
v3.5) that runs on GPUs (graphics processing units) [56] (http://rumd.org). For updating the system state, the
leap-frog algorithm was employed with reduced-unit time step 0.0025. At each state point, a simulation first ran for
25 million time steps for equilibration. This was followed by 50 million time steps for the production run.

The simulations were conducted in the “reduced” unit system of isomorph theory in which the energy unit is
e0 ≡ kBT , the length unit is l0 ≡ ρ−1/3, and the time unit is t0 ≡ ρ−1/3

√
m/kBT where m is the particle mass [7].

A few simulations were also carried out in MD units to check for consistency. Using reduced units in a simulation
implies that density and temperature are both equal to unity; thus the state point is changed by varying σ and ε,
i.e., by changing the pair potential. In contrast, performing simulations in MD units implies putting σ = ε = 1, i.e.,
fixing the pair potential and varying ρ and T in order to change the state point. The two methods are mathematically
equivalent, of course. Simulating in reduced units is convenient because the time step is then automatically adjusted
to take into account the thermal velocity.

Reduced quantities are generally marked by a tilde, for instance r̃ ≡ r/l0 = ρ1/3r. These units are used below for
all quantities except for the density and the temperature; thermodynamic state points are reported by giving density
and temperature in standard MD units, i.e., ρ is given in units of σ−3 and T in units of ε/kB .
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FIG. 1. (a) The three isomorphs in focus (denoted 1-3) shown as full curves in the temperature-density thermodynamic phase
diagram. Each isomorph was generated as described in the text and in Appendix I, starting from the reference state point
(ρ0, T0) with ρ0 = 0.84 and T0 equal to 0.6, 1.0, and 2.0, respectively. A fourth isomorph (denoted 0) is marked by the
red dashed line and is in the supercooled liquid phase. The horizontal lines are three isotherms and the vertical lines are
three isochores, which are studied in order to compare their structure and dynamics variations to those along the isomorphs.
The freezing and melting lines are shown as yellow and orange lines, respectively [41, 45]; note that these are parallel to the
isomorphs. (b) The four isomorphs shown in a logarithmic temperature-density phase diagram. The slope γ (Eq. (2)) increases
significantly as the temperature is lowered along an isomorph. The stars mark the lowest simulated temperature and density
on each isomorph; these state points are used in Fig. 9 below.

III. SIMULATED STATE POINTS

Figure 1(a) shows the thermodynamic phase diagram of the WCA system. The yellow and orange lines to the right
are the freezing and melting lines [41, 45]. The blue, green, and purple lines marked 1, 2, and 3, respectively, are the
isomorphs of main focus below, while the red dashed line is a fourth isomorph marked 0, which is in the liquid-solid
coexistence region. Note that the freezing and melting lines are both approximate isomorphs [7, 57].

Each isomorph was traced out starting from a “reference” state point of density 0.84. Isomorphs are often identified
by integrating Eq. (2) using the simple first-order Euler integration scheme for density changes of order one percent
[7, 16, 20]. The extreme variation of γ found for the WCA system, however, means that Euler integration can only
be used reliably for very small density changes and a more accurate integration scheme is called for. We used the
fourth-order Runge-Kutta integration (denoted by RK4) as detailed in Appendix I, where it is demonstrated that
RK4 is 10-100 times more computationally efficient that Euler integration for tracing out isomorphs with a given
accuracy. Data for selected state points of the four isomorphs are listed in Appendix II.

In order to investigate the degree of isomorph invariance of the reduced-unit structure and dynamics (Sec. V),
for each isomorph we also performed simulations along an isotherm and an isochore, limiting all simulations to state
points in the equilibrium liquid phase, though. Figure 1(b) shows the isomorphs and the melting and freezing lines
in a diagram with logarithmic density and temperature axes. In this diagram the density-scaling exponent γ is the
isomorph slopes, compare Eq. (2), which increases significantly along each isomorph as the density is lowered.
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FIG. 2. The virial potential-energy Pearson correlation coefficient R (Eq. (1)) for all state points studied (Fig. 1). There are
strong correlations everywhere (R > 0.9). The horizontal dashed-dotted lines mark the low-temperature, low-density limit of

the mean-field-theory prediction, R =
√

8/3π = 0.921 (Eq. (20)). (a) R as a function of the density. (b) R as a function of the
temperature. We see that the correlations are mainly controlled by the temperature.

A configurational adiabat is an isomorph only for state points with strong virial potential-energy correlations, i.e.,
when R & 0.9 at the relevant state points in which R is given by Eq. (1). This condition is validated in Fig. 2, which
shows R for all state points simulated. Figure 2(a) shows R as a function of the density, while (b) shows R as a
function of the temperature. We see that R increases with increasing density and temperature, approaching unity.
This reflects the fact that the (r/σ)−12 term of the pair potential dominates the interactions in these limits and that
an inverse-power-law pair potential has R = 1. An important observation from Fig. 2 is that strong correlations are
maintained even at the lowest densities and temperatures studied. Comparing (a) to (b) reveals that R is primarily
controlled by the temperature. This may be understood from a mean-field theory, which assumes that the interactions
at low densities are dominated by single-pair interactions (Sec. IV).
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(f) Isomorph 0
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FIG. 3. The density-scaling exponent γ defined in Eq. (2) for the state points studied (Fig. 1). Full symbols are isomorph
state-point data, half open circles are isochore and isotherm data. The top row gives data for state points with γ below 50,
the bottom row gives data for all state points. (a) γ as a function of the density; (b) γ as a function of the pressure; (c) γ as a
function of the temperature; (d) γ as a function of the density in a log-log plot; (e) γ as a function of the pressure in a log-log
plot; (f) γ as a function of the temperature in a log-log plot. We see that γ is primarily a function of the temperature. The
dashed line in (f) marks the T → 0 limit of the mean-field theory (Eq. (19)).

Figure 3 gives data for the density-scaling exponent γ at the state points simulated plotted in different ways, using
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the same symbols as in Fig. 2. We see that γ increases monotonically as either density, pressure, or temperature is
lowered, eventually reaching values above 500. Figure 3(a) shows γ as a function of the density ρ. Clearly, knowledge
of ρ is not enough to determine γ, implying that Eq. (4) does not apply for the WCA system. It has been suggested
that γ is controlled by the pressure [58]. This works better than the density for collapsing data, but there is still
some scatter ((b)). Figure 3(c) plots γ as a function of the temperature. We here observe a quite good collapse,
concluding thus γ is primarily controlled by the temperature. Figure 3(d), (e), and (f) show data for all the state
points simulated in a logarithmic plot as functions of density, pressure, and temperature, respectively.

IV. MEAN-FIELD THEORY FOR R AND γ AT LOW DENSITIES

This section presents a mean-field theory for estimating the virial potential-energy correlation coefficient R and the
density-scaling exponent γ. Along the lines of Refs. 18, 33, 59, and 60, we assume that the individual pair interactions
are statistically independent; this is expected to be a good approximation at relatively low densities.

In MD units the truncated WCA pair potential Eq. (6) is

v(r) = 4r−12 − 4r−6 + 1 for r < rc ≡ 21/6 = 1.122 . . . (7)

and zero otherwise. The virial of the configuration R is given by W (R) =
∑N
i>j w(rij) in which the pair virial is

defined as w(r) ≡ −(r/3)v′(r) [55]. Although the WCA potential is our primary focus, the arguments given below
apply to any truncated purely repulsive potential.

The general the partition function of the configurational degrees of freedom is given by Z ∝
∫
V N dr1...drN exp(−

∑
i<j v(rij)/kBT )

in which rij = |ri − rj |. At low densities it is reasonable to regard the pair distances as uncorrelated, i.e., to treat
the interactions in a mean-field way. This leads to the approximation Z ∝ ZNs in which Zs =

∫
V
dr exp(−vs(r)/kBT )

is the partition function of a single particle moving in the potential vs(r) of all other particles frozen in space. In
the low-density limit, none of the frozen particles “overlap” and Zs has consequently two contributions, one for the
positions for which v(r) = 0 and one for the positions at which the particle interacts with one of the frozen particles.
The former is the “free” volume that in the low-density limit is approaches the entire volume V . The latter is N
times the following integral (putting for simplicity kB = 1 in this section),

Z1(T ) =

∫ rc

0

4πr2 exp(−v(r)/T )dr . (8)

In terms of Z1(T ) the single-particle partition function is thus in the thermodynamic limit given by

Zs(ρ, T )/N = Z1(T ) + 1/ρ . (9)

Based on the above, any pair-defined quantity A(r) that is zero for r > rc has an expectation value that is computed
as (in which p(r) = 4πr2 exp(−v(r)/T ) is the unnormalized probability)

〈A〉 =

∫ rc

0

A(r)p(r)dr/Zs(ρ, T ) . (10)

Based on Eq. (2) and Eq. (1) one gets

γ(ρ, T ) =
〈wv〉 − 〈w〉〈v〉
〈v2〉 − 〈v〉2

(11)

and

R(ρ, T ) =
〈wv〉 − 〈w〉〈v〉√

(〈w2〉 − 〈w〉2)(〈v2〉 − 〈v〉2)
. (12)

Figure 4 compares the predictions of the mean-field theory to data along isomorphs and isochores. There is good
overall agreement. Systematic deviations are visible in (b) and (d), however, which focus on densities that are now
low enough to avoid frozen-particle overlap.
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FIG. 4. Comparing the predictions of the mean-field theory for γ and R as functions of the temperature (dashed lines) to
simulation results. (a) and (c) show results along the three isomorphs. (b) and (d) show results along the three isochores,
focusing on higher densities where the mean-field theory is not expected to be accurate.

We proceed to discuss the low-density limit in which Zs →∞. Terms that involve a single expectation value (〈v2〉,
〈w2〉, and 〈wu〉) scale as 1/Zs while terms that involve a multiplication of expectation values, i.e., 〈v〉2, 〈w〉2, and
〈v〉〈w〉, scale as 1/Z2

s . Consequently, at low densities one can neglect terms that involve multiplications of expectation
values [18, 33, 59, 60], leading to

γ(T ) = 〈wv〉/〈v2〉 for ρ→ 0 (13)

and

R(T ) = 〈wv〉/
√
〈w2〉〈v2〉 for ρ→ 0. (14)

Note that these averages do not depend on Zs since both numerators and denominators scale as 1/Zs. This implies
that γ and R at low densities depend only of T , which explains the observation in Fig. 3.

Consider now the further limit of low temperature. In that case the probability distribution p(r) concentrates near
rc and one can expand around x ≡ rc − r = 0 by writing the pair potential as

v(x) = k1x+ k2x
2/2 + k3x

3/6 + ..... (15)

The pair virial then becomes [15]

w(x) = (rc − x)(k1/3 + k2x/3) + k3rcx
2/6 +O(x3) . (16)

For the WCA potential k1 = 0 and k2 = 36 3
√

4. Since p(x) is concentrated near x = 0, the upper limit of the integral
Eq. (17) may be extended to infinity, leading to

〈A〉 =

∫ ∞
0

A(x)p(x)dx/Z (T → 0) (17)
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FIG. 5. The density dependence of (a) γ and (b) R at T = 0.01. Results are also shown for high-density samples that
crystallized during the simulations.

in which

p(x) = 4π(rc − x)2 exp(−k2x2/(2T )) . (18)

The Gaussian integrals can be evaluated by hand or, e.g., using the SymPy Python library for symbolic mathematics.
We find that γ and R in the low-density limit are given by

γ0 =
4rc
√

2k2

9
√
πT

=
16

3
√
πT

(T → 0) (19)

and

R0 =

√
8

3π
= 0.921 . . . (T → 0) . (20)

Figure 5 shows the mean-field predictions for γ and R at T = 0.01 plotted as a function of the density. As expected,
the theory works well at low densities, even though one is here still not quite at the T → 0 limit marked by the
horizontal lines.

V. VARIATION OF STRUCTURE AND DYNAMICS ALONG ISOTHERMS, ISOCHORES, AND
ISOMORPHS

The considerable γ variation of the WCA system means that it cannot be described approximately by an Euler-
homogeneous potential-energy function. This section investigates to which degree the reduced-unit structure and
dynamics are, nevertheless, invariant along isomorphs 1-3. Isomorph invariance is rarely exact, so in order to put
the simulation results into perspective, we present also results for the variation of the reduced-unit structure and
dynamics along isotherms and isochores (Fig. 1). As a measure of the structure, we look at the reduced radial
distribution function (RDF) as a function of the reduced radial distance. As a measure of the dynamics, we look at
the reduced mean-squared displacement (MSD) as a function of the reduced time, as well as on the reduced diffusion

coefficient D̃ identified from the long-time MSD.
Starting with structure, Fig. 6 shows reduced-unit RDF data along the three isotherms, isochores, and isomorphs.

The isotherms span almost the same density range and the isochores span almost the same temperature range as the
corresponding isomorphs (restricted to the equilibrium liquid phase, i.e., to data above the freezing line). Along the
isomorphs the RDFs show some variation at the first peak maximum (lowest row), but in comparison to the isotherms
and isochores, there is excellent overall isomorph invariance of the RDF.

For all three isomorphs we find that the peak height increases as the temperature decreases. This is an effect of
larger γ resulting in a higher first peak, which may be understood as follows. Consider the IPL pair-potential system
with v(r) ∝ r−n, which has γ = n/3 and perfect isomorphs [61]. The larger n is, the more harshly repulsive are the
forces. From the Boltzmann probability of finding two particles at the distance r, ∝ exp(−v(r)/kBT ), it follows that
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FIG. 6. Reduced-unit radial distribution functions (RDF) for the three isotherms, isochores, and isomorphs (Fig. 1). The green curves
give the lowest temperature/density, the orange curves give the mid temperature/density, and the blue curves give the highest tempera-
ture/density. Although the first-peak maximum is not entirely isomorph invariant, in comparison to isotherms and isochores we see a good
RDF invariance along the isomorphs. This is the case even though the density variation of the isotherms and the temperature variation of
the isochores are somewhat smaller than those of the isomorphs (compare Fig. 1). Isotherms: The green curves give data for (ρ, T ) = (0.56,
0.60), (0.82, 2.72), (0.81, 12.1), the orange curves for (ρ, T ) = (0.69, 0.60 ), (1.0, 2.72), (1.21, 12.1), and the blue curves for (ρ, T ) = (0.84,
0.60), (1.22, 2.72), (1.47, 12.1). Isochores: The green curves give data for (ρ, T ) = (0.84, 0.33), (1.00, 0.82), (1.21, 2.44), the orange curves
for (ρ, T ) = (0.84, 1.99), (1.00, 3.32), (1.21, 6.64), and the blue curves for (ρ, T ) = (0.84, 14.72), (1.00, 13.46), (1.21, 14.78). Isomorphs:
The green curves give data for the reference state points (ρ, T ) = (0.84, 0.60), (0.84, 1.00), (0.84, 2.00), the orange curves for (ρ, T ) = (1.06,
2.43), (1.04, 3.32), (0.94, 3.64), and the blue curves for (ρ, T ) = (1.57, 14.72), (1.40, 13.46), (1.26, 14.78).

particle near encounters become less likely as n→∞, thus suppressing the RDF at distances below the first peak. If
there is isomorph invariance of the number of particles within the first coordination shell, as n increases some of the
RDF must therefore move from small r to larger r within the first coordination shell, resulting in a higher first peak.
This argument has recently been confirmed by the observation that the bridge function, a fundamental quantity of
liquid-state theory [54], is isomorph invariant to a very good approximation [62]. A similar increase of the height of
the first RDF peak with increasing γ has been observed for the EXP system (Fig. 5 in Ref. 33). In that case it was
a much less dramatic effect, however, because the EXP system’s γ variation at the investigated state points covered
less than a factor of 3 compared to more than a factor of 100 for the WCA state points studied here. Interestingly,
for both systems the data imply that γ →∞ as T → 0 along an isomorph, i.e., both systems become more and more
hard-sphere like as the temperature is lowered.

Proceeding to investigate the dynamics, Fig. 7 shows data for the reduced-unit MSD as a function of the reduced
time along the three isotherms, isochores, and isomorphs. There is only invariance along the isomorphs. Along the
isotherms, the lowest density (green) give rise to the largest reduced diffusion coefficient. This is because the mean
collision length increases when density is decreased. Along the isochores, the lowest temperature (green) has the
smallest reduced diffusion coefficient. This is because the effective hard-sphere radius increases when temperature is
decreased, leading to a smaller mean-collision length. In MD units, the MSDs are also not invariant along the isotherms
or isochores (data not shown); thus the lack of invariance for the isotherms and isochores is not a consequence of the
use of reduced units. In regard to the isomorph data, with Fig. 6 in mind we conclude that the non-invariant first-peak
heights of the RDFs along the isomorphs has little influence on the dynamics. This is consistent with expectations
from liquid-state quasiuniversality, according to which many systems have structure and dynamics similar to those of
the EXP generic liquid system, which as mentioned also exhibits varying first-peak heights along its isomorphs [33].

The reduced diffusion coefficient D̃ ≡ ρ1/3
√
m/kBT D is extracted from the data in Fig. 7 by making use of the

fact that the long-time reduced MSD is 6D̃t̃. Figure 8 shows how both D and D̃ vary along the three isomorphs. The
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functions of the logarithm of the temperature. When given in MD units, the diffusion coefficients vary significantly along the
isomorphs, while they are fairly constant in reduced units. This illustrates the importance of using reduced units when checking
for isomorph invariance. From end point to end point of the isomorphs, the variation in the reduced diffusion coefficient D̃
is, respectively, 39%, 23%, and 14%. The corresponding numbers are 1000%, 880%, and 549% along the isochores, and 214%,
893%, and 305% along the isotherms.

upper figures demonstrate a large variation in D along each isomorph. The lower figures show D̃, which is rigorously
invariant for a system with perfect isomorphs (R = 1). This is not the case for the WCA system, but the variation is
below 40% for all three isomorphs in situations where the temperature varies by more than four orders of magnitude.
Thus the reduced diffusion coefficient is isomorph invariant to a good approximation.

Figure 8 suggests that D̃ stabilizes as T → 0, and for each isomorph one can tentatively identify this low-temperature
limit. Figure 9 plots estimates of these limiting values obtained at the lowest density simulated on each isomorph. An
obvious question is: which density corresponds to D̃ = 0? At very low temperatures, because γ becomes very large
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isomorph 0, plotted versus the density of the lowest-temperature state point simulated on the isomorph in question. The points
are fitted by a cubic spline function (dashed curve), which by construction goes through the random close-packing (rcp) density

(ρ = 0.864) marked by the black star on the y-axis. As rcp is approached, one expects D̃ → 0 because the system jams. This

is consistent with our data. The rcp density is calculated as follows. With rc = 21/6 one finds Vsphere = πr3c/6 = 0.74048. The
rcp volume fraction is roughly 64%; putting this equal to ρVsphere, one arrives at ρ = 0.864.

the WCA system behaves increasingly as a system of hard spheres (HS). The disordered HS system has a maximum
density corresponding to the random closed-packed (rcp) structure at roughly 64% packing fraction. In Fig. 9, the

black star at D̃ = 0 marks the corresponding density. Our data are consistent with a convergence to this point.

VI. DISCUSSION

We have studied three isomorphs of the WCA system and showed that along them the density-scaling exponents
vary by more than a factor of 100. This extreme variation means that the WCA system can not be considered as
an effective IPL system [15]. In the LJ case, the pair potential may be approximated by the so-called extended IPL
(eIPL) pair potential, which is a sum of an IPL term ∼ r−18, a constant, and a term proportional to r [15]. The
latter two terms contribute little to the fluctuations of virial and potential energy [15], which explains the strong
correlations of the LJ system and why γ is close to 6 (not to 4 as one might guess from the repulsive r−12 term of
the potential). The WCA situation is very different. Because the WCA system is purely repulsive, it has no liquid-
gas phase transition and no liquid-gas coexistence region. This means that isomorphs may be studied over several
orders of magnitude of temperature and, in particular, followed to very low temperatures. Interestingly, even here
the strong-correlation property is maintained. At the same time, γ increases in an unprecedented fashion. Despite
this, the reduced-unit structure and dynamics are both invariant to a good approximation along the isomorphs. The
significant difference between the LJ and WCA systems in regard to isomorph properties is also emphasized by the
fact that the density-scaling exponent γ of the LJ system is primarily a function of the density and well described by
Eq. (3). This is explained by the above-mentioned approximate eIPL pair-potential argument [15].

The finding that R and γ of the WCA system are both primarily functions of the temperature is accounted for
by a mean-field theory based on the assumption of statistically independent pair interactions. The same feature is
observed for the EXP pair-potential system [33], and also here do both R and γ at low densities primarily depend on
the temperature. Another situation where this is expected to apply is the repulsive Yukawa pair-potential system at
low densities [29, 30].

In summary, the WCA systems presents a striking case where the density-scaling exponent is very far from being
constant throughout the thermodynamic phase diagram [35, 36]. Nevertheless, the system R-simple and has good
isomorph invariance of the structure and dynamics.
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APPENDIX I: USING THE RUNGE-KUTTA METHOD FOR TRACING OUT ISOMORPHS
EFFICIENTLY

The density-scaling exponent γ is the slope of the lines of constant Sex in the (lnT, ln ρ) plane (Eq. (2)). By
numerical integration one can from Eq. (2) compute the lines of constant Sex, the configurational adiabats, which
are isomorphs for any R-simple system. The density-scaling exponents required for the integration are determined
from the thermal equilibrium virial potential-energy fluctuations in an NV T simulation (Eq. (2)). In the following
we denote the theoretical slope by f , i.e., the slope without the unavoidable statistical noise of any MD simulation.
Let (x, y) be (ln ρ, lnT ) (occasionally it is better to choose instead (x, y) = (lnT, ln ρ)). In this notation, let

dy

dx
= f(x, y) (21)

be the first-order differential equation to be integrated. Several methods have been developed to do this numerically
[63]. The simplest one is Euler’s method: Imagine that one has estimated the slope at some point (xi, yi) by computing
γ = f(xi, yi) from the virial potential-energy fluctuations by means of Eq. (2). The point (xi+1, yi+1) is then calculated
from

xi+1 = xi + h

yi+1 = yi + hf(xi, yi) +O(h2) . (22)

Here, h is the size of the numerical integration step along x. The truncation error on the estimated yi+1 scales as h2.
The statistical error on the numerical calculation of the slope f scales as 1/

√
τ where τ is the simulation time. Thus,

the statistical error on yi+1 scales as h/
√
τ (rounding errors from the finite machine precision are not relevant for the

h’s investigated here). The scaling of the total error is thus proportional to h2 + ch/
√
τ in which c is a constant. We

are interested, however, in the “global” truncation error, i.e., the accumulated error for some integration length ∆x.
Let N = ∆x/h be the number of steps needed to complete the integration. The total simulation time is t = N(τ+τeq)
where τeq is the time it takes for the system to come into equilibrium when temperature and density are changed.

Thus τ = t/N − τeq, and with h = ∆x/N the statistical error on y is ch/
√
τ = c∆x/

√
Nt−N2τeq. The global error

from truncation scales as N since it is systematic, while the statistical error scales as
√
N due to its randomness.

Thus, the total global error is proportional to (∆x)2/N + c∆x/
√
t−Nτeq. The first term is lowered by making N

large, while the second term favors small N ’s and diverges as N → t/τeq. Thus, since c is in general unknown, the
optimal choice of N for a given t and ∆x is not straightforward to determine. We give below a recipe for the optimal
parameter choice. First, however, we show how to reduce the truncation error significantly by adopting a higher-order
integration method, using the often favored fourth-order Runge-Kutta (RK4) method: For a given point (xi, yi), if
one defines

k1 = hf(xi, yi)

k2 = hf(xi + h/2, yi + k1/2)

k3 = hf(xi + h/2, yi + k2/2) (23)

k4 = hf(xi + h, yi + k3) ,

the next point (xi+1, yi+1) is computed as

xi+1 = xi + h

yi+1 = yi + k1/6 + k2/3 + k3/3 + k4/6 +O(h5) . (24)

While the simple Euler method has a truncation error scaling as O(h2), the truncation error of RK4 scales as O(h5).
This allows for significantly larger steps along x and thus smaller N . From the same type of arguments as given above
for the Euler method, the global error of the RK4 method scales approximately as (∆x)5/N4 +c∆x/

√
t−Nτeq where

c is a (new) unknown constant.
To compare the Euler and RK4 methods, we use each of them for integrating from the initial state point (ρ, T ) =

(0.84, 0.694) to density 1.25 and back again to the initial density of 0.84, see Fig. 10. This involves a γ variation from
6.825 at the intial density to 4.539 at ρ = 1.25. The difference between the final temperature of the down integration
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and the initial temperature, denoted by ∆T , provides a measure of the maximum temperature error. Ideally ∆T = 0.
Since the RK4 involves four simulations per step, we compare its accuracy where h is four times larger than for
the Euler method, which corresponds to approximately the same wall-clock time for the computation. With this
constraint, the RK4 is still about two orders of magnitude more accurate: we find ∆T = 0.186 for the Euler algorithm
and ∆T ∼= 0.002 for RK4. Figure 11 shows estimates of the maximum error ∆T for several values of h. To focus on
the truncation error, we performed long-time simulations with τ ∼= 650. Nonetheless, this analysis demonstrates that
a significantly smaller N (larger h) is allowed for with the RK4.
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FIG. 10. Configurational adiabat of the WCA system traced out in the thermodynamic phase diagram. (a) The Euler method;
(b) the RK4 method. The Euler integration uses a log-density step of size h = 0.1 (steps in density of e0.1 − 1 ' 10%),
while the RK4 uses h = 0.4, corresponding to density variation of e0.4 − 1 ' 50%. The temperature difference of the here
presented combined forward-backwards integration ∆T provides a convenient measure of the maximum error of the predicted
temperature. We find ∆T ∼= 0.186 for the Euler algorithm and ∆T ∼= 0.002 for the RK4 algorithm. The solid lines are
interpolations using a cubic Hermite spline.
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FIG. 11. (a) The temperature difference ∆T of the forward-backward integration in Fig. 10, for different steps sizes h. The
blue dots show results for Euler integration and the orange dots show results for RK4 integration. The temperature difference
measures the maximum error in the integration interval 0.84 ≤ ρ ≤ 1.30. The RK4 is significantly more accurate than the Euler
algorithm, which allows for larger h steps. The dashed lines indicate the expected scaling of the global error from truncation –
deviations stem from statistical errors on the estimated slopes (slopes are evaluated using simulations lengths of τ = 655). The
arrow connects Euler and RK4 calculations with approximately the same computational cost (see Fig. 10). (b) Same analysis
for the integration interval 0.58 ≤ ρ ≤ 0.84.

Since the RK4 algorithm allows for large h, it can be necessary to interpolate in order to identify additional state-
points on the isomorph. The solid lines in Fig. 10 show such interpolations using a cubic Hermite spline: Define
xφ as a point between the two adjacent points xi and xi+1, i.e. let xi ≤ xφ < xi+1 where xφ = xi + φ[xi+1 − xi]
and 0 ≤ φ ≤ 1. The interpolated yφ is given by the third-degree polynomial: yφ = Ax3φ + Bx2φ + Cxφ + D where

yφ = yi + [yi+1 − yi][aφ3 + bφ2 + cφ]. For simplicity we introduce the notation y′φ = [yφ − yi]/[yi+1 − yi] and write

the polynomial as y′φ = aφ3 + bφ2 + cφ. The coefficients yielding smooth first derivative are a = f ′i + f ′i+1 − 2,

b = 3 − 2f ′i − f ′i+1, and c = f ′i in which f ′i = fi(xi+1 − xi)/(yi+1 − yi) and f ′i+1 = fi+1(xi+1 − xi)/(yi+1 − yi)
are “reduced” slopes at the start- and end point, respectively. The f ′ slopes are given by known γ’s along the
configurational adiabat; thus no extra simulations are needed to evaluate the interpolation.
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FIG. 13. Estimate of the statistical error on γ from the blocking method. The analysis indicates that NB = 128 is an good
choice for the number of blocks. This gives SE(γ) = 0.03 on the estimated γ = 6.82.

We investigated the local error by comparing a full h step to two half steps of size h/2. The small black dot in
the middle of Fig. 10(b) shows the results of such two half-steps. The truncation error for the half-step approach is
then raised to the sixth order [63], one order higher than RK4 (the price is that one must perform twice as many
simulations for each integration step). The triangles on Fig. 12 show the resulting Ti+1 starting from the reference
state-point (ρ, T ) = (0.84, 0.694), using a full step with h = 0.4 and varying τ ’s. For comparison, the dashed line
results from long-time simulations using the half-step algorithm. The distance from triangles to the dashed line
provides an estimate of the total error. For short simulation times (small τ ’s) the statistical error dominates as seen
by the scatter. The truncation error dominates at long simulation times, as seen by the triangles’ systematic deviation
from the dashed line. For efficient calculation we suggest choosing h and τ such that the statistical and truncation
errors are of the same order of magnitude. The red × on Fig. 12 indicates the simulation time τ used for the figures
in the paper.

The above analysis to arrive at the optimal computation time τ is tedious and involves computationally expensive
simulations. We proceed to suggest an efficient optimization recipe that utilizes the fact that the local statistical
error of the slopes can be estimated by dividing a given simulation into blocks. If the simulation time for each
block is sufficiently long, the blocks are statistically independent. The 67% confidence standard error is then given
by SE(γ) =

√
VAR(γ)/(NB − 1) where VAR(γ) is the variance of the γ’s using NB blocks [64]. If the blocks are

independent, VAR(γ) scales as NB and SE(γ) will be independent of the number of blocks. If we divide the simulation
into few blocks, VAR(γ) may give a bad estimate of the underlying distribution’s theoretical variance. On the other
hand, if one divides the simulation into many blocks, the simulation time for each block (τ/NB) may be brief and
the blocks are not independent. In effect, the above formula for SE(γ) gives an overestimate. The optimal NB is
determined by tests of several different NB , as shown on Fig. 13 (the red × corresponds to a good choice of NB = 128).

The statistical error on yi+1 can now be estimated as SE(yi+1) = SE(γ)h/2. Here, 2 =
√

4 enters since the RK4

algorithm includes four independent estimates of slopes (the factor is unity for the Euler algorithm, and
√

8 for the



15

0 

LJ -3.62

CQ 

� 
-3.61

�-1 
---

V) 
.. 

-3.60>i 1.0 1.2 c.. 
0 
I,,_ -2

-1-J 

C 

QJ 

Vl 

Vl 

QJ 
u-3
>< 

UJ 

•• •• •• • • • • •

-4
0.9 1.2 1.0 1.1 

pa3

FIG. 14. The excess entropy values plotted against the densities of the state points on the configurational adiabat traced out
for the single-component LJ system starting from the triple point (ρ = 0.84, T = 0.694) using RK4 with h = 0.04. The values
are zoomed in to see the deviation from the average value, the black dotted line.

double-step RK4).
Based on the above analysis, we propose the following recipe for efficient and accurate computation of a configura-

tional adiabat:

1. Make an NV T simulation at a reference state point of temperature T0 and density ρ0. The simulation time τ
should be sufficiently long that the equilibration time τeq can be determined using any standard method (e.g.,
as the time when the mean-squared displacement has reached the diffusive limit). Use the block method to
determine SE(γ), using only the equilibrated part of the trajectory.

2. Choose h. Make a full RK4 step and estimate the local statistical error using SE(yi+1) = hSE(γ)/
√

4. Use the
RK4 two half-step approach to estimate the total local error. If the total local error is unacceptably large, then
either

(a) increase τ if the statistical error is of the same magnitude as the total error, or

(b) decrease h if the total error is larger than the statistical error.

Small errors suggest that the simulation time, τ , could be decreased or that h can be increased to make the
calculation more efficient. h may safely be increased or τ decreased if the statistical and total errors are of
similar magnitude.

3. Compute adiabatic state-points using the RK4 algorithm with the parameters determined in the above steps.
Based on these, a continuous curve can be produced by interpolation using a cubic spline.

4. Estimate the maximum error by integrating backwards. This error estimate quantifies the accuracy of the
computed adiabat.

As a consistency check of this recipe, Fig. 14 shows the excess entropy from the equation of state (EOS) of the
single-component LJ system by in Ref. 65. The agreement with the configurational adiabat of this EOS is excellent.
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[48] N. Dawass, P. Krüger, S. K. Schnell, O. A. Moultos, I. G. Economou, T. J. H. Vlugt, and J.-M. Simon, “Kirkwood-Buff



19

integrals using molecular simulation: Estimation of surface effects,” Nanomaterials 10 (2020), 10.3390/nano10040771.
[49] F. Gußmann, S. Dietrich, and R. Roth, “Toward a density-functional theory for the Jagla fluid,” Phys. Rev. E 102, 062112

(2020).
[50] A. Mirzaeinia and F. Feyzi, “A perturbed-chain equation of state based on wertheim tpt for the fully flexible lj chains in

the fluid and solid phases,” J. Chem. Phys. 152, 134502 (2020).
[51] T. P. O. Nogueira, H. O. Frota, F. Piazza, and J. R. Bordin, “Tracer diffusion in crowded solutions of sticky polymers,”

Phys. Rev. E 102, 032618 (2020).
[52] H. Tong and H. Tanaka, “Role of attractive interactions in structure ordering and dynamics of glass-forming liquids,” Phys.

Rev. Lett. 124, 225501 (2020).
[53] Shun Ueda and Kazuki Morita, “Theoretical calculation of the free energy of mixing of liquid transition-metal alloys using

a bond-order potential and thermodynamic perturbation theory,” J. Non-Cryst. Solids 528, 119743 (2020).
[54] J.-P. Hansen and I. R. McDonald, Theory of Simple Liquids: With Applications to Soft Matter, 4th ed. (Academic, New

York, 2013).
[55] M. P. Allen and D. J. Tildesley, Computer Simulation of Liquids (Oxford Science Publications (Oxford), 1987).
[56] N. P. Bailey, T. S. Ingebrigtsen, J. S. Hansen, A. A. Veldhorst, L. Bøhling, C. A. Lemarchand, A. E. Olsen, A. K. Bacher,

L. Costigliola, U. R. Pedersen, H. Larsen, J. C. Dyre, and T. B. Schrøder, “RUMD: A general purpose molecular dynamics
package optimized to utilize GPU hardware down to a few thousand particles,” Scipost Phys. 3, 038 (2017).

[57] U. R. Pedersen, L. Costigliola, N. P. Bailey, T. B Schrøder, and J. C. Dyre, “Thermodynamics of freezing and melting,”
Nat. Commun. 7, 12386 (2016).

[58] R. Casalini and T. C. Ransom, “On the pressure dependence of the thermodynamical scaling exponent γ,” Soft Matter
16, 4625–4631 (2020).

[59] T. Maimbourg and J. Kurchan, “Approximate scale invariance in particle systems: A large-dimensional justification,” EPL
114, 60002 (2016).

[60] T. Maimbourg, J. C. Dyre, and L. Costigliola, “Density scaling of generalized Lennard-Jones fluids in different dimensions,”
SciPost Phys. 9, 90 (2020).

[61] D. M. Heyes, D. Dini, and A. C. Branka, “Scaling of Lennard-Jones liquid elastic moduli, viscoelasticity and other
properties along fluid-solid coexistence,” Phys. Status Solidi (b) 252, 1514–1525 (2015).

[62] F. L. Castello, P. Tolias, and J. C. Dyre, “Testing the isomorph invariance of the bridge functions of Yukawa one-component
plasmas,” J. Chem. Phys. 154, 034501 (2021).

[63] W. H. Press, S. A. Teukolsky, W. T. Vetterling, and B. P. Flannery, Numerical recipes: the art of scientific computing,
3rd ed. (Cambridge University Press, 2007).

[64] H. Flyvbjerg and H. G. Petersen, “Error estimates on averages of correlated data,” J. Chem. Phys. 91, 461–466 (1989).
[65] J. Kolafa and I. Nezbeda, “The Lennard-Jones fluid: An accurate analytic and theoretically-based equation of state,” Fluid

Phase Equilib. 100, 1–36 (1994).


