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1. Introduction
Warranty has its own priority in business strategy for

a manufacturer to protect their benefit as well as the 
intense competition between the manufacturers. In fact, 
warranty is a contract between manufacturer and buyer in 
which the manufacturer gives the buyer certain 
assurances as the condition of the property being sold. In 
industry, an accurate prediction of optimal warranty 
period and warranty costs is often counted by the 
manufacturer. A warranty period may be unprofitable for 
the manufacturers if the choice of duration given is either 
too short or too long. Same thing goes to warranty cost 
which is an underestimation or overestimation of the 
warranty cost may have a high influence to the 
manufacturers.  

The great market competition makes that the 
companies look for high quality of products. Basically, 
there are six types of warranty that can be offered either 
by manufacturer or dealers of a product or services which 
are basic warranty, extended warranty, warranty for used, 
repair limit warranty, service warranty and lifetime 
warranty. The different types of warranty policy were 
established in order to fulfill the demand of 
manufacturers and the requirement of buyers so that a 
win-win situation could be acquired. This study will 
apply basic warranty which mean that it will covers all 
factory-installed parts against any type of defects in their 
manufacturing and workmanship.  

The area of warranty has been studied by researchers 
from many different areas such as economic, engineering, 

and statistics. A number of models have been used as a 
model in solving warranty problem. In past few years, 
there has been an increased used of statistical models 
instead of soft computing models in warranty related 
applications. However, soft computing models have been 
used by many researchers in the other research area 
which can provide some feasible solutions for the 
complex real-world problems. For warranty problem, 
there are several studies in warranty problem specifically 
by using soft computing model [1, 7, 8,9, 10, 13, 14]. 

In this paper, we proposed ANN and Multiple linear 
regression model for prediction of warranty cost. The 
study is organized as follows. Section 2 gives a brief 
literature review on models used in warranty problem. 
Section 3 describes data collection and proposed models 
for this research. Section 4 discusses results of both 
proposed models. Section 5 is discussion while Section 6 
for conclusions. 

2. Literature Review
Reference [2] noted that until 1940’s, warranty

studies were carried out by researcher in the legal field 
and therefore its appeared only in journals of law. 
Basically, warranty define as a contractual agreement that 
requires the manufacturer to rectify a failed item, either 
through repair or replacement, failure should not be 
attribute to reckless use, it must occur within the period 
prescribed by warranty [3].  
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A vast review on warranty can be found. It is stated by 
[4] about 1500 articles in this area are listed. For 
example, [5] proposed a mixture model for automobile 
warranty data. This model fits warranty claims as a 
mixture of manufacturing or assembly defects (quality 
problems) and usage related failures (reliability 
problems). Reference [6] proposed modelling and 
optimization of extended warranties using probabilistic 
design.  

A number of models in solving warranty problem have 
been increasing but applications in soft computing in 
warranty area receive less intention. There are several 
recent soft computing models applied in warranty 
problem. For example, [7] suggested different models 
which are suitable for modelling a two-dimensional 
warranty plan, and chooses a suitable fuzzy model to 
handle vague data. Reference [8] studied on application 
of fuzzy feedback control for warranty claim. They 
proposed a model that captures fuzzy events to determine 
the optimal detection of warranty claims data. In addition, 
neural network has been applied by [9] and [10] in order 
to predict or forecast automobile warranty claim data. 

 
 

 
3. Materials and Methods 

In this study, the historical maintenance data is 
drawn from automobile Malaysia company. The data 
used is single product which is MTB 150dx. There are 
about 726 historical data recorded from the 102 samples 
vehicle beginning from the first inspection to the end 
inspection for each vehicle. Some element that can be 
found in this historical data are the age, vehicle mileage, 
number of failure and defect, and cost of every 
inspection. The age, vehicle mileage, number of failure, 
and number of defect is considered as independent 
variable while the cost of inspection is considered as 
dependent variable. 

 
3.1 Multiple Linear Regression 

Multiple regression, a time-honoured mathematical 
model going back to Pearson’s 1908 use of it, is 
employed to predict the variance in an interval 
dependency, based on linear combinations of interval, 
dichotomous, or dummy independent variables. 

Simple regression analysis was performed at the first 
stage of the analysis which is to learn more about the 
relationship between several independent or predictive 
variables and a dependent or criterion variable. The 
relationship is measured by correlation coefficient (R2) 
which is an indicator of correlation strength. After that, 
the mean square error is calculated for each combination 
of variables used as shown in Table 1. The best 
combination of variable is then chosen based on the 
highest R2 value and the lowest MSE value. This 
combination is then used by the ANN model for the same 
purpose, predict the warranty cost. Accuracy of the 
multiple linear regression model is then calculated based 
on the combination of variables chosen using Equation 1, 
and will be compared with the ANN model for 
comparison purpose. 
 

  (1) 
where  is derived output and  is expected output. 
 
3.2 ANN Model 

ANN are inspired by biological role of nerve cells in 
the human brain. ANN consist of a group of a number of 
interconnected cells called as neurons with weight 
running together to create learning in machines [11]. 
Basically, ANN consist of three interconnected layers 
which are input, hidden and output layer. The input and 
output layer consist of a collection of neurons which 
represents input and output variables or data. The hidden 
layer also consists of a series of specific neurons and is 
connected in between the input and output layer. There 
are several studies in neuro of ANN in this area such as in 
[12]. 

For this case study, the best combination variables 
selected for multiple linear regression is chosen as input 
for ANN model. Four different models are used in 
predicting the warranty cost based on popular back-
propagation training algorithms which are Lavenberg-
Marquardt back propagation algorithm (trainlm), 
Gradient descent back propagation algorithm (traingd), 
Gradient descent with momentum back propagation 
algorithm (traingdm) and Gradient descent with 
momentum and adaptive learning back propagation 
algorithm (traingdx). According to [13] the best 
combination transfer function is Tansig-Logsig-
Tansigwith three hidden layers. Therefore, this 
combination transfer function was used and tested with 
difference learning algorithm. To select the best model, 
each model will produce the MSE value for training and 
testing dataset, and the model that produce the lowest 
MSE value for both dataset is then chosen as the best 
model for the ANN model in predicting the warranty cost. 
The accuracy for the chosen model is then calculated 
using the same Equation 1, and will be compared with the 
multiple linear regression for comparison purpose. 

 
 
 
4. Summary 

Table 1 shows the result of relationship using 
multiple linear regression between the predictive variable 
which is age, mileage, defect and failure, and dependent 
variable which is cost of inspection. From the table, the 
combination of all variables produced the lowest MSE 
value and the highest R2 value. Thus, this combination of 
variables is then chosen to calculate accuracy of 
prediction for warranty cost using multiple linear 
regression model. The accuracy is then tabulated in Table 
3 for comparison purpose with the ANN model.  

 
Table 1: Variable Selection using Multiple Linear 

Regression 
Age Mileage Defect Failure Regression 

MSE  (R2) 
        0.092 0.698 
       0.112 0.554 
       0.093 0.692 
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       0.093 0.691 

       0.092 0.697 
      0.114 0.539 
      0.129 0.413 
      0.096 0.674 

      0.113 0.550 
      0.094 0.690 
      0.094 0.686 

 
Table 2 shows results obtained from the four ANN 

models chosen based on the learning algorithm, and the 
MSE value for both training and testing dataset. From the 
table, its clearly shows that trainlm is the best learning 
algorithm in this study with gives the lowest MSE value 
for both datasets. Thus, the trainlm model is chosen as the 
best model for ANN model, and the calculated accuracy 
for this model is tabulated in the same Table 3 for 
comparison purpose.  

 
Table 2: Results obtained by the four ANN 

models and their performance evaluation 
Learning 

Algorithm 
MSE  

(training) 
MSE  

(testing) 
Trainlm 0.037 0.0424 
Traingd 0.0437 0.0473 
Traigdm 0.0396 0.0467 
Traingdx 0.0432 0.051 

 
Table 3 shows summary of the both multiple linear 

regression and ANN model based on performance 
measurement, accuracy, in predicting warranty cost. The 
table clearly shows that the predictive performance of 
ANN model is obviously higher than multiple linear 
regressions. The results of analysis show that ANN model 
has the best efficiency in comparison the multiple linear 
regressions. 

 
Table 3: Accuracy produced by both models based 
on testing dataset, in predicting warranty cost 

 
 
 
5. Discussion 

ANN and multiple regressions are used in this study 
as the borderline or benchmark in investigating the 
prediction of data by comparing the soft computing 
modelwith one mathematical model. A number of 
researchers have employed ANN model as soft computing 
model in predicting warranty cost such as by [13] and 
[14].  

The purpose of this analysis is to assess the 
performance and the accuracy of the multiple linear 
regression andANNmodel in dealing with warranty 
problem. Based on the results produced by multiple linear 
regression, the combination of all independent variables 
produced the best results for both MSE and R2. This 
combination is then used for ANN model using four 

training algorithms, to see the performance of each 
algorithm in predicting the warranty cost. Based on the 
results produced by ANN model, the trainlm algorithm is 
the best algorithm in predicting the warranty cost.  

For overall, the performance measurement produced 
by the multiple linear regression and ANN model can be 
used to predict warranty cost problem with high accuracy. 
However, for comparison purpose, the ANN produced 
better performance than the multiple linear regression 
with 96.30 percent of accuracy performance. 

 
 
 

6. Conclusion 
In this study, ANN and multiple linear regression 

model were utilized to predict warranty cost where four 
effective parameters were considered as input to the both 
models. For the dataset used, 726 samples of data were 
used from the historical warranty data. According to the 
performance of both models, the prediction performance 
of ANN model is better than the multiple linear 
regression models. Thus, the ANN model is preferred to 
be used to predict warranty cost compared to multiple 
linear regression. However, in future development, this 
research can be improved by studying various other case 
studies available such as [15]-[20]. 
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