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1. Introduction 

Non-destructive testing provides reliable information 

of the material under investigation to be perceived as safe, 

reliable, and usable [1]. Many of the interdisciplinary field 

of non-destructive testing, non-destructive testing and 

evaluation based on electromagnetic approaches are 

gaining worldwide attention since it was introduced due to 

simplicity, fast response, convenience, and low cost. A 

particular electromagnetic approach of interest is the non-

destructive testing or inspections based on the inductive 

and capacitive or electromagnetic effects. Such devices or 

sensors can be seen in the industrial areas [2], agriculture 

[3], and engineering/scientific application (e.g. land mine 

detection) [4], health and food monitoring [5], 

manufacturing [6, 7], automation [8], structure inspection 

[9] etc.  

The sensing or/and exciting elements of a planar 

electromagnetic device usually have flatten structures and 

separated by substrates e.g FR4, alumina etc. Several 

examples of planar electromagnetic systems are discussed 

in this section. Inductive planar electromagnetic devices 

have been reported in [10-19] and extension used as 

sensors for testing (nondestructive testing) the integrity of 

materials (conductive and magnetic material) in [20-29]. 

Inductive planar sensors are also used as proximity and 

displacement sensors [17, 30]. A method for inspecting the 

integrity of different coins, which can successfully discern 

different types of coins using meander planar sensors has 

been demonstrated [31]. Capacitive planar electromagnetic 

sensors or commonly known as coplanar interdigital 

sensors have been used for many applications, some of the 

examples are moisture measurement in pulp [32], 

monitoring the impedance change caused by the growth of 

immobilized bacteria [33], human health confirmation 

based on the content of water in human skin [34], humidity 

sensors [35], food inspection for human safety, non-

invasive monitoring of industrial and medical applications 

[36-39], and estimation of material dielectric properties 

such as food and saxophone reeds [40-44]. A sensing 

system based on the interdigital sensor has been developed 

for determining the looseness in sheep skins. A good 

correlation was observed between the sensor output 

voltage and looseness values for both before and after 

tanning process. The formula for calculating of looseness 

was developed, and on comparison with the actual 

looseness values, they were quite proximate [45]. 

Therefore, the application and structure of mender and 

interdigital sensor will be further elaborate in the later 

section. This paper is divided into 5 sections. Section 1 

presents the basic concept of electromagnetic approach for 

non-destructive testing. The basic structure and application 
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of planar electromagnetic sensor are discussed. 

Meanwhile, Section 2 highlights the drawbacks of 

previous development of electromagnetic sensor as well as 

its applications. Section 3 discusses the architecture and 

measurement concept of planar electromagnetic sensor for 

nitrate and sulphate detection. Besides, section 4 discusses 

on Artificial Neural Network (ANN). The classification 

process of contaminants is done through experimental and 

detail explanation is also discussed. Lastly, section 5 

concludes the feasibility of ANN to estimate nitrate and 

sulphate in water. 

 

2. Application of Non-Destructive Sensor for 

Environmental Monitoring 

For the past ten years, the research of environmental 

monitoring based on planar meander and interdigital 

elements has followed several avenues. The early work 

(since 2001) involved a serially closed circuit inductor-

capacitor (LC) element, (Titanium Dioxide) TiO2 coating, 

and flexible parallel plate capacitor which forms a passive 

sensor. The sensor operates on wireless and remote query 

basis has been applied for environmental parameters 

monitoring based on complex permittivity of a 

surrounding medium, temperature monitoring, and 

pressure [46]. Later on, this work evolved into other 

application such as bacteria growth monitoring [47, 48],  

monitoring of electrical properties of biological cell 

solutions [49], quantifying packaged food quality [50], and 

real-time monitoring of water content in civil engineering 

materials [51, 52]. Despite of offering a good performance, 

this system is quite complex, considering the material 

properties estimation was achieved from impedance 

spectrum of the sensor measured using a remotely located 

antenna. The material properties (e.g. complex 

permittivity) are calculated from the impedance spectrum 

at the resonant frequency with the inductance and 

capacitance of the sensor values based on calculation of an 

analytical model. Moreover, looking at the current 

technologies, the potential of this system to be a portable 

or home appliance is hindered, as it requires either an 

expensive impedance analyzer or lock-in amplifier. 

Having a resemblance sensor design, Stanley et al. 

[53] and Woodard [54] employed open-circuited self-

resonating planar spiralling pattern of electrically 

conductance material coated with active material. The 

results reflected that the sensors are suitable to be used in 

harsh condition. Nevertheless, the material used to make 

the sensor i.e. Silicon Nitride (Si3N4) is relatively 

expensive and only affordable by programs funded for 

space exploration. Dickey et al. [55] and Oommon et al. 

[56] have investigated the effect of different size of pore 

and uniformity of the substrate (Metal Oxide) which was 

made as a platform base for interdigital sensor on the 

sensitivity and accuracy of NH3 and relative humidity. 

Metal Oxide materials (SnO2, Al2O3, and TiO2) are 

relatively low cost and well-known for their manipulatable 

structure for gas-sensing enhancement. However, the 

fabrication of the sensor is laborious that requires an access 

to expensive facilities and considerably skilled personnel. 

Several researchers [57, 58] have address the 

application of Inductor and Capacitor (LC) wireless sensor 

with Elecrolyte-Nitrate-Oxide-Silicon (ENOS) structure 

as an electrochemical potential-to-capacitance transductor 

fabricated using CMOS technology for pH measurement 

of liquid material such as water. These studies have made 

improvement of shorter response time and linear response. 

The main drawback is the operating frequency had to be 

adjusted to a proper value to minimize the unwanted 

response of the sensor to the sample (material under test) 

conductivity. In this study, our attention and interest have 

been drawn into to develop an electromagnetic sensor 

consisting both inductive and capacitive element which 

can be integrated as a low cost, convenient, and suitable 

for in-situ measurement system for water quality 

monitoring which will contribute to environmental 

monitoring. Detection of pollutants especially in drinking 

water is crucial in order to avoid negative impact on human 

health. 

 

3. Planar Electromagnetic Sensor as a Near 

Field Sensor 

Every material has different electrical properties. By 

taking advantage of this fact, planar electromagnetic 

sensors have been widely utilized for inspection of near-

to-the-surface properties such as dielectric, permeability 

and permittivity [67, 68], food safety and fat content in 

milk and bacterial content [36-39] are common 

applications that use planar electromagnetic sensors as a 

detection device. 

 

3.1 Planar meander and interdigital sensors 

The application of meander type sensor is widely found 

in dairy product industry [69] and PCB board production 

[70]. The meander type sensor consists of an exciting 

circuit and a sensing circuit that is placed close to each 

other as illustrated in Fig. 1 [71, 72]. A high frequency 

alternating current is supplied to the exciting current to 

induce eddy current on the circuit. 

Meanwhile, the sensing circuit absorbs or picks up the 

variation of magnetic field. This sensing circuit 

compliments the Faraday’s law which stated that a voltage 

will be generated when placed in a moving 

electromagnetic field [73]. 

There is an extensive research involving areas such as 

photosensitive detectors, surface acoustic waves, humidity 

 

 
Fig. 1 A basic meander type sensor [11] 
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sensors and sensors for chemicals and gasses which used 

the interdigital electrode [36]. As reported in [74-76], the 

estimation of dielectric properties of leather, seafood and 

platelet using interdigital sensors to determine its 

characteristics such as quality, contaminant and 

concentration was successful. Fig. 2 shows the interdigital 

type sensor. The operational principle of interdigital sensor 

is similar to the parallel plate capacitor where one side is 

connected to the AC voltage source and another side is 

grounded. The interlocking arrays of positive and negative 

electrodes structure is applied to gain enough capacitive 

value to provide sufficient electric field in order to 

penetrate the medium under test [77].  

The main advantage of planar electromagnetic sensor 

is the fabrication process can be completed on a printed-on 

circuit board (PCB) thus incurred minimum fabrication 

cost. Fig. 3 illustrates the planar electromagnetic sensor 

that has been fabricated on PCB with two layers [78]. 

 

3.2 Planar Electromagnetic Sensor for 

Nitrate and Sulphate Detection 

Planar electromagnetic sensor could be developed by 

combining the meander and interdigital type sensor. The 

combination of these two sensors would produce an 

electromagnetic field where the magnetic field is produced 

by the meander type sensor and the electric field is being 

generated by the interdigital type sensor. As reported in 

[29], the combination of the meander and interdigital type 

give the best sensitivity. 

The meander structure in an electromagnetic sensor 

consists of five loops with an overall dimension of 20 × 20 

mm. The gap between each loop and the width of each loop 

is set to be 0.5mm. On the other hand, the interdigital 

structure in an electromagnetic sensor consists of five 

positive electrodes and four negative electrodes. The width 

of a positive electrode and a negative electrode is 0.5 mm 

and 1.0 mm respectively. Fig. 4 illustrates the meander and 

interdigital type sensor that is connected in series to form 

an electromagnetic sensor. 

The wider negative electrode of interdigital type sensor 

is recommended by Yunus et al. [79, 80] for a better 

response. Apart from that, a wider and bigger ground 

backplane with a dimension of 10 mm × 8 mm as shown 

by the red color in Fig. 4(b) is needed to reduce 

interference. The output strength of an interdigital sensor 

could be increased by manipulating the distance between 

each electrode [81]. In order to operate the sensor, a source 

of alternating 10 Volt peak to peak sinusoidal waveform is 

supplied from a function generator. The magnetic field 

generated by meander type sensor is combined with the 

electric field generated by interdigital type sensor to form 

an electromagnetic field. This electromagnetic field 

interacted with the medium or material under test. The 

dielectric properties of the material will alter the 

electromagnetic field of the sensor and consequently, 

change the impedance of the sensor that is being measured 

across the terminal. However, the previous model of planar 

electromagnetic sensor could only take one reading per 

time due to the single structure of the sensor [79]. The data 

collection need to be taken several times before being 

analysed. As such the single detection method consumed a 

lot of time before analysis could be done. Hence, the planar 

electromagnetic sensors array is introduced. 

This paper used the star array planar electromagnetic 

sensors as developed in [82, 83], for nitrate and sulphate 

detection in water. The design for the star array 

configuration is illustrated in Fig. 5, where the difference 

between each array is the placement of sensors S1, S2 and 

S3. Based on Fig. 5, sensor S2 is located 10mm away from 

sensor S1 before being rotated at 45o clockwise as this 

configuration provides higher sensitivity. On the other 

hand, sensor S3 is also located 10 mm away from sensor S1 

and is rotated at 45o anti clockwise. Fig. 5(a) shows the top 

configuration that is filled with blue color. At the same 

time, this blue color indicated the series connection of 

meander and interdigital type sensor. All of these three 

 

Fig. 2 The interdigital type sensor [17] 

 

 

 

(a) Top layers (b) bottom layers 

 

Fig. 3 planar electromagnetic sensor illustration [78] 

 

 

 

  

(a) Top view (b) Bottom view 

  

Fig. 4 The planar electromagnetic sensor design [29] 
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sensors are connected to the same function generator at the 

same node. Fig. 5 (b) shows the bottom view where the 

connection is colored with red. This red color represents 

the ground backplane structure of a star array 

configuration. 

An electrical equivalent circuit of the star sensor array 

is shown in Fig. 6. According to Fig. 6, the sensor is 

connected to a function generator where Rg is the output 

resistance with a nominal value of 50 Ω. R1 denotes the 

series surface mount resistor connected to sensor 1 (S1). 

Hence, current I3-1 can be calculated from 

 
 

(1) 

 

where I3-1 and V3-1 are the rms value of current through the 

sensor and voltage across R1 respectively. The absolute 

total impedance for sensor S1, Z1 is given by 

 
 

(2) 

 
 

(3) 

 

The same method of calculation can be used to calculate 

the impedance for both sensors S2 and S3 by using 

Equations (2) to (3).  

In [83] the measurement for nitrate and sulphate is 

then carried out for data acquisition. The experimental 

setup is shown in Fig. 7 where the setup has a frequency 

waveform generator which generated standard sinusoidal 

waveform with 10 Volts peak-to-peak value and was set as 

the input signal for the sensors. A retort stand was used to 

hold the star sensor array. The star sensor array was 

partially immersed into the water sample. A signal 

oscilloscope was interfaced to a PC where the output 

signals and the sensor’s impedance was calculated using 

LabVIEW software. The measurements were done at 

frequency range between 1 kHz and 10 MHz. Before the 

experiment, Wattyl Killrust Incralac is sprayed to the 

sensors in order to form an acrylic resin-based protective 

coating. The effect of the samples on the sensor’s 

impedance was recorded. The measurement data is then 

analyzed by the artificial neural network (ANN) for 

contaminants classification. 

 

4. Planar Electromagnetic Sensor For Nitrate 

& Sulphate Detections using ANN 

In this section, how ANN can be used to classify nitrate 

and sulphate contaminations using star array configuration 

is discussed in details. A complex, nonlinear relationship 

between inputs and outputs with many adjustable 

parameters such as weights and biases was demonstrated 

by ANN. The ANN needs to undergo three different stages 

known as training, validation and testing. During the 

training session, the adjustable parameters that are used 

could be optimized. For example, in the situation in which 

the input is unknown or “unseen” but, if the data set is 

sufficiently provided and meet the training procedure of 

ANN, the output still can be recognized by the ANN [84]. 

013111  IVZ 

1311  IVZ

11313 RVI  

 

(a) Top view 

 

(b) Bottom view 

Fig. 5 Star array configuration of planar 

electromagnetic sensor 

 

 

Fig. 6 Equivalent circuit for star sensor array 

 

 

Fig. 7 Experimental setup for determination of nitrate 

and sulphate 
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Basically, the traditional ANN comprises of three 

layers: input data where the data is introduced into the 

system, the hidden layer (layers) and the output layer [85]. 

Every single layer consists of many different elements 

called neurons. A neuron can be specified as a nonlinear 

function and has a parameterized boundary value. Besides, 

each neuron has its own activation function that connected 

each other with a variable weighting value.   

Different types of neural network can be varied by the 

neural interconnection (architecture), methods of adjusting 

the weight and the different activation functions. The 

neural network can be categorized as supervised neural 

network and unsupervised neural network. Feed forward 

neural network (FFNN) is a short term for supervised 

neural network, which consists of an input layer, a hidden 

layer(s) and output layer. Multilayer perceptron (MLP) is 

another branch of FFNN in which the neuron in each layer 

is only connected to the adjacent layer. Each layer contains 

a predetermined number of neuron and activation function. 

 

4.1 Hidden Layers and Nodes of ANN 

The number of hidden layers and the number of 

neurons in each layer is determined by the degree of 

difficulty of a problem and can be obtained by a trial and 

error method. The error of the network would increase if 

the number of neurons is not enough. Usually, the number 

of neurons increased in a highly non-linear problem and 

decreased in a simple problem. According to Gybelco [86], 

finding the number of neurons is still a challenge even 

though a three layer perceptron involved an arbitrary 

nonlinear, continuous, and multidimensional function. 

Selection of appropriate neurons number is a must where 

the large number of neuron caused over fitting of the neural 

network. On the other hand, inadequate neurons number 

caused the network function to be impaired. Hence, a trial 

and error method is used in this case to find an appropriate 

neurons number for three layers MLP neural network. 

 

4.2 Weight Initialization for ANN 

Weight is one of the crucial part in ANN. The wrong 

selection of weight and biases could lead to a local minima 

problem. Therefore, these two parameters need to be 

initialized first before being trained by the Back 

Propogation (BP) algorithm. These values are normally 

initialized by selecting a random non-zero value between 

interval of [-1, 1] and yet, it still cannot guarantee that these 

values are the local minima of the network. In order to 

overcome this problem, it has to start again from a 

selection of different values and go through the similar 

training process to reach the global minima. 

 

4.3 ANN Back Propagation Learning 

Algorithm 

The network is ready for training after the weight and 

biases of MLP neural network are initialized. The most 

common and popular algorithm for MLP training is Back 

Propagation (BP). BP algorithm was introduced by 

Rumelhert et. al in 1986 [82]. In the BP training process, a 

set of data vectors known as inputs and target outputs is 

required.  The main objective of BP is to reduce the 

backward propagated error. During the BP training, the 

neurons already organized themselves to send the signals 

forward and then the last output of the last layer is 

compared with the real output data sets. After that, the 

errors are propagated back to the input data in the network. 

This process continued until the stopping criteria is 

satisfied.  

Conventional BP used a gradient descent algorithm 

which could gradually reduce the Mean Square Error 

(MSE) of output data during the epochs. The MSE for 

network can be shown as: 
 

(4) 

where, O is network output, T is target output and N is the 

number of samples.  

The network weights and biases is updated with a 

simple gradient descent algorithm in the direction where 

the performance function decrease rapidly by adding the 

negative of the gradient to the current parameters as 

shown: 

        tgtwtw 1  
(5) 

where, t is the time, α is the rate of learning, g is the 

gradient vector and wt is the current weight matrix. 

 

4.4 Stopping criteria 

During the training session, the train set data is used 

to update the weights while the validation data set is 

applied to avoid over-fitting. The learning session is 

continued until the stopping criteria is achieved. The 

stopping criteria can be chosen either an exact number of 

iteration (epochs), an arbitrary level of low error (error 

level due to the problem dependent) or an epochs that 

increased the validation error. 

 

4.5 Input Variables and data processing 

The data set comprises of signals from different water 

contamination levels that is being measured by three planar 

electromagnetic sensors under different frequencies 

ranging from 1 kHz to 10 MHz. The large number of raw 

signals caused it to be unsuitable to feed neural networks. 

Hence, the dimension of these input signals for neural 

network must be reduced to an acceptable numbers where 

the procedures is known as feature extraction. Due to the 

non-stationary behaviour of these input signals, a Wavelet 

Transform (WT) can be used for decomposition and 

feature extraction. 

 

4.5.1 Input Variables and data processing 

A basis function called small wavelets with a limited 

duration is used by the Wavelet Transform (WT) to 

represent other functions based on the following formula: 

 

   N
i iOiT

N
E 1

2
)(

1
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(6) 

where, F is known as the Continuous Wavelet Transform 

(CWT) of f(t) with scale a and translation b and ѱ is called 

as the mother wavelet. The main position of the signal is 

determined by the translation factor while the scaled factor 

of wavelets allowed the signal with different scale value to 

be analysed. Equation (6) is an extended version of 

Wavelet. However, for a discrete signals, a Discrete 

Wavelet Transform (DWT) is needed for analysis and 

synthesis on the original signals.  

In order to decompose the signals in different scales, 

the DWT used a series of low pass and high pass filters 

with different cut-off frequencies. These filters separated 

the original signal into two parts known as coarse 

approximation and detail information. Firstly, the original 

signal is passed through a high pass filter and a low pass 

filter. As a result, half of the samples were eliminated due 

to the output response of the filters that was down sampled 

by two. This procedure continued using the result of high 

pass filter until a pre-determined level is achieved. Fig. 8 

illustrates the whole procedure for the two levels of signals 

decomposition. 

4.5.2 Feature extraction 

Feature extraction plays an important role in 

classification problems where this stage involved the 

dimension reduction. So far, there is no direct method that 

have been reported for finding the proper features. Besides, 

it should be done by trial and error method. Therefore, in 

this research, two features were extracted known as energy 

and mean. These two features are determined by the 

following formulas: 

 

         

(7) 

 

         

(8) 

 

where, N is the number of samples and x is the sample. 

Hence, these features are used as an input for neural 

network. 

 

4.6 Classes of Water Samples 

The classes of water samples comprise of three 

groups of contamination which are Potassium Nitrate 

(KNO3), Potassium Sulphate (K2SO4) and a combination 

of Potassium Nitrate and Potassium Sulphate (KNO3 + 

K2SO4). These solutions are prepared at different 

concentration levels from 5 part per million to 115 part per 

million (ppm). From these three groups of contamination, 

each group comprises of different classes based on 

different amounts of concentration. In total, there are 19 

classes altogether, in which there are 36 sets of samples in 

each class.  

The advantage of planar electromagnetic sensors 

with the star array configuration is proved where only 12 

measurements at a time is needed to obtain 36 sets of 

sample instead of 36 measurements. This advantage is due 

to the increase in the number of sensors in each 

measurement. Table 1 summarizes the different water 

contamination levels that represent the classes in each 

group for the reference sets. 

 

4.7 Derivation of Impedance Sensitivity 

The signals that are going to be feed or used by the 

ANN are based on the sensitivity of each sensor. The 

sensitivity is calculated based on the impedance of each 

sensor where the impedance is measured across the series 

resistor as governed by the following equation: 

         

(9) 

where, %Z is the impedance sensitivity, Zsample is the 

impedance of the sensor when the sensor is immersed in 

the respective water sample, and ZDistilled Water is the 

impedance of the sensor in distilled water. The impedance 

sensitivity of each sensor have almost a similar magnitude 

at the respective frequency. Hence, it is not suitable to 

directly apply the signal from impedance sensitivity as it is 

difficult to differentiate each signal which has the same 

concentration of contamination type and level. Therefore, 

the normalized second derivative is applied to overcome 

this problem. In addition, the unwanted baseline level can 

be eliminated together based on the following equation: 

 

         
(10) 

where, %Z” is the normalized second derivative of 

impedance sensitivity of sensor and %Z is the impedance 

sensitivity of sensor. Figs. 9 and  

Fig.s 10 show the normalized second derivative of 

impedance sensitivity for three different classes of nitrate 

and sulphate, respectively. 
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Fig. 8 Two levels of decomposition via Wavelet 

Transform 
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4.8 Implementation of Wavelet Transform 

There are different types of mother wavelets such as 

Haar, Daubichies, Coinflet and Symmlet that could be 

found in literatures. In this research, the Haar wavelet 

which is amongst the most popular wavelet is going to be 

used to decompose signals in 4 levels as illustrated in 

 Figs. 11. 

Figs. 11 (b) to (c) show that, the active parts of the 

decomposed signals are available at low frequency and 

high frequency for low level decomposition and high level 

decomposition, respectively. This shows a strong evidence 

that the details at each level of signals decomposition 

contain a different information extracted from the original 

signal. 

 

4.9 Input Space for Neural Network 

The main objective of water contamination 

classification is to demonstrate the effectiveness of energy 

and mean features for the normalized second derivative of 

%Z’’. In order to accomplish this objective, the feature 

vectors in each class as shown in Table 2 are set as the 

input for the neural network. 

Based on Table 1, there are 19 contamination classes 

based on potassium nitrate, KNO3, potassium sulphate, 

K2SO4 and a combination of both types of contaminant. 

As mentioned earlier, only 12 measurements were 

performed for each class and the output of the three sensors 

was gathered for analysis. When 12 measurements for each 

sensor are made, there will be 36 data sets for each class. 

The energy and mean of approximation in level 4 and also 

the energy of details in all levels were calculated.  

Fig. 12 illustrates the typical three dimensional inputs 

of class 1 for the ANN. Based on Fig. 12, the feature of the 

inputs are shown in three dimensions to represent their 

graphical state before these input vectors are classified. 

From Fig. 12, the three classes located inside the blue 

circle is clearly placed separately in different locations 

 

 

 

Table 1 Classes of water sample in each group 
 

 Potassium Nitrate, 

KNO3 (ppm) 

Potassium Sulphate, K2SO4 

(ppm) 

Class 1 5.0 - 

Class 2 10.0 - 
Class 3 15.3 - 

Class 4 21.2 - 

Class 5 60.3 - 
Class 6 113.5 - 

Class 7 - 5.5 

Class 8 - 10.6 
Class 9 - 15.0 

Class 10 - 20.6 

Class 11 - 60.5 
Class 12 - 110.0 

Class 13 5.0 5.0 
Class 14 10.2 10.1 

Class 15 15.4 15.3 

Class 16 40.3 40.0 
Class 17 60.3 60.5 

Class 18 80.2 80.4 

Class 19 100.4 100.2 

 

 

Fig. 9 Second derivative for three potassium nitrate 

signals 

 

 

Fig. 10 Second derivative for three potassium sulphate 

signals 

 
 

 

a) Original signal of class 1 

 

(b) graphs at level 1 

 

(c) graphs at level 2 

 

Fig. 11 Signal decomposition by Haar wavelet 
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Fig. 12 The three dimensional inputs data of Energy A3, 

Energy A4 and Mean A4 of class 1 

 

The total size of data is 6×684 where 6 represent the 

dimension of features while 684 represent the total number 

of all samples in 19 classes. Each class comprises of 36 

samples that have been categorized into three data sets 

known as train, validation, and test. From a total of 36 

samples, 70 % is used for train, 10 % for validation, and 

20 % for test. 

 

4.10  Multilayer Perceptron (MLP) 

Architecture in Neural Network 

A typical three layers of MLP as shown in Fig. 13 

which consists of inputs, outputs and activation layer. The 

trial and error method is used to obtain the optimum 

architecture of three layers MLP. Firstly, a network with 

six neurons located in hidden layer is used as an initial 

guess. Sigmoid function and linear function are applied in 

the hidden layer and the output layer, respectively. 

 

4.11  Input Space for Neural Network 

The optimum parameter has to be obtained in order to 

optimize the performance of the neural network. To 

achieve the optimal parameter of the neural network, the 

square mean error of both training and validation sets 

based on Equation (4) is determined. The trial and error 

approach is used to determine the number of neuron in the 

hidden layer. Hence, Fig. 14 shows the plot of error for 

training the data as the number of neurons in hidden layer 

changed. 

Based on Fig. 14, the error of the training data 

decreases as the number of neurons in a hidden layer 

increases in which the number of neurons exceeds 20. 

Furthermore, when the number of neurons in the hidden 

layer is more than 20, the error is slightly decreasing. 

However, the additional neurons in hidden layer caused the 

compl exity of the network, which caused an increase in 

the computational time. Therefore, a compromise between 

network complexity and error reduction is achieved by 

selecting 25 neurons to be constructed in the hidden layer. 

Apart from that, Fig. 14 also illustrates the local 

minima problem of neural network where the error of 

training data fluctuated. The local minima caused the 

system to be looped at a certain point on the data set which 

lead to a loss of another important data. This error occurred 

at several points where the number of neurons selected 

were 14, 16, 25, and 34. The three layers MLP was trained 

in the local minima (LM) mode where the learning mode 

is set to be 0.001.The training for the MLP used the mean 

square error as the objective function where the mean 

square error was also based on Equation (4). Fig. 15 

illustrates the error was reduced during three stages of 

process, namely, training, validation and testing. 

Fig. 15 also shows the best error plot for 61 epochs. 

Based on that, the iteration at which the validation 

performance reached minimum was 55 and then the 

training process continued for another six iterations before 

the training stopped. From Fig. 15, it also shows that none 

 

 

Fig. 13 Structure of Multilayer Perceptron (MLP) 

 

 

Fig. 14 The error of training data as the number of 

hidden layer is manipulated 

 

 

Fig. 15 The error for each stage of training procedure 

 

Table 2: The characteristic performance of the 

classification method with and without ANN 

Descriptions 
Result 

of ANN 

Multilayer Perceptron (MLP) 2-25-19 

Incorrect training and validation samples 

(out of 551 samples) 

7 

Incorrect test samples (out of 133 

samples) 

2 

RMSE for all data sets (%) 0.0132 
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of the training data is over-fitting. This is due to the test 

and validation data sets that follow the training error. 

The optimum performance of three layer MLP is 

shown in Table 2. As clearly stated in Table 2, the root 

mean square error (RMSE) for all data sets is 0.0132. 

Besides, it could be seen that the number of errors for the 

incorrect samples was as low as 9 out of 684. This means 

that, the error is very low and this feature extraction 

method that consists of mean and energy is suitable for the 

input layers of the MLP neural network structure. 

 

5. Conclusion 

This paper has shown that the innovation from the 

concept of novel sensor based on the combination of planar 

meander and interdigital sensors can be used to detect 

nitrate and sulphate in water sources.  Based on the results 

obtained from the sensor array, the impedance response is 

directly related with the level of concentration of nitrate 

and sulphate solutions. The contrasts between the signals 

obtained from the sensor array can be clearly seen after the 

signals converted into its respective second derivatives. 

Before the ANN can be used as a classification tool, a 

few criterion such as the proper types and forms of inputs 

for the ANN, multilayer perceptron parameters of the 

ANN, and limitations of the ANN need to be considered in 

constructing the structures of ANN.  Hence, the input 

signals for the ANN need to be reduced using 

Discontinuous Wavelet Transform (DWT) and Haar 

wavelet. Then, the approximation and details of mean and 

energy of the signals are extracted to form the MLP inputs.  

A three layers MLP that consists of an input layer, 

hidden layer, and output layer is trained, validated, and 

tested in successive steps to classify 19 classes of the 

nitrate and sulphate water samples. The optimal number of 

25 hidden neurons in the network is gained during the 

training and validation process. The number of hidden 

neurons is determined based on the calculated minimum 

square error. Based on the results obtained, the ANN 

method could estimate the level of nitrate and sulphate 

concentration with the relative mean square error (RMSE) 

of 0.0132. 
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