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ABSTRACT

Modern day lightweight block ciphers provide powerful encryption methods for securing IoT communication 
data. Tiny digital devices exchange private data which the individual users might not be willing to get disclosed. 
On the other hand, the adversaries try their level best to capture this private data. The first step towards this is to 
identify the encryption scheme. This work is an effort to construct a distinguisher to identify the cipher used in 
encrypting the traffic data. We try to establish a deep learning based method to identify the encryption scheme used 
from a set of three lightweight block ciphers viz. LBlock, PRESENT and SPECK. We make use of images from 
MNIST and fashion MNIST data sets for establishing the cryptographic distinguisher. Our results show that the 
overall classification accuracy depends firstly on the type of key used in encryption and secondly on how frequently 
the pixel values change in original input image.
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1. INTRODUCTION
In an era of IoT, lightweight block ciphers provide a 

powerful way of encrypting the user data to ensure much-
needed privacy. Billions of gadgets might need their own 
encryption schemes and the adversary on the other hand will 
need to identify the used scheme. This anticipatory fact brings 
the need to construct a distinguisher from the adversary’s 
perspective. The distinguisher for distinguishing the ciphers 
will also help the designer’s point of view as it may help to 
assess the cryptographic strength of the ciphers.

The researchers have generally tried to develop two types 
of distinguishers; one which distinguishes between a cipher 
and random data. The other one predicts the class of cipher 
data. The development of the first type of distinguisher is based 
on the fact that an adversary should not be able to ascertain 
whether Oracle is sending the data through an encryption 
scheme or a random source. The second type of distinguisher 
tries to identify the encryption scheme used during the 
communication.

Rivest1 pioneered in exploring the possibilities of the 
connection between cryptography and machine learning. He 
emphasised over the fact that how one area can contribute 
ideas and techniques to the other. He further perceived machine 
learning and cryptanalysis as sister fields as both share similar 
concerns and notions. After generating theoretical interest 
with this landmark paper and the subsequent availability of 

the plentiful advanced computing resources and the better-
established theories, the researchers explored ML applications 
in cryptography in more depth.

With the rapid growth in the availability of affordable 
internet services to the vast population and simultaneously 
emerging multimedia technologies, the image and video 
data are being transmitted over the network in a substantial 
amount. Therefore, the protection of multimedia data is a vital 
requirement. The researchers have been coming with different 
encryption approaches for protecting the confidentiality 
of this data. For example, chaos-based image encryption2, 
chaotic maps3, cosine-transform-based chaotic system4, the 
combination of an elliptic curve with Hill Cipher5 and AES6 are 
some of these approaches. On the other side, there have been 
continuous efforts to mount cryptanalytic attacks on encrypted 
images7,8.

Linus LAGERHJELM9, in his master thesis, used 
Convolutional Neural Networks (CNN) to perform 
classification tasks over encrypted MNIST image dataset10. 
He considered it a traditional image recognition task and 
showed the encrypted images to the network to predict the 
class label. In a 10-class (encrypted MNIST image dataset) 
problem, he achieved the success rate of 10% and 42% for 
images encrypted in CBC and ECB modes, respectively. The 
better results for ECB mode can be attributed to not having 
the desired randomness characteristic, as it is well established 
that ECB is the weakest mode of encryption. De mello11, et 
al. used machine learning techniques to identify encryption 
algorithms in a ciphertext-only setup. The plaintext corpora for 
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experiments were taken from seven different languages. These 
plaintexts were encrypted by seven encryption algorithms 
in ECB and CBC modes. They used six machine learning 
algorithms for classification. The identification success in the 
case of ECB mode was as per expectation, i.e., significantly 
high. In comparison, the success was not up to the mark when 
experiments were performed for CBC mode. Wang12, et al. 
performed an encrypted image classification task to design a 
framework using a multilayer extreme learning machine that 
they claim to classify the encrypted images before carrying out 
the actual decryption. They carried out their experiments for 
letter databases and handwritten digits. They could demonstrate 
that their proposed framework was efficient and accurate for 
classifying the encrypted images.

The construction of distinguisher by directly working 
over encrypted data looked infeasible, and for the first time, 
DL-based differential distinguisher was developed by Gohr13. 
This was a significant achievement as the results produced by 
this experiment were better than the classical approaches. He 
adopted an all-in-one approach for differential cryptanalysis and 
learned how a single input difference affects all possible output 
differences. This work has been seen as the first remarkable 
breakthrough of any ML technique for cryptanalysis, which 
opened a new research direction in cryptanalysis. This direction 
was subsequently adhered to by some more researchers14,15,16,17 
as well.

This paper is an effort to develop a distinguisher that 
directly works over encrypted images. As shown in Fig. 1, 
three ciphers, namely LBlock, PRESENT, and SPECK, have 
been used for encryption. The image database considered 
for our experiments is MNIST handwritten digit database10 
and Fashion-MNIST database18. MNIST dataset, containing 
grayscale handwritten digit images, has been a benchmark 
dataset for researchers to validate their ML algorithms. Later 
on, the Fashion-MNIST dataset was introduced by researchers 
from a company called Zalando. This dataset’s idea was a 
suitable and compatible replacement of the MNIST dataset 
for a standard benchmarking of any state-of-the-art machine 
learning algorithm. However, for our work, we consider both 
the datasets to carry out the experiments in two scenarios; 
first when a fixed key is used for encryption of all images and 
the second when different keys are used for different images. 
Our results clearly show that the developed approach for 
distinguisher works very well in the MNIST digit database 
case. In contrast, the success rate decreases when the same 
experiment is done for the Fashion-MNIST database. We 
conclude with the observation that this difference in result is 
because of frequently changing pixel values (i.e., shades) in 
the later database. 

2. LIGHTWEIGHT BLOCK CIPHERS (LBLOCK, 
PRESENT AND SPECK)
Three lightweight block ciphers, each based on a different 

design principle, have been considered for the experiments. 
LBlock is a Feistel cipher, PRESENT is an SPN based cipher 
scheme and the design of SPECK uses ARX architecture. 
The descriptions of these ciphers are given in following 
subsections. 

2.1 Description of LBlock Cipher
LBlock cipher, introduced by Wu19, et al., uses an 80-

bit key to encrypt 64-bit plaintext block and generates the 
corresponding 64-bit ciphertext block. This 32-round cipher 
employs a variant of Feistel structure. As described19, the 
encryption algorithm is shown in Algorithm 1. The key 
expansion algorithm is omitted here, and the paper19 may be 
referred to for more details.
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Figure 1. Some encrypted image samples. 
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The designers’ thorough security analysis showed LBlock 
achieving necessary security edge against known cryptanalytic 
attacks and the cipher being efficient in different hardware 
environments and various software platforms. To date, no 
researcher has projected any known full-round cryptanalytic 
attack on LBlock. 

2.2 Description of PRESENT
PRESENT is one of the most analysed lightweight cipher, 

which was introduced by Bogdanov20 , et al.. PRESENT cipher, 
a Substitution-Permutation Networks (SPN) based architecture, 
comprises of 31 rounds. It encrypts 64-bit plaintext using an 80-
bit or 128-bit key to generate the equivalent 64-bit ciphertext. 
The encryption algorithm of PRESENT cipher is shown in 
Algorithm 2. The description of key scheduling algorithm is 
left out here, and the same can be found in20 with complete 
details.
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S-box (S) and Permutation (P) used in the algorithm are 
shown in Table 2 and Table 3 respectively.

The designers’ idea behind designing a lightweight 
block cipher PRESENT instead of a stream cipher was that 
they thought about block ciphers being versatile compared 
to stream ciphers. Moreover, a stream cipher can easily be 
obtained from a block cipher by running the latter in counter 
mode. Moreover, they acknowledged a better understanding of 
block cipher by the crypto research community. The authors 
targeted the hardware environment for encryption algorithm 
implementation, and therefore, PRESENT is not specifically 
software-friendly. 

2.3 Description of SPECK
SPECK is a block cipher proposed by the National 

Security Agency (NSA). It has ten variants, each variant is 
characterised by individual block size 2n  and key size mn. For 
example, SPECK64/128 refers to the variant of SPECK block 
cipher with 64-bit block size and 128-bit key size. We have 
used this version of SPECK cipher for our experiments. The 
SPECK64/128 performs a mapping from a plaintext of two 32-
bit words 0 0( , )x y into ciphertext 27 27,( )x y by using a sequence 
of 27 rounds. The Round function is defined as follows:
( ) ( ) ( ) ( )((, 8 , 3 )8) ( )kR x y   x y k y x y k= >>> ⊕ <<< >⊕ >> ⊕ 

where k is the round key. We have left describing key 
scheduling algorithm and the same and the more details about 
the encryption algorithm are described in21.

The designer of SPECK claimed the cipher to be one 
of the fastest contemporary ciphers and being fully secure 
against chosen-plaintext attack and chosen-ciphertext attack. 
Many countries have been concerned about the standardisation 
efforts of SPECK as they were apprehensive about susceptible 
weaknesses in the design. Although in response, the designer 
agency (National Security Agency, USA) stated about a large 
number of security analysis research activities from all around 
the world to support its claim about the algorithm being secure 
and the absence of any knowledgeable flaw in the cipher 
design.

Table 1. S-boxes used in LBlock cipher

x 0 1 2 3 4 5 6 7 8 9 A B C D E F
S0(x) E 9 F 0 D 4 A B 1 2 8 3 7 6 C 5
S1(x) 4 B E 9 F D 0 A 7 C 5 6 2 8 1 3
S2(x) 1 E 7 C F D 0 6 B 5 9 3 2 4 8 A
S3(x) 7 6 8 B 0 F 3 E 9 A C D 5 2 4 1
S4(x) E 5 F 0 7 2 C D 1 8 4 9 B A 6 3
S5(x) 2 D B C F E 0 9 7 A 6 3 1 8 4 5
S6(x) B 9 4 E 0 F A D 6 C 5 7 3 8 1 2
S7(x) D A F 0 E 4 9 B 2 1 8 3 7 5 C 6
S8(x) 8 7 E 5 F D 0 6 B C 9 A 2 4 1 3
S9(x) B 5 F 0 7 2 9 D 4 8 1 C E A 3 6

Table 2. S-box (S) used in PRESENT cipher

x 0 1 2 3 4 5 6 7 8 9 A B C D E F

S0(x) C 5 6 B 9 0 A D 3 E F 8 4 7 1 2
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3. THE DESCRIPTION OF DATABASE
For performing the experiments, two different databases 

have been used. The description of these are given in following 
subsections:

3.1 MNIST Database
Modified National Institute of Standards and Technology 

database (i.e. The MNIST database10) is broadly a large 
database of handwritten digits frequently used in training 
of many diversified image processing applications. MNIST 
database is widely used for developing various machine 
learning models22,23. The MNIST database was generated by 
modifying the samples from NIST’s original datasets24. The 
creators of MNIST believed that the original database was 
not the right choice for machine learning experiments as the 
NIST’s training dataset was taken from working professionals, 
whereas the testing dataset was collected from high school 
students. The MNIST database accommodates 70,000 images 
consisting of 60,000 training and 10,000 testing images. Each 
image in the database is of 28 × 28 pixel size. Few samples of 
images are shown in Fig. 2.

widespread rise in performances of deep learning techniques. 
Both the datasets have the same data format, identical image 
size, and exactly the same structure of training and testing 
splits18. Few samples of images from Fashion-MNIST dataset 
are shown in Fig. 3.

4. DEEP LEARNING APPROACH FOR 
EXPERIMENTS
Deep Learning, the latest discipline in machine learning 

techniques consisting of various learning methods, are primarily 
based on artificial Neural Network (aNN) framework. Deep 
Learning (DL), which are also termed as Deep Neural Networks 
(DNN), consists of a wide variety of architectures such as 
Deep Belief Network (DBN), Convolution Neural Network 
(CNN), and Recurrent Neural Network (RNN), which are used 
in diversified domains to solve various machine intelligence 
problems such as medical image processing, natural language 
processing, computer vision, machine translation, etc.25,26. 
These DL architectures have emerged with the outstanding 
success in the respective domains, which mostly outclassed the 
human expertise. Deep learning inherently has an additional 
advantage in comparison to traditional machine learning 
algorithms due to its ability of representation learning. 
Representation learning denotes a class of techniques that in 
an automatic way discovers the representations directly from 
the raw data. In short, deep learning is a category of machine 
learning algorithms27, which employs intermediate multiple 
hidden layers of neurons to ensure feature learning straight 
from the raw input data. 

Figure 3. Few image samples from fashion-MNIST dataset.

Figure 2. Few image samples from MNIST dataset.

Table 3. Permutation (P) used in PRESENT cipher

i 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
P(i) 0 16 32 48 1 17 33 49 2 18 34 50 3 19 35 51
i 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31
P(i) 4 20 36 52 5 21 37 53 6 22 38 54 7 23 39 55
i 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47
P(i) 8 24 40 56 9 25 41 57 10 26 42 58 11 27 43 59
i 48 49 50 51 52 53 54 55 56 57 58 59 60 61 62 63
P(i) 12 28 44 60 13 29 45 61 14 30 46 62 15 31 47 63

3.2 Fashion-MNIST Database
Xiao18, et al. presented the Fashion-MNIST dataset 

containing 70,000 images of various fashion products from 
10 different categories, each category having 7,000 grayscale 
images. The size of each image is 28 × 28. The complete dataset 
is segregated into a training set with 60,000 images and a test 
set having 10,000 images. The thought behind Fashion-MNIST 
dataset was to have an advanced replacement of the original 
MNIST dataset for benchmarking purposes of machine learning 
algorithms. Xiao18, et al. mention that when MNIST dataset 
was proposed, the researchers could not have envisaged the 
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In our experiments, we have used two types of DL 
networks; (i) Convolution Neural Network (CNN)28,29, and  
(ii) DenseNet30.

4.1 Convolution Neural Networks
The evolving advancements in Computer Vision has got 

attributed to one specific algorithm from deep learning, which 
is Convolutional Neural Network (CNN). The working of 
CNN is primarily based over the fact that the input will be 
a collection of images. As shown in Fig. 4, CNNs are three 
layered architectures; (i) Convolutional layers, (ii) Pooling 
layers, and (iii) Fully-connected layers.

In Convolution layer, the convolution is performed over 
input data using some filters during the forward computation 
phase. The output from this convolution is termed as feature 
map. The filters extract and forward the features detected from 
the input data in the form of the feature map (as shown in  
Fig. 5). From the example shown in the same figure, the output 
after applying the filter (values in the feature map) can be 
shown as:

,

3 3

, , ,
1 1

7 7

, 1, 2,3, 4,5
, ( )i j

i j a b i a j b
a b

Y w x

for i j
where X x

+ +

= =

×

=

=

= ∈

∑∑

�

is the input image. The image is convoluted with the 
filter 3 3

,( )a bW w ×= ∈�  without using any extra padding 
in itself. The wa,b components are the weights of the filter. 

5 5
,( )i jY y ×= ∈�  is the feature map after convolution. During 

the backward computation process, the training model learns 
the filter weights in order to minimise the final loss.

In Max pooling layer, the feature map is split into 
smaller regions and the maximum values from all regions are 
concatenated to form the output of the layer. The max pooling 
layer helps in reducing the computation complexity. 

After convolution and max pooling layers, the fully-
connected layers perform in the identical manner any standard 
aNN (artificial Neural Network) does and then by using 
activation functions (such as Softmax, ReLu) finally they 
produce the class scores for doing the classification.

Learning through the filters helps in extracting high level 
features of the data. Thus, the filters along with max pooling 
layers in CNN works as a method of dimensionality reduction. 
Thus, the internal feature extraction capability of CNN in 
finding and forwarding the most valuable information perform 
extremely well for image classification task.

The overall architecture of CNN consists of two main 
parts: (i) feature extractor and (ii) classifier. The feature 
extractor part is generally composed of stacked operations of 
convolution, activation, and pooling layers. Thereafter, the 
classifier comprises of some fully-connected layers of neurons. 
During the forward propagation process, each layer forwards 
its output as the input for the next layer. Thus the lower level 
layers propagate the features which subsequently result in 
deriving the higher-level features. Finally, the classification 
probabilities are calculated in the last output layer. In a 
classification task, the output layer is generally activated by 
softmax function.

The convolution layer reduces the number of parameters 
and the computational time. The output of the convolution 
layer goes through a non-linear activation function (generally 
ReLU). After this, the pooling layer performs the downsampling 
operation to keep only the useful features and discard the 

redundancies. For example, if a 2 × 2 max-pooling layer 
is used with the stride size 2, then the output size is half of 
the input size. The backward propagation process during 
training uses the optimizer, such as Adam with the objective 
of minimising the total loss. 

4.2  Densely Connected Convolutional Networks
Densely Connected Convolutional Networks or 

DenseNet was visualised by Huang30, et al. in 2018 on the 
basis of observation that CNNs can be significantly deeper, 
efficient and more accurate in training if the connections 
between layers are shorter and closer to the input and 
the output. This observation also brings the possibility of 
addressing the problem of vanishing gradient. In vanishing 
gradient problem, the gradients get washed out once it 
reaches to any end of the network. This occurs as the final 
gradient is calculated using chain rule of differentiation 
which involves the multiplication of intermediate small 
differentiation values. In DenseNet, each layer is connected 
with all other layers in a feed-forward fashion. So, there 
is clear difference that the traditional CNNs with L layers 
have L  connections, one connection each between one 
layer and the very next layer, whereas DenseNet involves 

( 1)
2

L L +
 
direct connections. In DenseNet, each layer uses 

Figure 5. Example of a convolution layer.

Figure 4. Sample figure of convolution neural network.

ℝ

ℝ

ℝ
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the feature maps from all its preceding layers as inputs. Also, 
each layer’s feature maps behave as inputs for all subsequent 
layers. The connection between all pairs of layers are naturally 
advantageous as it vanishes the vanishing-gradient problem, 
and builds up the strong feature propagation and reuses. A 
sample figure of DenseNet is shown in Fig. 6.

The longer path (i.e., large number of hidden layers) 
between the input and the output layer in a DL network brings 
in vanishing gradient problem. This problem means that the 
information disappears enroute to its destination, which causes 
the declined performance or the less accuracy of the model. 
DenseNet was specifically developed to resolve this problem. 
In DenseNet architecture, an output from the previous layer 
moves as an input for the second layer through a composite 
function. The operation of composite function is composed 
of: Convolution layer, pooling layer, batch normalisation, and 
non-linear activation layer. Therefore, if there are L number of 

layers after the input layer, then the network involves ( 1)
2

L L +

direct connections.
The DenseNet has several variants such as DenseNet-

121, DenseNet-160, and DenseNet-201. The numerical values 
indicate the exact number of layers within the network. For 
example, the architecture of DenseNet-121 consists of one 
initial layer with convolution and pooling, followed by 
a dense block 1. It is then followed by a transition layer 1. 
Subsequently, the architecture uses dense block 2, transition 
layer 2, dense block 3, transition layer 3 and dense block 4. 
Here, each of dense block 1, dense block 2, dense block 3 and 
dense block 4 involves two convolutions with 1 × 1 and 3 × 3 
sized kernels repeated 6, 12, 24 and 16 times respectively. Each 
transition layer involves one 1×1 convolution layer and one 3 
× 3 average pooling layer with stride 2. Finally, the structure 
completes itself with the classification layer. The number 121 
associated with DenseNet signifies 1 initial layer, 6, 12, 24, and 
16 repeated instances of 2 convolutions inside dense blocks, 

3 transition layers and 1 classification layer. So, overall the 
resultant is ( )1 6 12 24 16 *2 3 1 121+ + + + + + =  .

5. RESULTS AND ANALYSIS
As mentioned earlier, we train and validate our CNN and 

DenseNet models over two different datasets, namely MNIST 
and Fashion-MNIST. We further segregate our experiments 
into two subcategories: (i) the block cipher used for encrypting 
the images using a fixed key, and (ii) the block cipher uses 
a different random key for encrypting each image. The 
encryption has been done in ECB (Electronic Code Book) 
mode. In first subcategory i.e., for fixed key, we consider 
1000 encrypted images for experiments. In second category 
i.e., for random keys, we carried out our experiments only 
for MNIST digit image dataset. The results have not been 
convincing in the second subcategory. Here the classification 
accuracy is close to 1/3, which indicates the models’ inability 
to capture any meaningful patterns from the encrypted images. 
Due to this reason, we did not perform the experiments for 
the Fashion-MNIST dataset. For building the CNN model, 3 
convolution layers followed by flattened data and 2 hidden 
layers are used. Besides this, following hyperparameters 
have been used in training the CNN model: Batch size= 32, 
Epochs= 40, and Validation split= 0.2. The DenseNet model 
used for experiments is a 5-layer block with a growth rate of 
k=4. Apart from this, the other parameters are Adam optimiser, 
categorical cross-entropy and accuracy as metrics for evaluating 
the model.

The detailed results are shown in Table 4. These results 
are also shown graphically (row-wise sequence) in Fig. 7. 
The results from our experiments are better in case of MNIST 
dataset than Fashion-MNIST dataset. We analysed the results 
and observed that the reason behind this bias is due to MNIST 
dataset having more regularity (pixel values changing less 
frequently) than the other dataset. using the fixed encryption 
key, maps all identical blocks in the images made with the same 
sequence of pixel values to a fixed block value after encryption. 

However, in the case of using different encryption keys 
for different images, these identical blocks get mapped 
to different block values after encryption, and our models 
do not capture the distinguishing features and therefore 
result in poor accuracy (as expected for any dataset having 
pseudorandom characteristics in itself). In future, we plan 
to use few other DL models over some additional datasets. 
In addition, the results are sequentially shown row-wise 
through graphs in Fig. 7.

Table 4. Results showing classification accuracy for our experiments

Key use 
scenario Dataset Model Samples per 

class
Training accuracy 

(fraction)
Validation 

Accuracy (fraction)
Fixed Key MNIST Digit CNN 1000 0.9975 0.9878

MNIST Digit DenseNet 1000 0.9995 0.9567
MNIST Fashion CNN 1000 0.9113 0.6450
MNIST Fashion DenseNet 1000 0.7617 0.6544

Random Key MNIST Digit CNN 1000 0.3491 0.3111
MNIST Digit DenseNet 1000 0.3733 0.3677

Figure 6. Sample figure of DenseNet.
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6. CONCLUSION
In this paper, we proposed a deep learning based approach 

for constructing a distinguisher for lightweight block ciphers. 
The objective of this cipher is to classify the lightweight cipher. 
In other words, the focus of this distinguisher is to identify 
the cipher used in an encrypted image. Three lightweight 
ciphers based on three different design principles have been 
chosen for our experiments because of their importance in 
IoT infrastructure. We performed the classification work over 
two popular datasets viz. MNIST and Fashion-MNIST and 
achieved the better classification accuracy for MNIST data in 
comparison to Fashion-MNIST. Finally, we concluded that the 
frequent changes in pixel values adversely affects the overall 
classification success. In future, the similar classification 
work will be carried out for other modes of encryption such 
as cipher block chaining (CBC), Output feedback (OFB) 
and CTR (Counter). Other DL methods will also be utilised 
for analysing the cipher data generated from images as well  
as from text.
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