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It is well-established that Lagrangian particle dispersion models, for inhomogeneous tur-
bulent flows, must satisfy the ‘well-mixed condition’ of Thomson (1987, J. Fluid Mech.,
180, 529-556) in order to produce physically reasonable results. In more than one dimen-
sion, however, the well-mixed condition is not sufficient to define the dispersion model
uniquely. The non-uniqueness, which is related to the rotational degrees of freedom of
particle trajectories, permits models with trajectory curvatures and velocity autocorre-
lation functions which are clearly unphysical. A spin condition is therefore introduced
to constrain the models. It requires an ensemble of particles with fixed initial position
and velocity to have, at short times, expected angular momentum, measured relative to
the mean position and velocity of an ensemble of fluid particles with initially random
velocity, equal to the relative angular momentum of the mean flow at the ensemble mean
location. The resulting unique model is found explicitly for the canonical example of
inhomogeneous Gaussian turbulence and is characterised by accelerations which are ex-
ponential in the particle velocity. A simpler unique model with a quadratic acceleration
is obtained using a weaker version of the spin condition. Unlike previous models, the
unique models defined by the spin condition lead to particles having the correct (ensem-
ble mean) angular speed in a turbulent flow in solid body rotation. The properties of
the new models are discussed in the settings of a turbulent channel flow and an idealised
turbulent atmospheric boundary layer flow.

1. Introduction

Lagrangian particle dispersion models (LPDMs hereafter) are key scientific tools un-
derpinning our quantitative understanding of the dispersal of trace gas pollutants and
aerosols in turbulent flows. Applications in atmospheric and oceanic science are numer-
ous. Examples include establishing the relationship between emissions of pollutants and
air quality downstream (Cassiani et al. 2012), modelling aerosol dispersal following vol-
canic eruptions (Devenish et al. 2011; D’Amours et al. 2010), modelling of nuclear acci-
dent scenarios (Stohl et al. 2012), and determination of constraints on chemical emissions
via inverse modelling (Seibert & Frank 2004; Stohl et al. 2010).

Typically, LPDMs solve ‘random flight’ stochastic differential equations for particle
position X and velocity U of the form

dU = a(U ,X, t) dt+ (2B(U ,X, t))
1/2 · dW , (1.1)

dX = U dt.
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Here, a(u,x, t) is the particle acceleration and B(u,x, t) is a symmetric, positive defi-
nite matrix-valued function which determines the random turbulent increment, which is
driven by the vector-valued Brownian (or Wiener) process W .

In stationary, homogeneous, isotropic turbulence, suitable choices for a and B can
be constrained by considering the statistics of Lagrangian time series (X(t), U(t)) of a
single component of the position and velocity vector in a general turbulent flow. The
exact result of Taylor (1921), for the time-evolution of the variance in particle position,
which follows from integration of the trajectory equation, is

d

dt
〈X2〉 = 2σ2

∫ t

0

Ruu(t− s) ds, (1.2)

where, using angle brackets to denote ensemble averages, σ2 = 〈U2〉 is the velocity
variance and Ruu(s) = 〈U(t)U(t + s)〉/σ2 is the Lagrangian velocity autocorrelation,
from which the Lagrangian decorrelation time-scale

τ =

∫ ∞
0

Ruu(s) ds

can be defined. The simplest model in the class (1.1) which is consistent with Taylor’s
picture above is the Ornstein-Uhlenbeck (OU) process

dU = −U
τ

dt+

(
2σ2

τ

)1/2

dW . (1.3)

In the stationary state the OU process (1.3) has Gaussian single-point velocity statistics,
and Lagrangian autocorrelation Ruu(s) = e−s/τ , which is a reasonable fit to measure-
ments in grid turbulence (see e.g. the review of experimental data in Pope 1994). The
timescale τ is determined by comparing the quadratic variation in (1.1), 〈dUdUT 〉 =
2B dt, with the corresponding Lagrangian structure function 〈δu δuT 〉 in the turbulent
flow, where δu = u(t+ δt)−u(t). In the similarity theory of Kolmogorov-Obuhkov (see
pg. 358 of Monin & Yaglom 1975), the structure function in stationary homogeneous
isotropic turbulence has the universal form

〈δu δuT 〉 = C0ε δtI,

where ε is the energy dissipation rate, C0 is the Lagrangian velocity structure function
inertial sub-range constant (e.g. Sawford et al. 2013), which is nondimensional and uni-
versal in theory (in practice a value in the range 3 to 7 is fitted to data). Note that the
time interval δt & tν ≡ (ν/ε)1/2 (the Kolmogorov timescale). It follows that B = 1

2C0εI
and τ = 2σ2(C0ε)

−1. It is important to note the caveat that, while the model (1.3) is
extremely useful due to its simplicity, it cannot of course capture the full complexity of
single point statistics even in stationary isotropic turbulence, in particular the intermit-
tency evident in higher order Lagrangian structure functions (Arnèodo et al. 2008).

In inhomogeneous or unsteady turbulence, however, it is less clear how to choose a
suitable model (1.1). In most previous research (see e.g. the review of Thomson & Wil-
son 2013), it assumed that the single point velocity pdf for the fluid is known everywhere
(e.g. from measurements), and that B is also known, e.g. Kolmogorov’s hypothesis of lo-
cal isotropy motivates using the homogeneous value B = 1

2C0εI (e.g. Borgas et al. 1997).
The question is then how best to choose a to capture the statistics of particle dispersion
consistently. The problem is motivated in large part by the atmospheric boundary layer
situation in which there is both a mean flow and a vertical gradient in the turbulent
statistics. The key breakthrough in understanding, due to Thomson (1987, T87 here-
after), was the realisation that a must be chosen to satisfy the well-mixed condition,
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Figure 1. Example trajectories of duration t = hu−1
∗ from three different well-mixed models

of dispersion in an atmospheric boundary layer. Model details are given in section 4.

detailed in section 2 below. Essentially, the well-mixed condition ensures that, at late
times, the probability distribution for the velocity and distribution of a particle evolv-
ing according to (1.1) will converge to the distribution that has been specified for the
fluid. In the case of an incompressible fluid in a bounded domain, the fluid distribution
requires the particles at late times to be uniformly distributed in space. Models which
do not satisfy T87’s well-mixed condition have the unphysical property that particles
tend to drift and accumulate in certain regions of the domain, e.g. near the ground in an
atmospheric boundary layer model.

In one dimension T87 showed that the well-mixed condition is sufficient to determine
a uniquely. In two or more dimensions, however, well-mixed models are not unique. The
non-uniqueness is known to be related to the rotational degrees of freedom available to
trajectories (Sawford & Guest 1988). Previous attempts to constrain the models based on
criteria such as trajectory curvature and rotation rate (Wilson & Flesch 1997; Reynolds
1998; Sawford 1999) have been inconclusive. It is straightforward to construct examples
of well-mixed models in order to demonstrate that the rotational degrees of freedom
allow for models which are unphysical. Fig. 1 shows sample trajectory paths from three
integrations of (1.1), for models - detailed in section 4.2 - which have different choices of
a satisfying T87’s well-mixed criterion in the presence of a uniform shear flow. The model
T87 is that proposed by Thomson (1987), while models ACW and CW are by design
absurd. Model ACW generates trajectories which undergo rapid anticlockwise rotation,
counter to the direction of the shear, whereas for model CW the trajectories rapidly rotate
clockwise with the shear. Borgas et al. (1997) have shown that such spurious rotation
acts to suppress particle dispersion to an unphysical extent (see also Esler & Ramli 2017,
for a full treatment of the effect in the shear dispersion problem). A related unphysical
feature of the models CW and ACW is that velocity autocorrelation functions, such as
Ruu defined above, exhibit oscillations.
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The rationale for this work is the observation that there is a simple physical argument
governing the expected rotation rate of trajectories (in a sense to be made precise below)
such as those shown in Fig. 1. It is as follows: the expected angular velocity of a trajectory,
measured relative to the local ensemble mean trajectory, should be ω̄/2, where ω̄ is the
vorticity of the mean flow. The rationale for this statement is simply that ω̄/2 is the local
angular velocity of particles in the mean flow. For example, consider a turbulent flow with
a mean velocity corresponding to solid body rotation flow about the origin, with constant
angular velocity Ω. The mean velocity is ū = Ω× x, from which the (mean) vorticity is
easily calculated to be ω̄ = 2Ω everywhere. Self-evidently, in such a flow, the expected
angular velocity of particles trajectories should be Ω. Below, it will be shown that the
acceleration term in (1.1) consistent with this outcome is ar = 2Ω× (u− ū), which can
be recognised as the Coriolis acceleration familiar from rotating fluid dynamics, applied
to the velocity perturbation (u− ū). Generalising to flows with spatially and temporally
varying mean vorticity, the corresponding term can be expected to be

ar = ω̄ × (u− ū). (1.4)

The spin condition, introduced below to determine a uniquely in three dimensions, in-
variably leads to (1.4) being the undetermined linear (in u− ū) term in a.

It is important to emphasise that the T87 approach to determining LPDMs is not
the only one available. In the turbulence modelling approach pioneered by Haworth &
Pope (1986), (see also the review of Pope 1994), semi-empirical “generalised Langevin
models” of the form (1.1) are proposed, and are used to derive, rather than specify, the
associated evolution equations for the mean velocity and the velocity covariance matrix.
The turbulence modelling approach is evidently important, but will not be our focus here,
beyond some brief speculations on the possible role of the spin condition in constraining
components of generalized Langevin models.

The plan of the work is as follows. In section 2 Thomson’s well-mixed condition is
reviewed and the mathematical problem to be solved is defined. In section 3 the spin
condition is stated, and strong and weak versions are defined. The strong spin condition
is then used to obtain the unique ‘strong-spin well-mixed canonical model’ for flows with
Gaussian single-particle distributions. Particle accelerations in the strong spin model can
be large, so a weak spin condition is introduced in order to obtain the unique ’weak-spin
well-mixed canonical model’ which, unlike the strong model, is quadratic in the velocity
perturbation. The behaviour of the models is discussed first for the important example
of homogeneous isotropic turbulent flow in solid body rotation, and then for the case of a
neutral atmospheric boundary layer with uniform vertical shear, in section 4. In section 5
conclusions are drawn.

2. Thomson’s well-mixed condition and the uniqueness problem

2.1. Mathematical notation

The work below is necessarily mathematical, so some advance comments on the notation
to be used may prove helpful. Throughout, non-stochastic scalar fields, vector fields,
matrices and tensors will be denoted using lower-case italics, lower-case bold, upper-case
bold script, and upper-case script, e.g. f , v, C, Q respectively. Stochastic scalars and
vectors will be denoted using upper-case, e.g. U and X respectively.

The mathematics repeatedly references ideas from vector calculus, hence a notation is
adopted which emphasises that, i.e. index notation will be used sparingly. Contractions
between vectors (including the vector operator ∇) and matrices is denoted by the dot
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product, e.g. C ·v. For contractions over two indices the double dot : will be used. Where
outer products are intended dots are omitted, as are transposes on vectors and matrices
(except for certain expressions involving the gradient operator). To give some examples,
let vi, Cij and Qijk denote the components of v, C and Q respectively. Then v · C · v
and ∇∇ : C denote the scalar fields viCijvj and ∂i∂jCij where ∂i here denotes the
partial derivative in physical space in the ith direction (Einstein summation convention
implied). Further, Q : vv is a vector with components Qijkvjvk, and v · ∇C is a matrix
with components vk∂kCij etc.

While the vector calculus notation adopted allows for a somewhat neater presenta-
tion of the main results, and makes aspects of the mathematics easier to follow, it is
nevertheless useful on occasion to switch to the index notation.

2.2. The well-mixed condition applied to the general model

Consider the class of Lagrangian particle dispersion models defined by (1.1). Standard
results of stochastic calculus (see e.g. Gardiner 2009, section 3.4.1) reveal that the prob-
ability density p(u,x, t) of the random variables (U ,X) evolves according to the 6+1
dimensional Fokker-Planck equation

∂tp+∇ · (up) +∇u · (ap)−∇u∇u : (Bp) = 0, (2.1)

where ∇ denotes the gradient operator in physical space and ∇u in velocity space.
The starting point for the construction of T87’s well-mixed condition is the knowl-

edge of a known fluid distribution pf (u,x, t), which gives the probability distribution of
velocity U in the fluid at every (x, t), over repeated realisations of the turbulent flow.
Crucially, it is taken to be axiomatic that pf is a solution of (2.1), and it is assumed that
pf acts a global attractor for solutions p starting from any initial conditions. Note that,
unlike the usual solutions p of (2.1), in order to allow for an unbounded fluid domain,
pf need not be a probability density in the full six-dimensional physical-velocity space.
Here, taking the flow to be incompressible, the marginal density condition∫

R3

pf (u,x, t) du = 1,

is used to normalise pf . Compressibility effects could be added at this stage, if desired,
by instead normalising pf with respect to a specified density field ρ(x, t) (Stohl & Thom-
son 1999). It is worth remarking that in a bounded domain, pf can be converted to
a probability density by further normalisation (i.e. dividing by the domain volume or
mass). Further, when (2.1) has no explicit time-dependence, the steady solution pf is
then known as the invariant measure of the stochastic process (1.1).

The distribution pf allows for velocity-space averages of any function f(u,x, t) to be
defined, and these will be denoted here by an overbar,

f̄(x, t) =

∫
R3

f(u,x, t) pf (u,x, t) du. (2.2)

Below, much use will be made of the mean velocity of the fluid, given explicitly by

ū(x, t) =

∫
R3

u pf (u,x, t) du, (2.3)

as well as the associated covariance matrix C(x, t) = (u− ū)(u− ū).
T87 introduces the problem of constructing a physical or ‘well-mixed’ Lagrangian

particle dispersion model as follows. It is first assumed that B(u,x, t) is specified. For
example, as discussed above, a common choice is B = 1

2C0εI, i.e. B is isotropic and
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proportional to the local ensemble mean energy dissipation rate ε, which in general is
a function of space and time. T87’s well-mixed condition is then a constraint on the
acceleration a(u,x, t), consistent with the above formulation. That is, a must be chosen
to satisfy

∇u · (apf ) = −∂tpf −∇ · (upf ) +∇u∇u : (Bpf ). (2.4)

Applying a Helmholtz decomposition to the vector field apf , the general solution of
(2.4) is

a = p−1
f (∇uψ +∇u · (Bpf ) +∇u × φ) , Well-mixed condition. (2.5)

Here φ(u,x, t) is an arbitrary vector field and ψ(u,x, t) is the unique solution of the
Poisson problem

∇2
uψ = F (u,x, t) ≡ − (∂tpf +∇ · (upf )) , ψ → 0, as |u| → ∞,

which, using the fundamental solution of the Poisson problem, is given by

ψ(u,x, t) = − 1

4π

∫
R3

F (q,x, t)

|u− q|
dq.

From (2.5), it is clear that the well-mixed model is only defined up to the choice of
the unknown vector field φ(u,x, t), i.e. non-uniqueness of the well-mixed model in T87
amounts to the freedom to choose φ. The aim of the rest of this work is to introduce a
physical argument to determine φ.

2.3. The canonical example: inhomogeneous turbulence with Gaussian single-point
statistics in the presence of a mean flow

The most important example considered by T87 is the case of incompressible, spatially
and temporally inhomogeneous turbulence with Gaussian pf a spatially and temporally
varying mean flow. In this case, the matrix B is taken to be a function of space and time
only, i.e. B ≡ B(x, t) and the fluid velocity distribution pf is taken to be Gaussian

pf (u,x, t) =
1

(2π)3/2|C|1/2
exp

(
− 1

2 (u− ū) · C−1 · (u− ū)
)
. (2.6)

Here the mean velocity ū(x, t) and velocity covariance matrix C(x, t) are consistent with
the definitions given above (e.g. 2.3), and |C| denotes the determinant of C.

Equation (2.4) can be solved explicitly for this example, as described in section 5.1 of
T87 (see in particular his eqn. 32). The solution, given here in a more general form which
includes all possible terms which are linear or quadratic in the perturbation velocity
increment v = u − ū (or equivalently restricting the possible φ in (2.5) to terms which
are up to cubic in v), is

a = ∂tū+ (ū · ∇)ū+ 1
2∇ · C + 2C : Q · C

+
(

1
2 (∂t + ū · ∇)C · C−1 −B · C−1 + E + P

)
· v (2.7)

+ 1
2v · ∇C · C

−1 · v + C · Q : vv

Here E(x, t) = 1
2 (∇ū + ∇ūT ) is the rate of strain tensor of the mean flow, P(x, t) is

an arbitrary antisymmetric matrix, and Q(x, t) is a third order tensor which is arbitrary
under some constraints detailed below. T87 in fact obtained (2.7) with P = 1

2 (∇ūT−∇ū)
andQ = 0, although the non-uniqueness of the solution was recognised. In the T87 model,
therefore, P · v = 1

2 ω̄ × v which is exactly half the Coriolis acceleration expected from
the discussion above. Borgas et al. (1997) have explored the consequences of different
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choices for the antisymmetric matrix P in shear flow turbulence, and showed that P can
be chosed to suppress dispersion and create rotating trajectories. The ACW and CW
models shown in Fig. 1 have exploited the freedom to choose P to illustrate this point,
as will be discussed in section 4 below.

The constraints on Q can be determined by inserting (2.7) into (2.4). First it is helpful
to consider the term

aq = C · Q : vv + C : Q · C + C : Q′ · C (2.8)

where, in terms of the components Qijk of Q, Q′ has components Q′ijk = Qikj . Notice
that contributions to Q which are antisymmetric in the last two indices of Qijk do not
contribute to aq. Without loss of generality, it can therefore be taken that the symmetry
condition Qijk = Qikj is satisfied and aq = C · Q : vv + 2C : Q · C as it appears in (2.7).
Direct calculation then gives ∇u · (aqpf ) = −(v · Q : vv) pf , which is equal to zero, and
therefore does not disrupt the well-mixed condition, if and only if the components of Q
satisfy (no summations implied)

Qiii = 0, i = 1, 2, 3,

Qijj +Qjij +Qjji = 0, i, j = 1, 2, 3 i 6= j,

Q123 +Q231 +Q312 = 0. (2.9)

Notice that P has three degrees of freedom and, after considering the ten constraints
in (2.9), Q has eight (=18-10) remaining degrees of freedom. These specific numbers of
degrees of freedom will be important in establishing uniqueness when applying the weak
spin condition below.

3. The spin conditions and the resulting unique models

Next, we describe a relatively simple physical constraint - the spin condition - which
together with the well-mixed condition uniquely determines a in the model (1.1) when
the matrix B and the fluid velocity distribution pf are specified. In the canonical example,
the spin condition in its complete form - the strong spin condition - will be shown to lead
to a model in which a is not quadratic in velocity (as in 2.7), and as a consequence we
also consider a weaker version - the weak spin condition - which is sufficient to determine
a quadratic model of the form (2.7) uniquely.

3.1. The strong and weak spin conditions

In order to define the spin condition, it is necessary first to distinguish between two
different ensembles of solutions of (1.1), each of which is initialised at a single point x at
time t. The first is the directed ensemble, defined as the ensemble passing through (x, t)
with constant velocity u, i.e. solutions of (1.1) defined by the initial conditions

X(t) = x, U(t) = u,

where u is a fixed velocity. The second is the fluid ensemble, which will be distinguished
by the subscript f hereafter, defined as the ensemble passing through (x, t) with an
initially random velocity distributed according to the fluid distribution, i.e. solutions of
(1.1) defined by the initial conditions

Xf (t) = x, Uf (t) = U(x,t),

where U(x,t) is a random variable drawn from pf (u,x, t).
The key quantity to be used to construct the spin-condition is the expected relative
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angular momentum of the directed ensemble, measured with respect to the expected
position and velocity of the fluid ensemble. Mathematically, here using τ to denote the
time elapsed from the initial time t in (1.1), the expected relative angular momentum is

l(u, τ,x, t) = 〈(X − 〈Xf 〉f )× (U − 〈Uf 〉f )〉 (3.1)

where all stochastic variables are evaluated at time t+ τ , 〈·〉 denotes the expected value
of a quantity in the directed ensemble, and 〈·〉f the expected value in the fluid ensemble.
Applying Itô’s formula to L = (X − 〈Xf 〉f )× (U − 〈Uf 〉f ) gives

dL = (dX − 〈dXf 〉f )× (U − 〈Uf 〉f ) + (X − 〈Xf 〉f )× (dU − 〈dUf 〉f )

= (X − 〈Xf 〉f )× (a(U ,X, t+ τ)− 〈a(Uf ,Xf , t+ τ)〉f ) dτ

+ (X − 〈Xf 〉f )× (B(U ,X, t+ τ) · dW ) ,

and therefore, on taking the directed expectation 〈·〉,
∂l

∂τ
= 〈(X − 〈Xf 〉f )× (a(U ,X, t+ τ)− 〈a(Uf ,Xf , t+ τ)〉f )〉. (3.2)

The leading behaviour of l for small τ can now be determined, because

X = x+ uτ +O(τ3/2), a(U ,X, t+ τ) = a(u,x, t) +O(τ1/2),

i.e. X and a are deterministic at leading order. The fluid ensemble expectations can now
be calculated by applying the fluid average to the directed ensemble results,

〈Xf 〉f = x+ ū(x, t)τ +O(τ3/2), 〈a(Uf ,Xf , t+ τ)〉f = ā(x, t) +O(τ1/2).

Inserting in (3.2) and integrating gives

l = 1
2 (u− ū)× (a− ā)τ2 +O(τ5/2) (3.3)

which allows the angular momentum acceleration m(u,x, t) = ∂2l/∂τ2|τ=0 to be defined
as

m(u,x, t) = lim
τ→0

2l(u, τ,x, t)

τ2
= (u− ū)× (a− ā). (3.4)

It is clear from (3.3) that m fully determines the expected angular momentum of the
directed ensemble at early times τ .

The spin condition will be defined by equating m with the expected relative angular
momentum of a fluid parcel with relative displacement 〈X〉 − 〈Xf 〉f in the (laminar)
mean flow ū. Using a Taylor expansion, the relative angular momentum lf of such a fluid
particle, displaced a small distance y relative to a reference particle at x, is given by

lf (y) = y × ((y · ∇)ū) +O(|y|3),

where the directional derivative of ū is evaluated at x. Evaluating this expression at
y = (u− ū)τ allows us to define the mean flow angular momentum acceleration

mf (u,x, t) = lim
τ→0

2lf ((u− ū)τ)

τ2
= 2(u− ū)× ((u− ū) · ∇ū) .

Expanding ∇ū into symmetric and antisymmetric components, results in

mf (u,x, t) = (u− ū)× (2E · (u− ū) + ω̄ × (u− ū)) (3.5)

where ω̄ = ∇ × ū is the mean flow vorticity and E = 1
2 (∇ū + ∇ūT ) is the strain rate

tensor. The above definitions lead to the following definition for the spin condition

m(u,x, t) = mf (u,x, t), Strong spin condition. (3.6)
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The spin condition (3.6) removes the rotational degrees of freedom in the well-mixed
model, essentially by constraining the directed ensemble to rotate about the mean posi-
tion of the fluid ensemble at a rate consistent with the local rotation of the mean flow ū.

It will be shown below that the well-mixed models which also satisfy the strong spin
condition (3.6), while unique, nevertheless turn out to be complicated and unwieldy for
practical use. It is therefore of interest to explore a weaker version of the spin condition
which can be used to constrain simpler models, such as the quadratic canonical model
(2.7). The weak spin condition is

m̄ = m̄f ,

(u− ū)m = (u− ū)mf , Weak spin condition. (3.7)

In other words, whereas the strong spin condition (3.6) requires equality between m and
mf for all possible values of u, the weak spin condition requires equality only between
the mean and first moments (in velocity space) of m and mf .

3.2. The strong spin condition applied in the general case

It is convenient in the calculations to follow to work with the perturbation velocity
v = u− ū. Inserting for m and mf in (3.6), the strong spin condition becomes

v ×
(

1
2 (a− ā)− E · v − 1

2 ω̄ × v
)

= 0,

and it follows that

a = ā+ 2E · v + ω̄ × v − χp−1
f v. (3.8)

Here χ(v,x, t) is an undetermined scalar field, which for consistency must satisfy

χp−1
f v = 0. (3.9)

Next, inserting the general form (2.5) obtained for a in section 2.1, leaving ā as an as
yet undetermined v-independent vector, leads to

∇v × φ = pf (ā+ 2E · v + ω̄ × v)− χv −∇vψ −∇v · (Bpf ). (3.10)

Equation (3.10) will be solvable for φ if and only if the right-hand side is non-divergent
in velocity space, i.e. if and only if χ can be chosen so that

∇v · (χv) = ∇v · (pf (ā+ 2E · v + ω̄ × v)−∇vψ −∇v · (Bpf )) , (3.11)

= ∇vpf · (ā+ 2E · v + ω̄ × v) + (∂t + u · ∇) pf − (∇v∇v) : (Bpf ),

where incompressibility and the definition of ψ have been used. That equation (3.11) is
solvable, and has a unique non-singular solution (under suitable mild constraints on pf ,
B), can be seen as follows. First note that the left hand side of (3.11) has a relatively
simple interpretation in velocity-space polar coordinates (v, ϕ, θ)

∇v · (χv) = v · ∇vχ+ dχ = v−d+1∂v
(
vdχp

)
,

where d = 3 is the spatial dimension and χp(v, ϕ, θ) = χ(vev(ϕ, θ)) is the spherical polar
form of χ with ev(ϕ, θ) = (sin θ cosϕ, sin θ sinϕ, cos θ)T being the radial unit vector in
spherical polars. Suppressing the (x, t) dependencies, and denoting the right-hand side of
(3.11) by G(v), we can similarly define a polar form Gp(v, ϕ, θ) = G(vev(ϕ, θ)). Equation
(3.11) can now be integrated, treating (ϕ, θ) as parameters, to give

χp(v, ϕ, θ) =
1

v3

∫ v

0

q2Gp(q, ϕ, θ) dq, (3.12)
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from which χ can be obtained by reverting to vector notation. Notice that the constant
of integration has been chosen to ensure that χ is non-singular at the origin (under the
reasonable assumption that Gp is bounded as v → 0). An associated disadvantage is
that χ will not necessarily decay at the rate of pf as v → ∞, meaning that the unique
model can have large accelerations at large v. Finally, the undetermined component ā is
obtained by applying the consistency condition (3.9).

Following the above approach, the expression for a in (3.8) can be determined uniquely
for any specified B and pf , and therefore a unique strong spin model can be found. In
practice, the calculation is most tractable when pf is Gaussian, which is the case most
commonly addressed in the literature, and will be the focus below. It is to be emphasised,
however, that there is no mathematical obstacle to calculating a for any other single-point
statistics specified by pf .

3.3. The strong spin condition applied to the canonical model

Next, the methodology described in section 3.2 above is applied to the canonical model
to obtain the unique well-mixed model satisfying the strong spin condition. The result,
for reasons to be discussed below, turns out to be impractical for applications, so readers
interested in more practical results may wish to skip this subsection.

Inserting (2.6) into (3.11) leads to

v · ∇vχ+ 3χ = (α+ g · v + v ·A · v + v · G : vv) pf , (3.13)

where

α =
(

1
2 (∂t + ū · ∇)C−1 + C−1 ·B · C−1

)
: C = −A : C

g = 1
2∇C

−1 : C + C−1 · ((∂t + ū · ∇)ū− ā)

A = − 1
2 (∂t + ū · ∇)C−1 − 2C−1 · E − C−1 ·B · C−1

G = − 1
2∇C

−1.

Integrating equation (3.13) yields

χ

pf
=

(
v ·A · v
v · C−1 · v

− A : C
3

)
P (v · C−1 · v)− v ·A · v

v · C−1 · v

+

(
v · G : vv

v · C−1 · v
+
v · g

4

)
Q(v · C−1 · v)− v · G : vv

v · C−1 · v
, (3.14)

where the functions P (s) and Q(s) are defined by

P (s) = 3

√
π/2 erf (

√
s/2) es/2 −

√
s

s
√
s

and Q(s) =
8es/2 − 8− 4s

s2
.

Notice that P and Q have been defined so that P (0) = Q(0) = 1, and that both grow
exponentially at large s.

It remains to determine ā using the consistency condition (3.9). The details of the
calculation, which is non-standard in that the integral in (3.9) does not converge, are
given in Appendix A. There, an unambiguous result for ā is obtained by considering the
integral in the principal value sense, and the result is

ā = (∂t + ū · ∇)ū+ 4
5∇ · C + 1

10C · ∇C
−1 : C. (3.15)

Interestingly, this result is inconsistent with the exact Navier-Stokes result (see eqn. 3.22
below). Possible reasons are discussed in the conclusions below.
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Putting together the above results, the strong-spin well-mixed canonical model can be
now be defined

a = (∂t + ū · ∇)ū+ 4
5∇ · C + 1

10C · ∇C
−1 : C + 2E · v + ω̄ × v

− v

((
v ·A · v
v · C−1 · v

− A : C
3

)
P (v · C−1 · v)− v ·A · v

v · C−1 · v

− 1

2

(
v · ∇C−1 : vv

v · C−1 · v
− v · ĝ

5

)
Q(v · C−1 · v) +

1

2

v · ∇C−1 : vv

v · C−1 · v

)
, (3.16)

where

ĝ = 2C−1 · (∇ · C)−∇C−1 : C
A = − 1

2 (∂t + ū · ∇)C−1 − 2C−1 · E − C−1 ·B · C−1.

Notice that the antisymmetric term in v is, as anticipated in the introduction, the Cori-
olis term ar = ω̄× v. Otherwise, it is fair to say that the result (3.16) is disappointingly
complicated, and to implement it in (1.1) would be considerably more expensive than any
plausible form of the quadratic model (2.7). One reason for the additional computational
expense is that shorter time steps are required to cope with the large accelerations which
occur when |v| is large. Section 5 below discusses possible reasons why (3.16) turns out
to be so impractical.

3.4. The weak spin condition applied to the canonical model

In this section the weak spin condition (3.7) will be applied to the quadratic form of
the canonical model (2.7) in order to obtain a unique quadratic model, i.e. a unique
form for P and Q in (3.7). The first condition of (3.7) is m̄ = m̄f , or equality be-
tween the velocity-space means of the angular momentum acceleration and its mean-flow
counterpart. Inserting from the definitions gives∫

R3

v × (a− ā) pf dv =

∫
R3

v × (2E · v + ω̄ × v) pf dv.

The only non-zero contributions to these integrals come from terms which are quadratic
in v, which are evaluated using the definition of the covariance matrix,∫

R3

vivjpf dv = Cij .

The result, using index notation, is

1
2εijk

(
Cjl (Plk + Elk) + 1

2 (∂t + ū · ∇)Cjk −Bjk
)

= εijkCjl
(
Elk + 1

2Ωlk
)
,

where εijk is the Levi-Civita symbol, Eij and Bij are the components of E and B respec-
tively, and Ωij = εijkωk, where ωk are the components of ω̄. Noting that, for a general
matrix with components Hij , the result εijkHjk = 0 implies that Hij = Hji, it follows
that

Cij(Pjk − Ωjk) = 0,

from which it follows that Pij = Ωij and that

P · v = ω̄ × v. (3.17)

The result (3.17) demonstrates the most important outcome of the spin condition con-
straint because it shows that, in order to satisfy the weak spin condition, fluid particles
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must experience a Coriolis acceleration consistent with an inertial frame rotating at 1
2 ω̄,

which is precisely the local solid body rotation rate of the mean flow.
The second part of the weak spin condition (3.7), involving the first moments and

applied to the canonical case, requires

vm = 0, (3.18)

because the integral involving mf contains only odd powers of v and therefore vanishes.
Notice that (3.18) can be expected to determine eight degrees of freedom, because it is an
equation for a traceless matrix, since v ·m = 0. Recall from the discussion of section 2.2
thatQ has exactly eight degrees of freedom, so we can expectQ to be uniquely determined
by (3.18). Retaining only the (non-vanishing) even terms from (2.7) in (3.18) gives∫

R3

v
(
v ×

(
1
2v · ∇C · C

−1 · v + C · Q : vv − 1
2∇ · C − C · Q : C

))
pf dv = 0.

This integral can be evaluated by making use of the Isserlis-Wick identity∫
R3

vivjvkvl pf dv = CijCkl + CikCjl + CilCjk.

The result, in index notation, is

εjkl
(
ClpQpmq(CimCkq + CiqCkm) + 1

2 (Clp∂pCkl + Ckp∂pCil)
)

= 0,

which implies the k ↔ l symmetry

ClpQpmq(CimCkq + CiqCkm)− CkpQpmq(CimClq + CiqClm)

= − 1
2 (Ckp∂pCil − Clp∂pCik) . (3.19)

It remains the case that equation (3.19) corresponds to eight unique equations for the
components ofQ, since, because of the k ↔ l symmetry only the pairs (k, l) = (2, 3), (3, 1)
and (1, 2) contribute unique equations for each value of i. Additionally, the sum of equa-
tions with indices (i, k, l) given by (1, 2, 3) + (2, 3, 1) + (3, 1, 2) vanishes, as a consequence
of v ·m = 0.

To solve (3.19) an ansatz (slightly adapted here) suggested by Reynolds (2002, see
their eqn. 2c) can be used to seek a solution, namely

Qpmq = β(2∂pλmq − ∂mλqp − ∂qλpm), (3.20)

where λij denotes the components of C−1 and β is a constant to be determined. For the
possible solution (3.20) it is straightforward to verify that Qpmq = Qpqm and that Qpmq
satisfies the ten conditions (2.9) necessary for (2.7) to satisfy the well-mixed condition.
Inserting (3.20) in (3.19), after some working, (3.20) is found to be a solution of (3.19)
provided that β = − 1

12 . It follows that the aq contribution to (2.7) is then

C · Q : vv + 2C : Q · C = − 1
6

(
C · ∇C−1 : vv + v · ∇C · C−1 · v −∇ · C − C · ∇C−1 : C

)
.

Inserting the results for P and Q into (2.7) results in the weak-spin well-mixed canon-
ical model defined by

a = ∂tū+ (ū ·∇)ū+ 2
3∇·C + 1

6C ·∇C
−1 : C +

(
1
2 (∂t + ū · ∇)C · C−1 −B · C−1 + E

)
·v

+ ω̄ × v + 1
3v · ∇C · C

−1 · v − 1
6C · ∇C

−1 : vv (3.21)

The model is uniquely defined and, as will be discussed in the conclusions below, is our
recommended model for applications. Notice that, in common with all quadratic models
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in the well-mixed family (2.7), the mean acceleration is

ā = ∂tū+ (ū · ∇)ū+∇ · C, (3.22)

which is consistent with the exact Navier-Stokes result. This is in notable contrast to the
strong spin model result (3.15), a point to be discussed further below.

4. Physical consequences of the spin conditions

4.1. Isotropic homogeneous Gaussian turbulence in solid body rotation

The simplest illustration of the validity and importance of the spin condition(s) comes
from considering the situation discussed in the introduction, i.e. that of isotropic homoge-
nous Gaussian turbulence in a solid body rotation flow. It is important to emphasise that
rotating turbulence, which generally has non-isotropic statistics, is not being modelled
here. Rather it is the scenario in which regular non-rotating turbulence is embedded in
a uniformly rotating flow, e.g. maintained in a stationary state by a suitable externally
applied random forcing. The reason for considering this admittedly hypothetical flow is
that provides a simple framework to demonstrate the key effect of the spin condition,
which is that it generates models in which trajectories rotate at a rate consistent with
the mean flow.

In this flow

ū = Ω× x, (4.1)

where Ω is a constant angular velocity. Self-evidently, the turbulent eddies will rotate
as if embedded in the flow, and the expected angular velocity of trajectories, about the
origin (for example), should also be Ω. Indeed, it is a key physical test of trajectory
models that they respect the rotational invariance inherent in this scenario.

For definiteness, and to allow the well-mixed properties of models to be assessed easily,
a cylindrical domain of unit radius with a reflecting side-wall is used as the test domain.
Without loss of generality the z-axis can be taken to be the rotation axis, so that Ω =
Ωez, where ez is the z-axis unit vector, and Ω = |Ω|. The fluid distribution is

pf (u,x, t) =
1

(2πσ2)3/2
exp

(
−|u− ū|

2

2σ2

)
, (4.2)

i.e. C = σ2I with σ constant, and the matrix B = (σ2/τ)I, with τ the Lagrangian
decorrelation time.

In this case the strong spin model (3.16) and the weak spin model (3.21) both simplify
to

a = (ū · ∇)ū+ 2Ω× v − v
τ
. (4.3)

Note that the −v/τ term comes from the −B · C−1 term in (3.21). Writing U =
(U1, U2, U3)T and X = (X1, X2, X3)T , and suppressing the z-direction equations which
are uncoupled, (1.1) is then

dU1 =

(
−Ω2X1 − 2Ω(U2 − ΩX1)− U1 + ΩX2

τ

)
dt+

(
2σ2

τ

)1/2

dW1,

dU2 =

(
−Ω2X2 + 2Ω(U1 + ΩX2)− U2 − ΩX1

τ

)
dt+

(
2σ2

τ

)1/2

dW2,

dX1 = U1 dt,

dX2 = U2 dt. (4.4)
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Figure 2. Panels A and B: Snapshot of 103 particles from the SPIN integration at t = 0.2τ
and t = 0.5τ respectively. Panel C: Mean angular velocity. Panel D: Radial profile of angular
velocity from T87 (t = 0.2, 0.5 and 1 τ) and SPIN (t=1 τ). Panel E: Time evolution of the
standard deviation of the x component of the perturbation velocity in T87, SPIN and NO ROT
simulations. Panel F: Time evolution of ensemble mean radius. Note that the three curves for
T87, SPIN and NO ROT are indistinguishable. The dotted line shows the expected well-mixed
value of 2/3.
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For comparison the canonical model presented in T87 (their eqn. 32, also 2.7 above with
P = 1

2 (∇ūT −∇ū) and Q = 0) leads to

dU1 =

(
−Ω2X1 − Ω(U2 − ΩX1)− U1 + ΩX2

τ

)
dt+

(
2σ2

τ

)1/2

dW1,

dU2 =

(
−Ω2X2 + Ω(U1 + ΩX2)− U2 − ΩX1

τ

)
dt+

(
2σ2

τ

)1/2

dW2,

dX1 = U1 dt,

dX2 = U2 dt. (4.5)

Evidently, in this set-up, the only difference between the SPIN and T87 models is that
the Coriolis acceleration term in T87 is exactly half that in the SPIN model. Notice that
Q = 0 in both models.

The key test for models (4.4, SPIN) and (4.5, T87) is applied as follows. An ensemble
of particles is released at the origin at t = 0, with the only (nondimensional) parameter in
each model, namely Ωτ , being set equal to unity for the integrations. Fig. 2 shows results
from numerical integrations of SPIN and T87 and the explicitly non-rotating system (NO
ROT), for which Ω = 0 (in either model). In each case the Euler-Maruyama scheme with
a timestep 10−4τ is used, the ensemble size is 105, and the integrations are continued up
to time 5τ . To set the scene panels A and B illustrate the dispersion of the ensemble in
the SPIN model at early times (T87 and NO ROT appear statistically identical), showing
the trajectories gradually filling the domain.

Panel C shows the key result, the ensemble mean angular speed of particles about the
origin 〈U · eθ/|X|〉, as a function of time. Here eθ is the azimuthal unit vector. The
ensemble average shown is calculated after first excluding those particles closest to the
origin. This is because trajectories very close to the z-axis have a large variance in their
azimuthal velocity which would prevent statistical convergence of the ensemble average.
The excluded particles are those with radius less than one-tenth of the mean trajectory
radius 〈|X|〉. The key result is that trajectories in the SPIN model have mean angular
speed Ω right from the beginning of the integration, as is clearly physical, whereas in
the T87 model the initial angular speed is Ω/2. The T87 trajectories then spin-up on a
time-scale ∼ τ to the correct angular speed.

Panel D shows snapshots of mean angular speed against radius at early times (t/τ =
0.2, 0.5 and 1 in T87, t/τ = 1 in SPIN). Here the ensemble means are calculated by
binning trajectories according to their distance from the origin with a radial bin size
of 0.05. Bins close to the origin are subject to increasingly high variance. The results
show that the spin-up of the angular speed in T87 appears to be somewhat faster for
trajectories nearer to the origin. The radial profile of the angular speed in SPIN is, as is
physical, independent of radius.

The remaining panels E and F are included to show that the all three models are
well-mixed with identical dispersion in the radial direction. Panel E shows the standard
deviation of the x-direction component of the perturbation wind field. For all three
models the standard deviation remains close to unity throughout the integration (to
be well-mixed requires only converge to unity at late times). Panel F shows the time
evolution of the mean radius of trajectories 〈|X|〉, which appears identical between the
three models, and converges rapidly to the well-mixed value of 2/3, corresponding to
trajectories being uniformly distributed throughout the domain.

The simple isotropic homogeneous turbulent flow in solid body rotation therefore
demonstrates the major shortcoming of previous models, i.e. particles do not, on av-



16 J. G. Esler

0 0.2 0.4 0.6 0.8 1

0

5

10

15

20

25

30

0 0.005 0.01 0.015 0.02

0

0.5

1

1.5

2

2.5

3

0 0.005 0.01 0.015 0.02

0

1

2

3

4

5

6

7

8

0 0.2 0.4 0.6 0.8 1

0

0.5

1

1.5

2

2.5

3

3.5

4

D

B

C

A

Figure 3. Profiles of various quantities in the h+ = 5000 turbulent channel flow.A. Mean
velocity profile ū. B. Turbulent dissipation ε multiplied by distance y from wall in the near-wall
region (c.f. Fig. 8 of Abe & Antonia (2016)). Dimensional units are u3

∗. C. Reynolds stresses
in the near wall region (c.f. Fig. 7.17 of Pope (2000)), dimensional units are u2

∗. D. Reynolds
stresses across the channel.

erage, rotate at the rate of the mean flow. The spin model (in both weak and strong
formulations) clearly rectifies this shortcoming, thereby demonstrating its value. The
fact that the main correction term in the spin model has the form of a Coriolis accel-
eration could perhaps have been anticipated, and certainly adds physical understanding
as to why it is the correct unique linear term to appear in all Lagrangian models of this
type.

4.2. The weak-spin model for turbulent channel flow

To understand the effects of other terms in the spin model formulation it is necessary to
consider turbulent flows with inhomogeneous statistics. A physically relevant and well-
studied setting is that of turbulent channel flow, for which there exist theoretical and
empirical experimentally-verified profiles of the required turbulent statistics, from which
the relevant trajectory models can be constructed. In order to be tractable these models
will assume Gaussian single-point statistics, and are presented here in nondimensional
form, using the half-width h of the channel as the length scale, and the friction velocity
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Figure 4. Top: Sample trajectories (103) from the SPIN (black) and T87 (grey) simulations at
t = 0.5, 1 and 1.6. For clarity SPIN trajectories are reflected in the y = 1 centreline. Bottom
left: Time evolution of mean trajectory cross-channel position 〈Y 〉 for SPIN, MIX and T87
simulations. Bottom right: Time evolution of standard deviation of trajectory cross-channel
position 〈(Y − 〈Y 〉)2〉1/2 for SPIN, MIX and T87 simulations.

u∗ = (τw/ρ)1/2 as the velocity scale, where τw is the shear stress at the wall and ρ
is the fluid density. Following convention, the unidirectional mean flow ū = ū(y)ex is
directed along the x-axis, and y is taken to be the across channel coordinate, so that
the solid boundaries are located at y = 0, 2. All turbulent statistics depend only on the
y-coordinate, and

C =

 σ2
1 c12 0

c12 σ2
2 0

0 0 σ2
3

 and B = 1
2C0εI.

Reflecting boundary conditions are applied at the bounding surfaces y = 0, 2.
Profiles of the mean velocity ū(y), the Reynolds stresses σi(y)2 and c12, and the tur-

bulent dissipation ε(y) are shown in Fig. 3. Explicit analytical expressions are given in
Appendix B. The profiles of Fig. 3 have been designed for a Kármán number h+ =
u∗h/ν = 5000, a value which is accessible in both experiments and DNS, and the general
principle behind their construction is that they give the correct behaviour in the log-layer
(0.01 . y . 0.2), which is the primary focus of the simulations below. In non-dimensional
variables, the log-layer behaviour is

ū ≈ 1

κ
log (yh+) +B, ε ≈ 2.45/y − 1.7, EK ≈ 3.2ε/ū′, (4.6)

σ2
1 ≈ 1.02EK , σ2

2 ≈ 0.39EK , σ2
3 ≈ 0.59EK , c12 ≈ −1.
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For the velocity profile, κ = 0.39 is the von Kárman constant, and B = 3.7 the corre-
sponding additive constant, recommended for channel flow by Nagib & Chauhan (2008).
For the turbulent dissipation ε, the profile is based on the fit to DNS data of Abe &
Antonia (2016, see their eqn. 4.26, and note that the units for ε here are u3

∗h
−1). The

turbulent kinetic energy EK = 1
2 (σ2

1 +σ2
2 +σ2

3), is obtained from the observation that the
normalised mean shear ū′Ek/ε is constant in the log layer (e.g. Pope 2000, see their Table
7.2 and Fig. 7.16), and the partitioning of EK between its directional components σ2

i is
also uniform in the log layer and approximately satisfies the ratio 1.02:0.39:0.59. Finally
the vertical momentum flux c12 is determined from the momentum balance equation, see
appendix B.

The weak spin model (3.21) and the T87 model (T87’s eqn. 32, and also 2.7 above),
for the perturbation velocities V1 = U1− ū(Y ), V2 = U2 and V3 = U3 each have the form

dVi =
(
Āi + B̄ijVj + C̄ijkVjVk

)
dt+ (C0ε)

1/2dWi, i = 1, 2, 3. (4.7)

Note that the equations for V1 and U1 are related by dV1 = dU1 − ū′(Y )U2dt. Explicit
expression for Āi and C̄ijk are given in terms of the prescribed profiles σi, c12, ε etc. in
Appendix B below. The important difference between the weak spin and T87 models will
be shown below to be due to the Coriolis term changing the linear term through changes
in B̄ij . In T87

(B̄ij)T87 = −1

2
C0ε


σ2

2∆−1 −c12∆−1 0

−c12∆−1 σ2
1∆−1 0

0 0 σ−2
3

 (4.8)

where ∆ = σ2
1σ

2
2 − c212, while in the weak spin model

(B̄ij) = (B̄ij)T87 +
1

2


0 ū′ 0

−ū′ 0 0

0 0 0

 . (4.9)

Equation (4.7) was integrated, in conjunction with the trajectory equations dX =
(ū(Y )+V1)dt and dY = V2dt, for the SPIN and T87 models and the results are presented
in Figure 4. (Dispersion in the Z direction is uncoupled and is not simulated here). The
integrations are for N = 5000 trajectories, released at (X(0), Y (0)) = (0, 0.05), and
are relatively short (t = 2, units are hu−1

∗ ) due to stringent time-step requirements,
because of the large near-wall gradients in the velocity and turbulence profiles. To obtain
statistically convergent results, it was found that Euler-Maruyama time steps as small
as δt = 10−7 are required close to the wall.

The top panel of Figure 4 shows snapshots of the first 1000 trajectories at t = 0.5, 1
and 1.6, with the position of the SPIN trajectories reflected in the y = 1 centreline so
that they appear in upper part of the channel. The main difference between the models
is that cross-channel dispersion is enhanced in the SPIN model, as is seen more clearly
in the lower panels where the ensemble mean and standard deviation of Y are plotted
against time. The dotted curve in these panels shows the results from a further simulation
MIX, for which B̄ij in (4.7) is equal to that of the SPIN model, while Āi and C̄ijk are
as for T87. The MIX results are statistically indistinguishable from the SPIN results,
demonstrating that it the change in B̄ij (from 4.8 to 4.9) which is key to the different
behaviours.
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The result that the cross-channel dispersion of particles is enhanced in the SPIN model
appears to be in contradiction to the results of Borgas et al. (1997) and Esler & Ramli
(2017), who have shown in certain settings that the additional rotational terms in (4.9)
associated with the shear flow will act to suppress particle dispersion. To understand this
result, the diffusive approximation (see e.g. Rodean 1996) to the model (4.7) is derived
(in a slightly simplified setting) in appendix B, see the result (B 3). The component of the
diffusion tensor κ22 controlling the cross-channel diffusivity is given in the two models
by (B 4). Inspection of (B 4) reveals that, when the momentum flux c12 is non-zero, it
is possible for the rotational terms to increase the diffusivity κ22, provided that c12 and
ū′ have opposite signs, as is always the case in channel flow. If the c12 term is set to
zero, as it is for example in Esler & Ramli (2017), the rotational terms act to suppress
the diffusivity as found in the previous studies. Calculations of κ22 using (B 4) for the
turbulent channel flow considered here reveals that κ22 is 7− 10% higher in the log-layer
region in the SPIN model compared to T87, consistent with the enhanced dispersion seen
in Fig. 4.

4.3. A simple isotropic Gaussian model of turbulence in a neutral atmospheric
boundary layer

To supplement the results above, simulations of an idealised atmospheric boundary layer
flow have also been performed. The set-up is that studied in Esler & Ramli (2017), with
a mean velocity ū = ū(z)ex, i.e. a steady unidirectional shear flow, and shares many
features with state-of-the-art atmospheric dispersion models, such as FLEXPART (Stohl
et al. 2005) which are designed primarily to study dispersion in the region above the
log-layer. For example, FLEXPART omits off-diagonal terms in C, and the velocity field
is supplied by the meteorology. Here, to further simplify matters, the turbulent statistics
are taken to be isotropic, and depend only on the z coordinate, so that

C = σ(z)2 I and B =
σ(z)2

τ(z)
I.

Trajectories are reflected at the surface and boundary layer top (modelling the effect
of a jump in stratification). The simpler set-up allows the SPIN and T87 models to be
integrated until particles are well-mixed in the vertical, and for the long-time horizontal
dispersion of particles to be studied.

The weak-spin model (3.21) for this set-up is

dV1 =

(
−V1

τ
+

1

2
ū′V3 +

2

3
V1V3

σ′

σ

)
dt+

(
2σ2

τ

)1/2

dW1

dV2 =

(
−V2

τ
+

2

3
V2V3

σ′

σ

)
dt+

(
2σ2

τ

)1/2

dW2 (4.10)

dV3 =

(
−V3

τ
− 1

2
ū′V1 +

1

3

(
V 2

1 + V 2
2 + 3V 2

3 + σ2
) σ′
σ

)
dt+

(
2σ2

τ

)1/2

dW3,

where V1 = U1 − ū(Z), V2 = U2 and V3 = U3 are the components of the perturbation
velocity, and it is understood that σ, σ′, τ and ū′ are evaluated at z = Z, i.e. σ ≡ σ(Z) etc.
A notable feature of (4.10) in this setting is that all three velocity equations are coupled,
in contrast to the T87 equations below, in which vertical dispersion (for example) can
be considered in isolation.
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Figure 5. Panels A and B: Snapshot of 103 particles from the T87 and SPIN boundary layer
integrations at t = 5hu−1

∗ . The cross shows the point of release and the filled black circle the
ensemble mean position. Panel C and D: As for panels A and B, but for t = 100hu−1

∗ (note
change in horizontal scale). Panel E: Time evolution of 〈X〉 in the T87 and SPIN runs. Panel
F: Time evolution of 〈Z〉. The dotted line shows the well-mixed value (= 1

2
). Panel G: Time

evolution of Var(X). Panel H: Time evolution of Var(Z). The dotted line shows the well-mixed
value (= 1

12
).
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The corresponding T87 model is

dV1 =

(
−V1

τ
+ V1V3

σ′

σ

)
dt+

(
2σ2

τ

)1/2

dW1

dV2 =

(
−V2

τ
+ V2V3

σ′

σ

)
dt+

(
2σ2

τ

)1/2

dW2 (4.11)

dV3 =

(
−V3

τ
+
(
V 2

3 + σ2
) σ′
σ

)
dt+

(
2σ2

τ

)1/2

dW3.

Both the SPIN and T87 models are integrated together with the trajectory equations
dX = (V1 + ū(Z)) dt and dZ = V3 dt (dispersion in the horizontal cross-stream direction
is uncoupled and is not simulated here). The profiles of ū(z), σ(z) and τ(z) are chosen
following Esler & Ramli (2017) as follows

ū(z) = Γs(z − 1
2 ),

σ(z) = 1.3 exp (−2ẑ/zn), (4.12)

τ(z) =
ẑ exp (2ẑ/zn)

2.6(1 + 15ẑ/zn)
,

where distance is non-dimensionalised by the boundary layer height h, velocity by the
friction velocity u∗ and time by hu−1

∗ . The profiles for σ and τ are chosen to be typical
of a neutral atmospheric boundary layer. Here zn = 0.8, and ẑ = zb + z(1 − 2zb) is a
rescaled height used to regularise the profiles (with zb = 0.05), see Esler & Ramli (2017)
for discussion. The mean wind profile ū(z) is chosen to be a linear shear for simplicity,
with the nondimensional parameter Γs = (utop−usurf)/u∗ given by the ratio of the wind
increase across the boundary layer to the friction velocity. A value Γs = 20 is used, which
is at the upper end of observed values.

The models ACW and CW used to generate the ‘rapidly rotating’ trajectories shown
in Figure 1 in the introduction are the T87 model (4.11) augmented by the additional
acceleration a+ = Γ(V3, 0,−V1)T . For the ACW model Γ = −50 and for the CW model
Γ = 50 (dimensional units hu−1

∗ ). Notice that the choice Γ = 1
2Γs in a+ recovers the linear

term in the SPIN model, which shows that the SPIN model has a trajectory rotation rate
which, compared to T87, is significantly biased towards the CW model when Γs is large.
This outcome is intuitive because the linear shear in (4.12) evidently has a clockwise
rotating component.

Figure 5 compares ensembles of 104 trajectories in the SPIN and T87 models. The
particles are released at t = 0 from (X(0), Z(0)) = (0, 0.5), with velocities drawn from pf ,
and are followed for time 100hu−1

∗ . Panels A and B, which shows a snapshot of particles
at an early time (t = 5hu−1

∗ ), shows that vertical diffusion of particles is significantly
suppressed in the SPIN model, as is expected from (B 4) when c12 is neglected. Due to
the Taylor dispersion mechanism (Taylor 1953; Saffman 1962; Esler & Ramli 2017), it
follows that effective horizontal diffusion will be enhanced in the SPIN model at late
times, and this is indeed what is seen in the later snapshots in panels C and D (t =
100hu−1

∗ ). Panels E and F show the evolution of the ensemble mean location, 〈X〉 and
〈Z〉 respectively. In both models there is an initial bias for trajectories to move towards
the surface, and, because they then experience negative mean winds on average, to head
leftwards. The effect is significantly stronger in SPIN compared to T87, with the final
ensemble mean position, which becomes stationary once the particles are well-mixed,
ending up around four times further leftwards from the release point in SPIN compared
to T87. It is also notable in panel F that, due to the suppressed vertical diffusivity,
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SPIN is seen to take significantly longer to reach a well-mixed state (in which 〈Z〉 = 0.5)
compared to T87.

Panel G shows the rate of increase of Var(X) in each model, showing that the rate
of horizontal dispersion remains comparable until around t = 40hu−1

∗ , after which it
significantly greater in the SPIN model. At late times it is natural to define an effective
horizontal diffusivity

κeff = lim
t→∞

Var(X)

2t
.

Building on the work of Saffman (1962), the question of how to determine κeff , by ex-
ploiting the diffusive limit of the random flight model (1.1), was addressed by Esler &
Ramli (2017, see their §3.4). The key result in the current context are that, for the T87
model (4.11) at leading order

κeff =

[
F 2

σ2τ
+ σ2τ

]
, (T87) (4.13)

where F (z) =
∫ z

0
ū(z′) dz′, and the square brackets denote a vertical average. For com-

parison (see eqn. 37 of Esler & Ramli 2017), when the linear terms in the SPIN model
are added then

κeff =

[
F̂ 2

Πσ2τ
+ Πσ2τ

]
, (SPIN) (4.14)

where Π(z) = 1/(1 + ū′2τ2/4) and

F̂ (z) = F (z) + Π(z)σ(z)2τ(z)2ū′(z)/2−Π(0)σ(0)2τ(0)2ū′(0)/2.

The effective diffusivities in (4.13) and (4.14) are straightforward to evaluate, and give a
good fit to the calculations, see the dotted lines on Panel G. (The apparent overestimate
of the slope for the SPIN model is due to the SPIN ensemble not being completely
well-mixed by t=100 hu−1

∗ . Calculations from a longer SPIN run (200hu−1
∗ ) confirm

the accuracy of (4.14) at late times - in fact (4.14) slightly underestimates (∼ 4%) the
calculated late time κeff .) The difference between the predictions is due to the factor
Π ≤ 1 acting to increase the dominant first term in (4.14) relative to that of (4.13) (the
change F → F̂ is negligible by comparison), thereby increasing κeff . In the scenario of
Fig. 5, the linear terms in the SPIN model increase κeff by 83% (from κeff ≈ 405u∗h to
742u∗h) for the current simulations relative to the T87 value. It is important to note
that the large difference between SPIN and T87 is for a relatively large value of the shear
parameter (Γs = 20), and for lower values (e.g Γs = 5 used in Esler & Ramli 2017)) the
increase in κeff is much less significant.

Finally panel H serves to confirm that both SPIN and T87 models are indeed converging
towards a well-mixed state, by verifying that Var(Z) in each model asymptotes towards
the well-mixed value of 1/12.

The important message from Fig. 5 is that correcting Lagrangian models to account for
the spin condition will lead to significant changes in trajectory behaviour in atmospheric
boundary layer modelling. In this atmospheric boundary layer setting, the SPIN model
is subject to lower vertical diffusivity and, as a consequence, higher long-time effective
horizontal diffusivity due to the shear dispersion mechanism. The key parameter in this
respect is the shear parameter Γs which, for the SPIN terms to make a difference, needs
to be large enough for Π(z) to be significantly less than one throughout much of the
boundary layer.
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5. Conclusions

The question of how to formulate a unique Lagrangian particle dispersion model which
is physically consistent with the prescribed statistics of an inhomogeneous turbulent flow
has been studied since the seminal work of T87. Here a comprehensive solution has been
presented, underpinned by the key physical requirement of rotational invariance - if a
homogeneous isotropic turbulent flow is put into solid body rotation with angular velocity
Ω, then the expected rotation rate of particle trajectories in that flow should also be Ω.
The spin condition (3.6) enforces this rotational invariance, by ensuring that particles
experience a Coriolis acceleration ar = 2Ω × v in the solid body rotation flow, which
generalises to ar = ω̄ × v in flows with inhomogeneous mean vorticity ω̄. Here ar is
the component of the particle acceleration a which is antisymmetric and linear in the
perturbation velocity v.

The spin condition, taken together with T87’s well-mixed condition, uniquely specifies
the acceleration a. The strong form (3.6), however, leads to models (in general 3.8-3.12,
for the canonical case 3.16) which are not only complicated to express but also have the
property that a grows exponentially with |v|. It seems that these undesirable features
arise because it is too much to expect a trajectory model to be well-mixed, obey the
strong spin condition, and have only local dependence on the mean velocity and turbulent
statistics. After all, in the Navier-Stokes equations themselves, the relationship between
the distribution of accelerations a experienced by a single particle in an ensemble of
flows will necessarily have a non-local dependence on the velocity statistics (because,
for example, the instantaneous pressure field depends non-locally and nonlinearly on the
velocity distribution through the solution of an elliptic equation). In order to meet the
artificial constraint of locality, it seems models must either break the spin condition, or
they will require large accelerations which are likely unphysical. Further evidence that
the strong spin models are overconstrained comes from the fact that the ensemble mean
acceleration ā in the canonical strong spin model differs from the correct Navier-Stokes
value (3.22).

The weak spin condition (3.7), therefore, constitutes a reasonable compromise in which
some degrees of rotational freedom are retained to counterbalance the constraints intro-
duced by locality, but the correct mean spin rate is retained. It is particularly appealing
that the weak spin condition leads to the unique quadratic well-mixed weak spin model
(3.21). As seen in section 4, the differences between the weak spin model and T87 appear
to be large enough to make a significant quantitative difference to particle dispersion in
at least some experimental or observational settings, and it is to be hoped that future
experimental work will be able to benchmark its performance.

Finally, it is worth returning briefly to the question of what the implications of the
spin condition are for the turbulence modelling approach reviewed in Pope (1994). In the
absence of the powerful constraint, used in the T87 approach, of completely specifying
the turbulent statistics, the spin condition will become just an additional constraint on
the antisymmetric components of the undetermined tensor (e.g. Gij in equation 52 of
Pope (1994)) in the generalised Langevin model (GLM). A topic of future study will
be whether this additional constraint can be used effectively to narrow the range of
acceptable GLMs. Additionally, only single particle dispersion has been considered here.
Pair dispersion models (e.g. Sawford 2001) have their own well-mixed conditions and
non-uniqueness problems to which the present approach might also be applied.

Declaration of interests: The author reports no conflict of interest.
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Appendix A. Calculation of ā in the strong spin canonical model

Here the result (3.15), which is necessary to constrain the strong spin canonical model,
is obtained. In general the result is found using the consistency constraint (3.9) to cal-
culate the velocity-space mean of the acceleration ā. For the example of the canonical
model, detailed in section 3.3, the situation is complicated by the fact that the integral
defining (3.9) does not converge. The required result for ā can nevertheless be found by
interpreting the integral constraint in the following principal value sense,

χp−1
f v ≡ lim

R→∞

∫
ΩR

((
v ·A · v
v · C−1 · v

− A : C
3

)
P (v · C−1 · v)− v ·A · v

v · C−1 · v

+

(
v · G : vv

v · C−1 · v
− v · g

4

)
Q(v · C−1 · v)− v · G : vv

v · C−1 · v

)
v pf dv = 0,

where ΩR = {v : v ·C−1 ·v < R2} is an ellipsoidal subset of velocity space with volume
proportional to R3, and the rest of the notation is as detailed in section 3.3.

Consider first the integral condition above applied on ΩR when R is finite. Changing
variables by writing v = C1/2 ·w, where C1/2 denotes the matrix square root of C, the
condition simplifies to∫
|w|<R

((
w · H : ww

w2
− w · C

1/2 · g
4

)
Q(w2)− w · H : ww

w2

)
(C1/2 ·w)e−w

2/2 dw = 0,

whereH has components Hijk = GmpqDmiDpjDqk, where Dij are the entries of C1/2, and
w = |w|. The corresponding terms involving P (·) vanish because their integral contains
only odd powers of w. Next, the following results can be applied, which are valid in three
dimensions for any function f(w) of the radial coordinate w, and can be easily verified
by expressing the integrals in spherical polar coordinates∫

|w|<R
wiwjf(w) dw =

4π

3
δij

∫ R

0

w4f(w) dw∫
|w|<R

wiwjwkwlf(w) dw =
4π

15
(δijδkl + δikδjl + δilδjk)

∫ R

0

w6f(w) dw.

Applying these results to the integral condition it is found, after exploiting the symmetry
Gijk = Gikj , that

4π

15
(2C : G · C + C · G : C) (IR − JR) +

π

3
C · gIR = 0,

where

IR =

∫ R

0

w4Q(w2)e−w
2/2 dw = 8R+ 4Re−R

2/2 − 6
√

2π erf(R/
√

2).

and JR =

∫ R

0

w4e−w
2/2 dw = 3

2

√
2π erf(R/

√
2)−R(R2 + 3)e−R

2/2.

Inserting for G and g, and rearranging gives

ā = (∂t + ū · ∇)ū+ 4
5∇ · C + 1

10C · ∇C
−1 : C − 4

5 (JR/IR)
(
∇ · C − 1

2C · ∇C
−1 : C

)
.

Taking the limit R→∞, in which JR/IR → 0, the result (3.15) is obtained.
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Appendix B. Turbulent channel flow: Complete description of the
weak spin and T87 models

In this appendix, full details of the set-up and implementation of the turbulent channel
flow simulations of section 4.2 are presented. First, the complete equations for the velocity,
Reynolds stresses and turbulent dissipation profiles are

ū(y) = I0(y)
(
yh+ − 0.1 (yh+)

2
)

+ (1− I0(y))

(
1

κ
log (yh+) +B +

2Π

κ
W (y)

)
σ1(y) = I1(y) (3 tanh (0.37yh+)) + (1− I1(y)− Ī(y))

√
1.02flog(y) + 0.8Ī(y)

σ2(y) = I2(y)
(
1.2 tanh (0.004(yh+)2)

)
+ (1− I2(y)− Ī(y))

√
0.39flog(y) + 0.8Ī(y)

σ3(y) = I3(y) (1.4 tanh (0.14yh+)) + (1− I3(y)− Ī(y))
√

0.59flog(y) + 0.8Ī(y)

c12(y) = −(1− y − h+ū
′)

ε(y) = I4(y)

(
h+

6

)
+ (1− I4(y))

(
2.45

y
− 1.7

)
flog(y) =

(
3.2ε

ū′ + 1

(
1− Ī(y)

)
+ 1.2Ī(y)

)1/2

.

Here W (y) is the wake function for channel flow given by equation (12) of Nagib &
Chauhan (2008), and Π = 0.05. The functions Ii(y) = exp (−y2/2s2

i ) and Ī(y) =
exp (−(1− y)2/2s̄2) are interpolation functions which allow for smooth transition be-
tween the regions (si = {5, 13, 30, 40, 9.5}/h+ for i = 0, 4, and s̄ = 0.4). As discussed in
the main text, these profiles are designed to give the correct values (4.6) in the log-layer
region, and to interpolate smoothly to physically reasonable profiles in the outer region
near the channel centre, and the inner region near the wall. The different coefficients
appearing in the interpolating functions have been chosen with a view to obtaining ap-
proximately the correct behaviour in the overlap between the inner and log-layer regions
(see e.g. panels B and C of Fig. 3).

Next, explicit expressions for Āi and C̄ijk in equation (4.7) are presented for the weak
spin model (3.21) and T87 model (2.7), for ease of implementation of these models. The
remaining terms B̄ij are given by (4.8) and (4.9) respectively. First, the vectors Āi are
given by

(Āi) =
2

3


c′12 − 1

4c12D
′/D

(σ2
2)′ − 1

4σ
2
2D
′/D

0

 (Āi)T87 =
1

2


c′12

(σ2
2)′

0

 (B 1)
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where D = |C| = (σ2
1σ

2
2 − c212)σ2

3 . Then, defining ∆ = σ2
1σ

2
2 − c212,

(C̄1jk) =
1

6



−c12

(
σ2

2

∆

)′
(σ2

1)′σ2
2 − c12c

′
12

∆
+ c12

(c12

∆

)′
0

(σ2
1)′σ2

2 − c12c
′
12

∆
+ c12

(c12

∆

)′ 2c′12σ
2
1 − 2(σ2

1)′c12

∆
− c12

(
σ2

1

∆

)′
0

0 0 −c12(σ−2
3 )′



(C̄2jk) =
1

6



−σ2
2

(
σ2

2

∆

)′
c′12σ

2
2 − c12(σ2

2)′

∆
+ σ2

2

(c12

∆

)′
0

c′12σ
2
2 − c12(σ2

2)′

∆
+ σ2

2

(c12

∆

)′ 2(σ2
2)′σ2

1 − 2c′12c12

∆
− σ2

2

(
σ2

1

∆

)′
0

0 0 −σ2
2(σ−2

3 )′



(C̄3jk) =
1

6



0 0 0

0 0
(σ2

3)′

σ2
3

0
(σ2

3)′

σ2
3

0


,
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whereas for T87

(C̄1jk)T87 =
1

4


0

(σ2
1)′σ2

2 − c12c
′
12

∆
0

(σ2
1)′σ2

2 − c12c
′
12

∆

2c′12σ
2
1 − 2(σ2

1)′c12

∆
0

0 0 0



(C̄2jk)T87 =
1

4


0

c′12σ
2
2 − c12(σ2

2)′

∆
0

c′12σ
2
2 − c12(σ2

2)′

∆

2(σ2
2)′σ2

1 − 2c′12c12

∆
0

0 0 0



(C̄3jk)T87 =
1

4



0 0 0

0 0
(σ2

3)′

σ2
3

0
(σ2

3)′

σ2
3

0


.

These formulas complete the full specification of the T87 and SPIN models given by (4.7)
in section 4.2.

Diffusive limit of equation (4.7)

Consider equation (4.7) with Āi = C̄ijk = 0 and with B̄ij and ε constant, together with
the accompanying trajectory equation,

dVi = B̄ijVjdt+ (C0ε)
1/2dWi, i = 1, 2, 3,

dXi = (Vj + ū(X)) dt. (B 2)

The Fokker-Planck equation for this system can be written

δ2 (pt + (ū · ∇)p) + δ(v · ∇)p+∇v ·
(
(B̄ · v)p− 1

2C0ε∇vp
)

= 0,

with the parameter δ set equal to one. To obtain the diffusive approximation to (B 2) it is
necessary to rescale time, space and mean velocity variables so that δ � 1 becomes a small
parameter, a process which can be formally justified in flows where a clear separation
of scales can be maintained. See Esler & Ramli (2017) for.a more formal treatment and
discussion. Then, seeking an asymptotic solution p = p0 + δp1 + δ2p2 + ... leads to the
hierarchy of equations

Lp0 = 0

Lp1 = −(v · ∇)p0

Lp2 = −(v · ∇)p1 − (pt + (ū · ∇)p0)

...
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where Lp ≡ ∇v ·
(
(B̄ · v)p− 1

2C0ε∇vp
)

denotes the linear operator in the first equation.
The solution to the first equation is the well-mixed solution p0 = c(x, t)pf , where pf

is given by (2.6) with C−1 = −(B̄ + B̄T )/(C0ε), and where c(x, t) is at this stage an
undetermined concentration field. A particular integral solution to the second equation
is then found to be

p1 =
(
v · B̄−1 · ∇c

)
pf .

The evolution equation for c is then found from the solvability condition of the final
equation, which requires the integral of the right hand side to be zero. Evaluating this
integral gives

ct + (ū · ∇)c = ∇ · (κ · ∇c), κ = − 1
2 (C · B̄−1

+ B̄−1T · C). (B 3)

which is the diffusive approximation to (B 2).
Applying the result (B 3) to the T87 model (4.8) and the SPIN model (4.9) gives the

following results for the component κ22 controlling cross-channel diffusion

(κ22)T87 =
σ4

2 + c212
1
2C0ε

, (κ22) =
σ4

2 + c12(c12 −∆ū′/(C0ε))
1
2C0ε(1 + ∆ū′2/(C0ε)2)

, (B 4)

where ∆ = σ2
1σ

2
2 − c212 as above. The result (B 4) accounts for the differences in cross-

channel diffusion between the SPIN and T87 models discussed in section 4 above.
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