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Abstract

Plug-in hybrid fuel cell and battery propulsion systems appear promising for decarbonising

transportation applications such as road vehicles and coastal ships. However, it is challenging

to develop optimal or near-optimal energy management for these systems without exact

knowledge of future load profiles. Although efforts have been made to develop strategies in

a stochastic environment with discrete state space using Q-learning and Double Q-learning,

such tabular reinforcement learning agents’ effectiveness is limited due to the state space

resolution. This article aims to develop an improved energy management system using

deep reinforcement learning to achieve enhanced cost-saving by extending discrete state

parameters to be continuous. The improved energy management system is based upon the

Double Deep Q-Network. Real-world collected stochastic load profiles are applied to train

the Double Deep Q-Network for a coastal ferry. The results suggest that the Double Deep

Q-Network acquired energy management strategy has achieved a further 5.5% cost reduction

with a 93.8% decrease in training time, compared to that produced by the Double Q-learning

agent in discrete state space without function approximations. In addition, this article also

proposes an adaptive deep reinforcement learning energy management scheme for practical

hybrid-electric propulsion systems operating in changing environments.
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1. Introduction

1.1. Background and motivation

Plug-in hybrid fuel cell and battery propulsion systems are promising to revolutionise

emission from transportation applications such as coastal ships [1] and road vehicles [2],

provided that the fuel cells operate on sustainable fuels (e.g. H2) [3] and the decarbonisation

of grid electricity is successful [4]. However, it remains challenging to adopt such systems

due to high costs from equipment degradation and energy consumption [5, 6]. Minimising

the costs of such systems is essential [7].

This article focuses on reducing the costs of such hybrid systems from the operational

perspective, i.e. by optimal energy management of the power sources. Efforts have been

made by the authors to optimise the cost and emission performance of the plug-in hybrid

systems concurrently in the system design phase [6]. However, developing a cost-effective

Energy Management System (EMS) that can provide long-term optimal control references for

the hybrid system remains challenging due to the uncertainty of read-world power demands

[8]. The optimal energy management can be modelled as a sequential decision-making

problem, i.e. what actions to be taken with observed system states to achieve objectives

such as minimum mission costs and Greenhouse Gas (GHG) emissions, such that the system

can ‘plan’ to make overall optimal decisions to guide the control of the power sources [4].

1.2. Previous work

The authors have attempted to solve the energy management problem in their previous

work [9], using Double Q-learning Reinforcement Learning (RL) with large scale real-world

stochastic continuous monitoring data from [10]. However, the cost-effectiveness of the en-

ergy management strategies generated by tabular reinforcement learning approaches without

function approximations is limited due to the ‘curse of dimensionality’, as the computational

requirements grow exponentially with the number of state parameters and their resolutions
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[11]. In addition, the results in [9] suggest that overestimates of action values can be prob-

lematic in real-world stochastic environments.

1.3. Aim

This article aims to further enhance the cost-saving performance of the EMS using Deep

Reinforcement Learning (DRL) that could potentially mitigate function overestimates in

real-world stochastic environments. Previously, the energy management problem was solved

in discrete space, which limits the resolution of EMS and its performance [9]. The intro-

duction of deep neural networks extends the state space to be continuous, enabling better

perceiving of system states. In addition, this article also provides a practical adaptive EMS

updating scheme based on DRL, to achieve long-term near-optimal operations for hybrid-

electric propulsion systems.

1.4. Literature review

Conventional approaches such as rule-based, equivalent minimisation strategies and Model

Predictive Control (MPC) have been widely adopted to advance the research of EMS for

hybrid-electric propulsion systems [12]. Banvait et al. [13] developed a rule-based EMS for

a plug-in hybrid electric road vehicle, which improved the gas mileage by 16% for standard

driving cycles. Peng et al. [14] proposed a rule-based EMS for a plug-in hybrid electric

bus optimised by dynamic programming, which reduced both fuel and electricity consump-

tions for a fixed load profile. Wang et al. [15] developed a rule-based EMS with power

prediction for a hybrid-electric propulsion system, which was evaluated by two driving cy-

cles. Kalikatzarakis et al. [16] applied an equivalent consumption minimisation strategy to

a plug-in hybrid ship propulsion system. Their simulation results showed a 6% fuel saving

could be realised under several load profiles. Another example of equivalent factor opti-

misation strategy can be found in [17]. Ebrahim et al. [18] implemented a self-adaptive

Harris Hawks Optimisation-based scheme for a hybrid fuel cell and battery power system

with improved efficiency and system performance. Bassam et al. [19] developed an EMS

with multi schemes for a hybrid passenger ship powered by fuel cell and battery, which
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comprised several sub-strategies for different load conditions. Wang et al. [20] conducted a

comparative study between the Proportional–Integral–Derivative and rule-based EMS, and

applied dynamic programming to evaluate the performance of the EMS under investigation.

Another comparative study on EMS can be found in [21]. Hou et al. [22] proposed an MPC

algorithm to control the hybrid electric propulsion systems using additional penalties on the

rapid change of energy storage system State of Charge (SOC) to overcome the limitations

caused by short predictive horizon of MPC. More comprehensive reviews on EMS can be

found from [23] for road vehicles, and [24] for ships.

It should be noted that deterministic dynamic programming requires complete knowledge

of the load profile before generating an energy management strategy. Therefore, the strategy

generated by such an approach is typically applied to calculate an optimum off-line strategy

to evaluate other online strategies’ effectiveness. Moreover, real-world load profiles could

deviate significantly from the standard cycles used to calibrate the EMS, making the EMS

perform well only in the specific calibration cycles. It remains a challenge to develop EMS

which can perform optimally in unseen load cycles over long terms [8]. Additionally, as

both fuel cells and batteries can degrade rapidly under certain operating conditions, it is

necessary to consider power degradation characteristics in the EMS [9, 25, 26, 27].

Recently, novel intelligent approaches such as RL and DRL have been applied to advance

EMS for hybrid-electric propulsion systems. Liu et al. [28] adopted Q-learning to solve the

optimal energy management problem for a tracked hybrid-electric vehicle with a specific

load profile, stochastic dynamic programming generated strategy was applied to evaluate

the performance of the developed EMS. Their Q-learning approach has reduced computa-

tion time. Xiong et al. [29] adopted RL to develop the hybrid system control strategy, and

applied Kullback–Leibler divergence rate to determine whether the strategy needs an up-

date. However, the additional parameter can be avoided as one can easily calculate optimal

energy management strategies for past load profiles and their corresponding objective values

which can be used as direct EMS updating indicators. Xu et al. [30] proposed an ensemble

RL-based energy management strategy, using Q-learning with thermostatic and equivalent

consumption minimization strategies to improve the fuel economy. The authors Wu et al.
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[9] applied Double Q-learning to generate generic energy management strategies for unseen

load profiles using large scale stochastic load profiles and suggested that the stochasticity

of the load profiles can lead to diverged agent training. Although the RL-based EMS can

significantly improve system efficiency, the resolution of the discrete state space prohibits

further improvements due to the ‘curse of dimensionality’ [11]. The work of Wu et al. [31]

suggests that DRL with deep neural networks as function approximators can further im-

prove the RL-based EMS. Further efforts of applying DRL to develop intelligent EMS for

hybrid-electric propulsion systems have been observed in studies such as [32], [33] and [34].

However, none of those studies mentioned above has applied DRL agents with large-scale

stochastic load profiles.

1.5. Research gap and contributions

From the analysis above, it is evident that various approaches have been applied to

develop EMS for hybrid-electric propulsion systems, including conventional (e.g. rule-based)

and novel intelligent ones. Although RL and DRL have been applied to generate energy

management strategies for the hybrid systems, there is a lack of EMS in continuous state

space and capable of dealing with unseen load profiles, especially the highly stochastic ones

in marine applications. Existing approaches are mostly based on certain standard load

profiles or very limited number of load profiles. The EMS performance can be achieved in

long-term real-world operations is yet to be better investigated.

This article narrows the research gaps in the literature by:

• Training the Double Deep Q-Network (Double DQN) [35], i.e. a variant of Deep Q-

Network (DQN) [36] developed to mitigate action value overestimations, with large-

scale real-world stochastic load profiles with continuous state parameters, to generate

near-optimal energy management strategies for unseen future load profiles.

• The concept of Double DQN is applied with Huber loss function to further reduce the

impact of overestimation due to real-world stochasticity.
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• This article also discusses an adaptive EMS updating scheme that can guide the prac-

tical applications of the DRL-based EMS to achieve long-term near-optimal energy

management of hybrid-electric systems.

1.6. Organisation

The remainder of this article is arranged as follows. Section 2 formulates the optimal

energy management problem. Section 3 details the DQN and Double DQN agents. Section 4

details the environment formulation. Section 5 presents the training of the agent. Section 6

details the results by applying the Double DQN EMS to sample validation voyages. Section

7 discusses the adaptive EMS updating scheme for long-term operations of hybrid-electric

propulsion systems. Section 8 details the conclusions.

2. Problem formulation

Figure 1 illustrates the schematic the agent-environment interaction framework proposed

to generate the EMS using Double DQN and the procedure of applying the generated EMS.

The environment comprises the plug-in hybrid PEMFC and battery propulsion system model

and historical load profiles. The Double DQN interacts with the environment by controlling

the fuel cell power and observing the reward signal and resulting system state returned by

the environment. The EMS is designed to minimise the voyage costs. In other words, the

energy management strategy or policy of the EMS maximises the cumulative rewards that

represent the cost-effectiveness of the system. With a finite horizon T , for an episodic task,

the action-value function (Q function), is the expected return of taking action a following a

policy π(s|a) in state s [9]:

Q(s, a) = E

[
T∑
k=0

γkrt+k|st = s, at = a, π

]
(1)

Solving the optimal energy management problem is to find an optimal strategy π∗:

π∗(s) = arg max
a

E

[
T∑
k=0

γkrt+k|st = s, at = a

]
(2)
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which corresponds to the optimal Q function [11]:

Q∗(s, a) = max
π

E

[
T∑
k=0

γkrt+k|st = s, at = a

]
(3)

where the subscripts denote time steps, γ ∈ [0, 1] is the discount rate, reward rt is a measure-

ment of the cost-effectiveness of taking action at in state st that results in the next system

state st+1.

Double DQN

Agent
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historical load data

Action

at
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Reward
rt
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Energy Management System
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EMS application
π
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Figure 1: Schematic of the agent-environment interaction and EMS application. The environment consists

of historical load profiles and the hybrid system model. The Double DQN agent is trained by the historical

data to generate the energy management strategy parametrised by the Q-network, which is subsequently

validated by a dataset unseen by the agent.

The objective of the DRL agent training is to find a policy π∗, i.e. an energy management

strategy with near-optimal cost-effectiveness which can be applied as the core of the EMS to

provide control references to the hybrid propulsion system, such that the hybrid system can
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have the capability of ‘planning’ to maximise the overall cost-effectiveness of the system.

Once the DRL agent has been trained and validated, the EMS can instantaneously output

an action by observing the current system state. Additional safety functions, such as battery

over-discharge protection, can also be added to the application procedure. However, such

functions are beyond the DRL training scope.

3. Deep reinforcement learning agent

3.1. Deep Q-Network

For RL problems with large or continuous state spaces, function approximators are typ-

ically needed to generalise from previously encountered states which are similar in some

sense to current ones [11]. A function approximator can be linear or non-linear [37, 38].

However, the training process of RL agents can be unstable or even diverge when a non-

linear function approximator such as a neural network is used [39]. Lin [40] developed the

concept of ‘experience replay’ to store the agent experience into a memory pool to train a RL

agent with a neural network. Later work of Mnih et al. [41] proposed deep Q-learning using

a deep neural network with convolution layers to approximate high dimensional raw pixel

state inputs. Mnih et al. [36] further improved the deep Q-learning agents by adding target

networks to improve training stability. Mnih et al. [36]’s Deep Q-Network (DQN) achieved

performance levels comparable to professional human game testers in 49 Atari 2600 games.

The DQN is a model-free, off-policy reinforcement learning algorithm [36]. The agent

maintains an experience memory pool with capacity M , storing the most recent M transition

sequences. A transition sequence, collected via agent-environment interaction, at time step

t, is denoted by:

φ = (st, at, st+1, rt+1) (4)

i.e. in state st, action at is performed by the agent (following ε-greedy policy) and observes

next environment state st+1 and a reward signal rt+1 is returned from the environment.

In each agent training step, a mini-batch with capacity D is randomly sampled from the

experience memory pool such that previous experiences can be used effectively. In addi-
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tion, the random sampling breaks the correlations of consecutive samples which can lead to

unstable neural network training. The DQN agent includes two deep neural networks with

identical structure, i.e. the Q-network Q(s, a; θ) parametrised by θ, and the Q-target net-

work Q̂(s, a; θ−) parametrised by θ−. These neural networks approximate the action-value

function with state (s) inputs for all actions (a) in the action space A.

As an improvement to the work of Mnih et al. [41], the additional Q-target network

enhances the agent training stability by providing fixed target action value yj for non-

terminal states:

yj = rj+1 + γmax
a′

Q̂
(
sj+1, a

′; θ−
)

(5)

where j denotes j − th sample in the mini-batch. In the original DQN algorithm of [36],

the Q-target network is updated periodically, while in this work it is soft-updated at each

training step to further improve training stability:

θ− ← τθ + (1− τ) θ− (6)

where τ � 1 [42].

Considering the overestimations of the action-value function can affect the agent training

[9], the Huber loss [43] is employed in this study to improve agent training stability, and

to generate the energy management strategies. In addition, to investigate the influences

of the loss function over training stability and EMS quality in a stochastic environment,

experiments using Mean Squared Error (MSE) loss function have also been conducted to

investigate the influences of the loss function over training stability and EMS quality in a

stochastic environment.

The MSE loss is defined as the mean squared error of the temporal difference (denoted

by δ) between the action values given by the Q-network and the targets yj (j ∈ [1, D]) over

a mini-batch:

L (θ) =
1

D

D∑
j=1

δ2j (7)

where the temporal difference δj of j − th sample in the mini-batch is:

δj = yj −Q (sj, aj; θ) (8)
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In the work of Mnih et al. [36], δj was clipped to between -1 and +1 to improve the

DQN algorithm stability. Such a technique corresponds to using an absolute value loss

function for temporal differences outside (−1, 1). Note that the clipping reduces the chances

of overestimations for the action-value function when values given by the networks are noisy

over large ranges. In [9], the Q-learning agent failed due to overestimations caused by the

maximisation operation which approximated the expected action value. The concept of

error clipping may provide a new approach to dealing with overestimations in the stochastic

environment.

Instead of clipping the error term, the Huber loss, which performs similar function has

been employed in this study. The Huber loss is calculated by [43]:

L (θ) =
1

D

D∑
j=1

σj (9)

where:

σj =


1

2
δ2j , if |δj| < 1

|δj| −
1

2
, otherwise

(10)

The Huber loss is the mean squared error when the temporal difference δj is small (|δj| < 1)

but acts like the mean absolute error (|δ| − 1

2
) when the difference is large, which makes it

more robust when overestimations of action-value function may degrade the agent training.

The Q-network and Q-target network share an identical network structure. The Q-

network is trained by minimising the loss function L (θ) with respect to its parameters

θ. The optimiser adopted in this study is the Adam optimiser [44]. The neural networks

output action-value function values for each possible action with given state inputs. Note

that the continuous signals (battery SOC, power demand and fuel cell per unit power) are

not discretised as in [9]. Instead, these states are used as direct inputs to the Q-network

such that the environment states can be accurately represented by continuous actual values.

The state inputs are forward propagated sequentially from the input layer via hidden layers

to output Q-values for all actions. Note that each neuron of the output layer corresponds

to an action in the action space.
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The DQN agent training starts with randomly initialised network parameters θ and θ−.

The exploration probability ε of the ε-greedy policy decreases linearly from a large initial

value with the increase of training episode number, and is fixed at a small final value in the

later stage of the training (i.e. training episode n > Nd). Note that completely random

explorations initially fill the experience memory pool before the neural network training

starts. The Q-network is trained every Z steps to gain sufficient experience.

3.2. Double Deep Q-Network

The results of Wu et al. [9] suggest that maximisation biases introduced during the

construction of the action-value function can lead to poor learning performance if such biases

are not addressed properly. The Double Q-learning agent achieved satisfactory performance

using two Q-functions, while the Q-learning agent diverged with identical hyperparameters.

It is not clear whether the DQN agent (as a deep variant of Q-learning) can succeed in the

highly stochastic environment based on recorded historical power profiles. Therefore, the

authors have explored solving the energy management problem with Double DQN.

The Double DQN (Algorithm 1) is proposed by [35] based on the concept of Double

Q-learning [45] and DQN [36]. In Double Q-learning, two Q-functions are used to re-

duce the overestimations by decomposing the maximisation in the target into action se-

lection and action evaluation [35, 45]. Without introducing additional neural networks to

DQN, the Double DQN utilises the Q-target network to evaluate the maximising action (i.e.

arg maxa (Q (sj+1, a; θ))) given by the Q-network (see Figure 2) such that, the target value

is calculated by:

yj = rj + γQ

(
sj+1, arg max

a
(Q (sj+1, a; θ)) ; θ−

)
(11)

4. Environment

4.1. Candidate ship and the data

The candidate ship is a typical coastal ferry operating between two fixed ports [6, 10]. It

is intended that the plug-in hybrid fuel cell and battery propulsion system will replace the
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Algorithm 1 Double Deep Q Network RL agent, adapted from [35] and [36].

1: Initialise replay memory D to capacity M

2: Initialise action-value function Q with random weights θ

3: Initialise target action-value function Q̂ with weights θ− = θ

4: while n < Nmax do

5: Initialise initial state s1

6: for t = 1 : T do

7: if rand < ε then

8: Select action at randomly from A

9: else

10: at ← arg maxa (Q (st, a; θ))

11: end if

12: Take action at, observe rt, st+1 and Termination Flag

13: Store transition (st, at, rt+1, st+1) in D

14: Every Z steps sample random mini-batch of transitions (sj , aj , rj+1, sj+1) from D

15: Set yj+1 =


rj+1, if episode terminates at step j + 1

rj+1 + γQ (sj+1, arg maxaQ (sj+1, a; θ) ; θ−) , otherwise

16: Perform a gradient decent on (yj+1 −Q (sj+1, aj ; θ))
2 with respect to the network

parameters θ

17: Soft update the target network: θ− ← τθ + (1− τ) θ−

18: Terminate if Termination Flag is true

19: end for

20: if n ≤ Nd then

21: α← α−∆α× n

22: ε← ε−∆ε× n

23: end if

24: end while

original diesel-based propulsion system, which has a power capacity of 4370 kW (five diesel

generator sets, with each prime mover rated at 874 kW). The annual operating duty is 300

12



ε -greedy

policy

Store 

transition 

into 

Memory

M

Mini-batch

(S, A, S’, R)

D

st atst+1

Transition 

sequence

(st,at,st+1,rt+1)

rt+1

S’

S’

A’

T
arg

et 

v
alu

e Y

R

C
u
rren

t Q
 

v
alu

e

L
o
ss fu

n
ctio

n

Soft update

Q-target network

Update Q-network

Environment

Agent

..
. .....
. ...

Q-network

... ...... ...

Q-target 

network

Load

profile pool

Hybrid system 

model

Hybrid system 

model

Figure 2: Double Deep Q-Network agent and environment schematic.

days, and the ship operates between two fixed ports accomplishing 16 voyages per day, with

each voyage being of 60 min duration [6]. It is assumed that battery charging can be carried

out in both ports of the defined route, and hydrogen will be replenished overnight and never

during the operational period [9].

The load profiles used to train and validate the EMS were from [10]. There are 1081

voyages training in total, collected from 01/07/2018 to 31/08/2018. Another dataset with

392 voyages collected from 01/09/2018 to 30/09/2018 will be used for EMS validation [9].

Figure 3 shows 6 randomly selected sample power profiles in the training dataset. To reduce

measurement noise, the raw data has been processed by a Gaussian-weighted moving average

filter. The filter’s moving average window is 4. The standard error is acquired from 20% of

the whole window length. Although the power profiles follow a specific pattern in general,
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each of them varies from the others.
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Figure 3: Sample load profiles from the training dataset. Measurement noise in the raw data has been

reduced by a Gaussian-weighted moving average filter.

Figure 4 illustrates the power transition probability map with a grid length of 50 kW (a

power index is assigned every 50 kW). The vertical and horizontal axes are about current

and next power demand indices, respectively. The colour of the plot represents the transition

probability from the current power demand index to the next power demand index. The

diagonal line from lower left to the upper right of the figure corresponds to the situations
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those with current and next power demand indies are identical. In general, the next power

demand is more likely to have the same power demand index (see the highlighted diagonal

line). However, the power transition pattern varies in different power regions. For example,

in the low power regions (0–300 kW, 0–6 power demand indices), the probability of having

the same power demand index is close to 1 (colour close to red). In the power regions

from 350 to 1250 kW (7–25 power indices), the probability of having the same power index

in the next time step is around 0.3. In the power regions from 1300 to 1750 kW (26–35

power indices), the probability of having the same power index in the next time step is

approximately 0.5. More scattered transition probability pattern can be observed in the

high power regions (3000–3500 kW, 60–75 power demand indices).

Note that these transition probabilities are not explicitly used in the EMS training since

all RL agents adopted in this study are model-free. Instead, the agents are trained contin-

uously by experiencing different power profiles from the training dataset in each training

episode.
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Figure 4: Case ship power transition probability map with grid length of 50 kW.

4.2. System model

Figure 5 provides an overview of the plug-in hybrid PEMFC and battery propulsion

system model, which has been developed and optimised using the methodologies proposed
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Figure 5: Overview of the plug-in hybrid PEMFC and battery propulsion system model.

in [46] and [6]. This model has also been used in the authors’ previous work for EMS

development [9]. The model consists of a PEMFC operating on H2, a Lithium battery,

a shore electricity supply, an EMS, power converters and a total system power demand

including both the propulsion and service loads. The shore electricity supply can provide

power when the ship is in the port. Note that the PEMFC power (2940 kW), battery

capacity (581 kW h) and other model settings are identical as in [9]. Readers are referred to

[9] for more details. The EMS controls the PEMFC power by seeing current system states,

including shore power availability, power demand, battery SOC and current PEMFC power.

The individual battery cell outputs are connected in parallel and series to model the

battery module. The open circuit voltage of an individual cell is a function of cell SOC as

presented in Figure 6a. The fuel cell model outputs fuel cell specific H2 consumption (see

Figure 6b) which can be used to derive H2 consumption. Note that the degradation effects
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of the fuel cell and battery have been considered, which determine the degradation costs

from the two power sources [6].

(a) (b)

Figure 6: (a) Battery individual cell open circuit voltage-SOC curve, and (b) PEMFC system efficiency and

its specific H2 consumption.

The cost output from the model consists of two parts, i.e. the energy costs of H2 fuel

and shore-generated electricity to charge the battery, as well as the fuel cell and battery

degradation costs. The battery is charged to its higher State of Charge (SOC) limit before

starting a voyage by shore-generated electricity while at port. In sailing mode, the battery

can discharge or be charged by the fuel cell when excessive power is available from the

system. For each time step, the model outputs the cost incurred in this time step:

ct = cb + cf + ch + ce (12)

where cb, cf , ch and ce are the costs incurred by battery degradation, fuel cell degradation,

H2 and shore-generated electricity consumption, respectively. It is worth mentioning that

the model parameters would require customisation for different types of power sources to

capture unique features, and the model is developed with the flexibility of being calibrated

by specific experimental data [4].

17



4.3. Reward function

In [9], the agent was trained throughout all time steps of the voyages, i.e. from the first

moments of departure to last moments in ports. However, the ship was designed to operate

purely on shore based electricity when in port mode (i.e. cold ironing). Although the Double

Q agent has demonstrated its ability to maintain zero fuel cell power state in port mode,

removing the training steps in port mode can simplify the training processes due to the cold

ironing logic would only utilise shore provided power. Control of the fuel cell when in port

mode appears unnecessary. Also, it has been observed that, the Double Q agent struggled

to maintain final battery SOC constraint in some high power profiles. In practice, it would

be feasible to increase the port time slightly to get the battery charged to SOCH . Therefore,

the reward function of the environment is reshaped as:

rt+1 =



−1, spA=0, if st+1 is infeasible

−1, spA=0, if pfc + at /∈ [0, 1]

tanh

(
1

ct+1

)
, spA=0, else

K∑
k=t+1

tanh

(
1

ck

)
, spA=1

(13)

where when shore power is available (spA = 1), the environment returns a summed reward

of all the costs incurred in port mode of the current episode. In sailing mode, i.e. spA = 0,

the reward function is defined identically as in [9]. Note that K is the time step when the

entire profile is completed; and ck = ∞ if k > T (i.e. extra time required to charge the

battery), otherwise ck is calculated as described in [9].

4.4. State space

Previously, in [9], the four-dimensional state space was discretised to state indices to store

the action-value function into tables indexed by discrete state indices. Such a discretisation

process is necessary for tabular RL approaches. However, the discretisation process and

its resolution limit the quality of the generated policy [11]. In this work, discretisation of
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continuous state parameters has been removed. The actual state space:

s(t) = [spA(t), pdem(t), x(t), SOC(t)]T (14)

is directly applied to represent the environment states, where spA denotes the shore power

availability (spA = 0 for sailing mode, spA = 1 for port mode), pdem is normalised system

power demand by dividing the actual power demand in kW by 1500 (i.e. pdem ← pdem
1500

, such

that the power demand input to the Q-network is around 1), x(t) is fuel cell per unit power

level at time step t (x ∈ [0, 1]), and SOC ∈ [0, 1] denotes battery state of charge (SOC).

4.5. Action

The action space is defined identically as in [9], i.e. a tuple of PEMFC power level

changes:

A = [a1, a2, ..., am, ..., an−1, an]T (15)

where an > 0 is the maximum increase and a1 < 0 is the maximum decrease of PEMFC

output in a time step. The power change notification of am = 0 indicates there is no change

and the fuel cell output remains the same as in the previous time step.

In sailing mode, the environment overrides any action that would result the PEMFC

power output becoming negative or higher than the rated power. With an action at ∈ A

chosen at current time step t, the PEMFC power level at the next time step is determined

by:

xt+1 =


0, xt + at < 0

1, xt + at > 1

xt + at, else

(16)

In port mode, the agent is not required to control the fuel cell. The environment would

decrease the PEMFC power to zero if it is not zero. The environment would extend episode

length whenever necessary to charge the battery SOC to SOCH (the power demand would

be extrapolated from the last power demand that appears in original power profile). Such

settings vary from the ones defined in [9], in which the agents were required to explore

actions in port mode to maintain cold ironing.
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5. Agent training

The agents were trained on a workstation with two Intel Xeon E5-2683 V3 processors.

The environment and the agent were coded in Python. The agent’s neural networks were

built and trained with PyTorch V1.20. Each agent was trained with 10 different random

seeds for reproducibility. During training, the agent policy performance was assessed by

calculating the average values and standard deviations across the 10 instances running with

different random seeds. Note that as the neural networks are relatively small, only one

CPU thread is assigned to each running instance to avoid training speed degradation due

to unnecessary parallelisation.

Also, the actual policy performance was periodically tested (every 100 training episodes)

with 10 random training voyages during training. Note that in test mode, the ε − greedy

exploration probability was set at 0 with battery over-discharge protection enabled (disabled

in training mode). Once the training of all the 10 instances was completed, the agent with

the lowest episode cost was chosen to generate detailed EMS results in the following sections.

5.1. Neural network settings

Figure 7 illustrates the neural network configuration for the Q and Q-target networks.

The environment state inputs are processed by the input layer with four neurons with

Rectified Linear Unit (ReLU) activation function. Two fully-connected hidden layers are

configured with 256 neurons each. Note that both hidden layers are applied with an ReLU

activation function, while no activation function is applied to the output layer to allow

negative action-value outputs. The neural network outputs five Q-values, corresponding to

the 5 actions in the action space, respectively.

5.2. Hyperparameter settings

Table 1 details the hyperparameter settings applied. The policy is updated every 32

transition sequences (φ). In each training step, a mini-batch with 32 transition sequences

is randomly sampled from the experience memory with a capacity of 1× 106. Such a mini-

batch is applied to train the Q-network using an Adam optimiser. The learning rate of the
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Figure 7: Q-network and Q-target network settings.

Adam optimiser is fixed at 0.0001 throughout the training. The exponential decay rates of

first and second moment estimates (β1 and β2) are set at 0.9 and 0.999 respectively [44].

Note that the Q-target network is soft-updated with a soft-update weight of τ = 0.001 in

each training step. The exploration probability ε of ε−greedy policy starts with 1 and fixes

at 0.05 after 5× 103 episodes of training. Note that these parameters require careful tuning

to achieve satisfactory performance.

21



Table 1: Hyperparameter settings.

Parameter Description Value

B Mini-batch size 32

M Experience memory size 1× 106

τ Target network update weight 0.001

γ Discount factor 1

Z Policy update frequency 32

α Learning rate of Adam optimiser 0.001

β1 Exponential decay rate for the first moment estimates of Adam optimiser 0.9

β2 Exponential decay rate for the second moment estimates of Adam optimiser 0.999

ε0 Initial exploration probability 1

εf Final exploration probability 0.05

5.3. Training

Figure 8 details the training process of the Double DQN agent with the Huber loss

function. The strategy is tested (exploration probability ε set to 0) 10 times with random

load profiles every 100 training episodes. The training was terminated after 8,000 training

episodes. In test mode, the moving average line of the Double DQN strategy converged to a

value of around $780 (Figure 8b ). Note that the voyage cost is a sum of the costs incurred

in all time steps of a voyage, including the energy (H2 and electricity) and degradation (fuel

cell and battery) costs (see Section 2). The success rate, i.e. the rate of completing voyages,

converged to 100%.

In contrast, as shown in Figure 9, the training process of the Double DQN agent with

the Mean Squared Error (MSE) diverged, suggesting that the concept of ‘Double Deep Q-

learning’ alone is not sufficient to deal with the highly stochastic load profiles. Also, the
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Figure 8: Double DQN agent training and testing with Huber loss function. The deep blue lines are moving

average values across 10 instances running with different random seeds. The light blue shadows are the

confidence bounds calculated by mean values ± standard deviations across the 10 instances. As shown in

(a), after 4,400 episodes of training, all the instances have converged to a policy of completing the training

voyages with the maximised reward. The converged training is also confirmed by periodic tests of the agents

as in (b), i.e. the voyage cost starts to decrease from test episode of 180 with the success rate converged to

100%.

Huber loss function has improved Double DQN training stability. It is worth mentioning

that extensive hyperparameter tuning experiments have been conducted for the combination
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of Double DQN and MSE by iterating through predefined hyperparameter grids, without

achieving stable agent training.
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Figure 9: Double DQN agent training and testing with MSE loss function. The deep blue lines are moving

average values across 10 instances running with different random seeds. The light blue shadows are the

confidence bounds calculated by mean values ± standard deviations across the 10 instances.
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6. Validation results

6.1. Overview

The results presented in this section were acquired with the Double DQN agent trained by

the Adam optimiser with Huber loss function. Note that the training and validation datasets,

sample voyages and model parameters are identical to those used in [9]. Table 2 compares

the average voyage cost of the strategies generated by Double DQN of this study with the

discrete Double Q-learning and off-line DDP (with a SOC resolution of 0.0125) solutions

from [9]. The strategy generated by the Double DQN achieves average costs of $782.5

and $768.9 for the training and validation voyages respectively. The off-line (Deterministic

Dynamic Programming) DDP strategy average voyage cost is 94.6% and 94.3% of those of

the Double DQN strategy, for the training and validation datasets respectively. It is worth

mentioning that the DDP strategy is acquired for each voyage independently by providing

complete power profiles before solving, representing the best that could theoretically be

achieved but requires pre-existing knowledge of power profiles, which is not possible in a

real stochastic environment. Therefore, the DDP strategy can only be used as a benchmark

to assess other on-line EMS performance. Compared to the Double Q strategy in discrete

state space, the Double DQN strategy further reduces the average voyage costs by 5.5% with

continuous state space. Note that the Double Q strategy is obtained with a SOC resolution

0.05, while it is continuous for the Double DQN strategy.

Table 2: Double DQN, Double Q and DDP strategy average voyage costs comparison.

DDP [$] Double Q [$] Double DQN [$] DDP
Double Q [%] DDP

Double DQN [%]

SOC resolution 0.0125 0.05 Continuous - -

Training voyages 740.0 831.8 782.5 89.0 94.6

Validation voyages 724.9 813.8 768.9 88.9 94.5

The computation time required by the Double DQN agent to generate a strategy is
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approximately 27 min using a single thread of an Intel Xeon E5-2683 V3 processor (18 min on

an Intel i7-4790 processor). The Double Q agent requires 288 min to generate a strategy using

a single thread of an Intel i7-4790 processor. The Double DQN agent managed to reduce the

voyage cost by 5.5% with 93.8% less computational resource required, in comparison with

the Double Q agent.

As the EMS is intended for use on future voyages for which, of course, there would be no

predetermined data, the Double DQN strategy is applied to a set of validation voyages to

examine its performance against load profiles that have not been experienced by the agent.

6.2. Validation sample 1 with low power demand

Figure 10 compares the Double DQN strategy (Figure 10b) with the Double Q strategy

(Figure 10a) for a validation sample voyage with low power demand. As in Figure 10b, the

Double DQN strategy delays the increase of the fuel cell power until the battery SOC has

dropped to 0.36 (750 s). During cruising, the fuel cell power is maintained in a narrow band.

However, the Double DQN strategy tends to adjust PEMFC power output repeatedly. Nev-

ertheless, unnecessary large adjustments as in Figure 10a (1950–2300 s) have been avoided.

Moreover, the minimum battery SOC of the Double DQN strategy is 0.35, while it is 0.4 for

the Double Q strategy.

Table 3 details the cost and Global Warming Potential (GWP) emission breakdowns for

validation sample voyage 1. The Double DQN strategy reduces the voyage cost by 7.0%,

while increasing the GWP emission by 6.9%. This is due to the conflict between voyage cost

and GWP emission. PEMFC degradation cost is reduced by 8.3% by avoiding unnecessary

PEMFC power adjustments and by making more use of the battery.
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Figure 10: Double Q and Double DQN energy management strategies for validation sample voyage 1 with

a low overall power demand: (a) Double Q strategy and (b) Double DQN strategy.
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Table 3: Double DQN and Double Q strategy voyage cost and GWP emission breakdowns of validation

sample voyage 1.

Voyage cost Voyage GWP Emission

Double DQN Double Q Double DQN
Double Q Double DQN Double Q Double DQN

Double Q

[$] [$] [%] [kg] [kg] [%]

PEMFC 224.3 244.7 91.7 - - -

Battery 63.7 63.7 100.0 - - -

Electricity 40.0 31.2 128.2 74.8 58.3 128.2

H2 366.5 406.8 90.1 66.7 74.1 90.1

Sum 694.5 746.5 93.0 141.5 132.4 106.9

6.3. Validation sample 2 with moderate power demand

Figure 11 illustrates the Double DQN strategy (Figure 11b) in comparison with the

Double Q strategy (Figure 11a) for a sample voyage with an overall moderate power demand

from the validation voyage load profiles. The Double DQN strategy starts ramping up the

PEMFC output at 700 s. As in Figure 11b, the power trajectory of the PEMFC is much

smoother compared to that in Figure 11a. The batteries absorb the small power transients

by frequent charging and discharging. In addition, when approaching port (2300–2750 s),

the Double DQN starts to decrease fuel cell power in advance. Such behaviour has not been

observed with the Double Q strategy.
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Figure 11: Double Q and Double DQN energy management strategies for validation sample voyage 2 with

a moderate overall power demand: (a) Double Q strategy and (b) Double DQN strategy.

Table 4 compares the voyage cost and GWP emission breakdowns of the two strategies

for validation sample 2. The Double DQN strategy reduces the voyage cost by 8.4% for this

voyage. As the PEMFC power adjustments are less frequent, the PEMFC degradation cost

of the Double DQN strategy is reduced by 14.7%. The Double DQN strategy increases the

electricity cost by $9.6 but reduces the H2 cost by $43.2. The Double DQN strategy tends to

use more shore-generated electricity to achieve lower overall voyage cost. Such a tendency
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would increase the electricity cost slightly but would bring greater cost reduction from H2

consumption. However, the Double DQN strategy increases voyage GWP emission by 7.0%.

Table 4: Double DQN and Double Q strategy voyage cost and GWP emission breakdowns of validation

sample voyage 2.

Voyage cost Voyage GWP Emission

Double DQN Double Q Double DQN
Double Q Double DQN Double Q Double DQN

Double Q

[$] [$] [%] [kg] [kg] [%]

PEMFC 204.5 239.6 85.3 - - -

Battery 63.7 63.7 100.0 - - -

Electricity 42.0 32.4 129.9 78.6 60.5 129.9

H2 434.4 477.6 91.0 79.1 86.9 91.0

Sum 744.7 813.2 91.6 157.7 147.4 107.0

6.4. Validation sample 3 with high power demand

Figure 12 details the Double DQN and Double Q strategies for validation sample 3.

This sample has a relatively high power demand (with an average power requirement of

1597.8 kW). Although the PEMFC power trajectories of the two strategies follow similar

trends in general, the Double DQN strategy maintains the PEMFC power more consistently

and only makes adjustments when significant power transients have been observed (e.g. at

1450 s). Also, the Double DQN discharges the battery to a SOC of around 0.26 (close to the

lower SOC limit). In addition, the Double DQN decreases the PEMFC output in advance of

reaching the port and reduces fuel cell power output to zero when shore power is available.
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Figure 12: Double Q and Double DQN energy management strategies for validation sample voyage 3 with

a high overall power demand: (a) Double Q strategy and (b) Double DQN strategy.

Detailed voyage cost and GWP emission breakdowns of the two strategies for this voyage

are detailed in Table 5. The voyage costs of the Double DQN and Double Q strategies are

$1056.7 and $1093.0, respectively, corresponding to a 3.3% voyage cost difference. The cost

saving of 3.3% is lower compared to those voyages discussed in Section 6.2 and 6.3. The

reason for the reduced cost-saving is that the Double DQN strategy only adjusts fuel cell

power when necessary.
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Table 5: Double DQN and Double Q strategy voyage cost and GWP emission breakdowns of validation

sample voyage 3.

Voyage cost Voyage GWP Emission

Double DQN Double Q Double DQN
Double Q Double DQN Double Q Double DQN

Double Q

[$] [$] [%] [kg] [kg] [%]

PEMFC 245.7 257.4 95.5 - - -

Battery 63.7 63.7 100.0 - - -

Electricity 43.5 36.9 117.9 81.4 69.1 117.9

H2 703.7 734.9 95.8 128.1 133.8 95.8

Sum 1056.7 1093.0 96.7 209.5 202.8 103.3

6.5. Summary of results

Table 6 summaries the Double DQN strategy performance in comparison with that of

the Double Q strategy. The Double DQN strategy further reduces the average cost for the

validation dataset by and 5.5%. Compared to the off-line optimum acquired by DDP (see

Table 2), the Double DQN strategy cost is only 6.0% higher than that of the DDP strategy

in the validation dataset. It appears that the Double DQN gives greatest cost savings

for lower power demand profiles. The results are much closer for the high power demand

ones, possibly because there is less flexibility in how the system can operate to meet the

performance criteria. Additionally, as the agent aims to achieve long-term near-optimum

cost performance, consequently the learned policy is better suited for profiles with moderate

power demands which are much more common in both training and validation datasets.

It is worth noting that the reduced voyage cost has led to increased GWP emission,

owing to the increased usage of shore-generated electricity which is more carbon-intensive

in the current simulation settings, from a life-cycle perspective. Readers are referred to the

authors’ previous work [46, 6] for the trade-offs between costs and GWP emissions which
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have been determined in the system design phase. Although the EMS developed in this

study has led to a slight increase of in GWP emission, it is acceptable as the plug-in hybrid

fuel cell and battery propulsion system is mainly constrained by high costs, and the GWP

emission reduction is significant compared to a conventional diesel-based system [4].

Table 6: Comparison of Double DQN and Double Q strategy average voyage costs and GWP emissions.

Category Profile

Voyage cost Voyage GWP emission

Double DQN Double Q Double DQN
Double Q Double DQN Double Q Double DQN

Double Q

[$] [$] [%] [kg] [kg] [%]

Validation

Sample 1 694.5 746.2 93.1 141.5 132.4 106.9

Sample 2 744.7 813.0 91.6 157.7 147.4 107.0

Sample 3 1056.7 1092.7 96.7 209.5 202.8 103.3

Average all profiles 768.9 813.8 94.5 157.5 149.2 105.5

7. Discussion

As power transition patterns may change over time, a self-adaptive EMS updating proce-

dure can be applied with minimum human intervention. Figure 13 shows the training process

of an adaptive EMS. The ship starts with an EMS trained by an initial set of power profiles.

A dynamic profile pool is maintained throughout the ship’s operation by replacing the oldest

profile with the most recent profile. Periodically, the EMS performance is evaluated by com-

paring the actual EMS performance against those solved via DDP. The agent would need

training if the deviation between the on-line and DDP strategies exceeds the performance

threshold; otherwise, existing EMS would be applied until the next performance evaluation

point. Note that the EMS update indicator can be changed. Nevertheless, the on-line and

DDP strategies’ cost deviation can be directly interpreted by the vessel operators.

However, this adaptive EMS update scheme is not implemented in this study as the

developed Double DQN strategy has shown consistent performance throughout the total
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382 validation load profiles in the available dataset. This work has further improved the

RL-based EMS developed in [9], with improved energy management performance and signif-

icantly reduced training time, making it more realistic for practical applications that would

require frequent updates throughout the vessel’s deployments.

Collect initial profile 

pool
Start

Train DRL agent with 

dynamic profile pool 

DRL training 

converged?
No

Yes

DRL EMS feasible?

Yes

No

Safety protection

Set DRL training 

parameters 

DRL EMS to future 

voyages

Yes

Performance deviation 

> threshold?
No

Assess EMS performance 

periodically

New 

profiles

Dynamic 

profile pool

Update

Collect 

voyage profiles

Initial 

profiles

Old 

profiles

Figure 13: Adaptive EMS update procedure.

8. Conclusions

This work aimed to further improve the cost-effectiveness of reinforcement learning-

based energy management strategies by extending discrete state space to be continuous. A
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novel approach using deep reinforcement learning has been proposed to solve the optimal

energy management problem of the plug-in hybrid Proton Exchange Membrane Fuel Cell

and battery propulsion system with continuous state parameters. This novel approach is

effective in dealing with large-scale real-world stochastic load profiles, by reducing the impact

of function overestimation due to real-world stochasticity.

Two types of loss functions, i.e. Mean Squared Error and Huber loss functions, have been

explored to deal with value overestimations in the stochastic environment. The training

processes suggest that Double Deep Q-learning with Mean Squared Error loss function is

not sufficient to deal with the highly stochastic load profiles. In contrast, the combination

of Huber loss function with Double Deep Q-learning has overcome the training instability

issue and has produced an energy management strategy with improved cost-effectiveness.

The energy management strategy acquired by the Double Deep Q-Network with Huber loss

function was examined in detail in comparison to that obtained by the Double Q agent.

The Double Deep Q-Network has achieved a further 5.5% voyage cost reduction with 93.8%

computational time reduction. The cost reduction is achieved by more accurate fuel cell

control and reduced H2 consumption. However, the Double Deep Q-Network based energy

management strategy leads to a 5.5% increase in voyage Global Warming Potential emission

because of the conflicts between voyage emission and cost.

Additionally, an adaptive energy management update procedure has been discussed,

which can be further tested and developed in future work. The agent-environment frame-

work, training procedures and the energy management update scheme developed in this

study can be extended to other hybrid propulsion and power systems with continuous mon-

itoring, to achieve long-term near-optimal performance in changing environments. The en-

ergy management system will be extended to control multiple power sources in continuous

action space using advanced Deep Reinforcement Learning algorithms in future work.
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