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Abstract 

Pressurised pipelines are the primary mode of choice for transporting large quantities of 

hazardous fluids across the globe. The failure of such pipelines can lead to the release of 

significant amounts of flammable or toxic inventories, which may in turn present significant 

risks to life, environment and property. In order to mitigate such risks, various types of 

emergency shutdown valves (ESDVs), including Check Valves (CVs), Automatic Shut-off 

Valves (ASVs) and Remote Control Valves (RCVs), are installed along such pipelines as the 

front-line emergency mitigation tool.  

Accounting for the critically important ensuing in-pipe transient fluid flow, this thesis presents 

the development and application of a multi-objective optimisation study for selecting the 

ESDV type, number and spacing as well as its combinations and operational settings for 

striking a balance between the minimum valve capital cost against the efficacy in minimising 

and ultimately isolating outflow following pipeline failures.  

Two types of pipeline failures, including Full Bore Rupture (FBR) and puncture are considered. 

Ethylene and natural gas (typical flammable and explosive hydrocarbons) as well as Carbon 

Dioxide (CO2) are chosen as the transported fluids. CO2 is selected given its hazardous nature 

(an asphyxiant at > 7% v/v) and the extensive use of pressurised pipelines being proposed as 

the main method for transporting large quantities of captured CO2 for permanent geological 

storage as part of the Carbon Capture and Storage chain. 

The pipeline decompression model employed is based on the Homogeneous Equilibrium 

Mixture assumption, where the constituent fluid phases are assumed to be at both 

thermodynamic and mechanical equilibrium. The Peng-Robinson Equation of State along with 

relevant hydrodynamic and thermodynamic relations are employed to determine the required 

fluid thermophysical properties and phase equilibrium data. The impact of the valve closure on 

the in-pipe fluid flow dynamics is accounted for through the implementation of appropriate 

boundary conditions. The resulting system of conservation equations is solved numerically 

using the Method of Characteristics. 

The first part of the study focuses on the investigation of ESDV dynamic response and 

characteristics on the fluid behaviour following the accidental failure of a hypothetical 

nevertheless realistic ethylene pipeline. This is divided into two parts: in the first, the results 
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based on the simulation of the pressure surges upon CV closure are presented for a wide 

practical range of ethylene pipeline operating pressures and temperatures. It is found that for 

high operating pressures (over 90 bar), pressure surges upon CV closure can lead to a large 

thrust or bending forces acting on the pipeline segments, potentially damaging the pipeline in 

the event of exceeding the maximum safe design operating pressure. In the second part, the 

impact of ASV and RCV activation pressure is assessed by determining the amount of escaped 

inventory prior to complete isolation in the event of pipeline FBR and different generic sizes 

of puncture failures. The results show that for FBR and relatively large puncture failures (> 50 

% pipe i.d.), decreasing valve activation pressure results in an insignificant reduction in the 

total inventory loss prior to valve closure. In the case of small puncture diameter failures (less 

than 5 % pipe i.d.), ASV may not be self-activated given the relatively small pressure drop 

across the valve throughout the decompression process. 

The above is followed by the analysis of the efficacy of ESDVs using different inline valve 

combinations and spacings by performing two sets of investigations. The first includes the 

simulations of fluid flow behaviour upon valve closure using a hypothetical CO2 pipeline 

puncture decompression scenario. Different valve spacings and combinations of inline RCVs 

and CVs are investigated, and the results are presented and discussed in terms of the release 

pressure and temperature, the discharge mass flowrate and, more importantly, the total mass 

released, as a function of time during decompression. Next, based on the FBR failure of a high-

pressure ethylene pipeline, the efficacy of CVs, RCVs and ASVs and their combinations for 

the emergency isolation is investigated by comparing the amount of escaped inventory prior to 

complete valve closure. 

Building on the above work, the study culminates in optimising inline ESDV configuration by 

developing a multi-objective optimisation method combined with Principal Component 

Analysis and applying it to a real, 1016 mm i.d., 150.2 km long natural gas transmission 

pipeline in China operating at 80 bar and 307.24 K. Starting with defining a set of 6 

characteristic variables for ESDV settings, PCA is first employed in order to reduce the number 

of variables to 3, whilst retaining good agreement for the problem solution and emphasis on 

computational simplification. Next, a description of the optimisation problem is performed, 

detailing the objective functions used, including valve capital cost, and the various parameter 

realistic values assumed. The results of the multi-objective optimisation are presented using 

scatter plots providing a geometrical visualisation of the Pareto Front and Set. Such results 
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serve as a highly informative tool in assisting pipeline operators in selecting the optimal inline 

ESDV configurations for pressurised pipelines. 
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Impact Statement 

This thesis presents the development and application of a rigorous and computationally 

efficient multi-objective optimisation model combined with Principal Component Analysis to 

determine the optimal Emergency Shutdown Valve (ESDV) configuration for pressurised 

transportation pipelines. 

As high-pressure pipelines are the primary mode of choice for transporting significant 

quantities of hazardous fluids across the globe, their safe operation is thus of paramount 

importance. ESDVs are often employed along such pipelines as the front-line emergency 

mitigation tool for the rapid isolation of outflow following accidental pipeline failures. As such, 

the methodology developed in this thesis can be directly applied for the quantitative failure 

consequence assessment of high-pressure transportation pipelines to assist pipeline operators 

to select the appropriate ESDV configuration. The model takes into account a myriad of design 

and operational characteristics parameters including the ESDV activation and closure times, 

combination, number, spacing and failure rate to strike a balance between minimising cost and 

minimising the amount of inventory escaping prior to complete pipeline isolation. A knowledge 

of the subsequent predicted time variant amount of inventory escaping following emergency 

isolation for the optimised ESDV configuration is particularly important as it serves as the 

source term for determining the consequences of the pipeline failure. These ultimately dictate 

the minimum pipeline safe distances to populated areas and emergency response planning. 

In addition, the methodology developed in this work provides a fundamental modelling 

technique for complex multi-objective problems and the results can serve as a highly 

informative tool in practice. This work successfully demonstrates the capability of employing 

the variable reduction techniques in the multi-objective optimisation study, with emphasis on 

computational simplification whilst still ensuring an improved outcome for a real-world multi-

objective problem.  
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Nomenclature 

𝐴 = pipe cross-sectional area (m2) 

𝐴𝑓 = area of flow through the valve (m2) 

𝐴𝑜𝑙 = area of the orifice (m2) 

𝑎 = speed of sound (m s-1) 

𝐶𝑑 = discharge coefficient 

𝐶𝑃 = specific heat at constant pressure (J kg-1 K-1) 

𝐶𝑣 = specific heat at constant volume (J kg-1 K-1) 

𝐷 = valve spacing distance (m) 

𝐷𝐿𝐹 = dynamic magnification factor 

𝐸 = specific total energy (J kg-1) 

𝑒 = specific internal energy (J kg-1) 

𝐹 = body force (N) 

𝑓𝑤 = fanning friction factor 

𝑔 = gravitational acceleration (m s-2) 

ℎ = specific enthalpy (J kg-1) 

ℎ𝑜𝑙 = enthalpy at the release plane (J kg-1) 

𝐼 = identity matrix 

𝐽 = vector of objective function 

𝐾 = binary interaction parameter 
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𝑘 = isothermal coefficient of volumetric expansion (m s2 kg-1) 

𝑀𝑔 = molecular weight of the gas phase (kg mol-1) 

𝑀𝑙 = molecular weight of the liquid phase (kg mol-1) 

𝑀𝑜 = initial mass of inventory prior to failure (kg) 

𝑀𝑡𝑜𝑡𝑎𝑙 = total inventory loss from a ruptured pipeline (kg) 

�̅�𝑡𝑜𝑡𝑎𝑙 = average of the total inventory loss for all failure locations tested (kg) 

�̇� = discharge flow rate (kg s-1) 

𝑛 = average lifetime of the equipment (year) 

𝑃 = pressure (bar) 

𝑃𝑎𝑚𝑏 = ambient pressure (bar) 

𝑃𝐶 = critical pressure (bar) 

𝑃𝑜𝑙 = discharge pressure at the release plane (bar) 

𝑃𝑟𝑒𝑠 = reservoir pressure (bar) 

𝑃𝑟 = proportion of the total variation 

∆𝑝𝑎 = valve activation pressure (bar) 

𝑄 = volumetric flow rate (m3 s-1) 

𝑄ℎ = fluid/wall heat transfer (J) 

𝑞 = heat flux (W m-2) 

𝑅 = universal gas constant 

Re = Reynolds number 

𝑟 = discount rate 
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𝑟𝑖𝑛 = pipe inner radius (m) 

𝑆 = source terms 

𝑠 = specific entropy (J⋅K-1) 

𝑇 = temperature (K) 

𝑇𝑎𝑚𝑏 = ambient temperature (K) 

𝑇𝐶 = critical temperature (K) 

𝑇𝑓 = fluid temperature (K) 

𝑇𝑜𝑙 = temperature at the release plane (K) 

𝑡 = time (s) 

𝑡𝑎 = valve activation time (s) 

𝑡𝑐 = valve complete closure time (s) 

𝑈ℎ = overall heat transfer coefficient 

𝑢 = velocity (m s-1) 

𝑢𝑜𝑙 = velocity at the release plane (m s-1) 

𝑢𝑣 = valve linear closure rate (cm s-1) 

𝑉 = specific volume of the fluid (m3) 

𝑉𝑃𝑁 = single valve cost (£) 

𝑥 = mole fraction 

𝑦 = Principal Component 

𝑍𝑔 = compressibility of the gas phase  

𝑍𝑙 = compressibility of the liquid phase  
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Greek Symbols 

𝛼 = volume fraction 

𝛽𝑥 = fluid/wall friction (kg m-2 s-2) 

𝛤 = orthogonal data matrix 

𝛾 = ratio of specific heats 

𝜀 = pipe roughness height (m) 

𝜃 = angle of inclination of the pipeline to the horizontal plane (o) 

𝜆𝑗 = variance of the 𝑗th Principal Component 

𝜌 = density (kg m-3) 

𝜌𝑔 = gas density (kg m-3) 

𝜌𝑙 = liquid density (kg m-3) 

𝜌𝑜 = fluid density at the prevailing pipeline transportation pressure and temperature (kg m-3) 

Σ = covariance matrix 

𝜏 = stress tensor (N m-2) 

𝜑 = isochoric thermodynamic function 

𝜒 = liquid mass fraction 

𝜔 = acentric factor 
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Chapter 1: 

Introduction 

According to International Energy Agency (IEA) (2020), the global energy demand reached 

13,946.2 Mtoe (Million tonnes of oil equivalent) in 2019. Within the energy mix, about 80% 

is in the form of fossil fuels including oil, natural gas and other hydrocarbons. As the fossil 

fuels production sites are usually not collocated with the power plants, long distance 

transportation is required. Oil and gas may be transported via various options including ships, 

railroads, trucks and high-pressure pipeline networks. Among these options, high-pressure 

pipeline transportation is considered to be the safest and most economically viable 

(Transportation Research Board, 2004). As such, sophisticated networks of high-pressure 

pipelines are widely used in oil and gas industry across the globe. For example, in the UK, the 

National Transmission System (NTS) has a total length of over 7600 km high-pressure natural 

gas pipelines operating at pressures up to 94 bar (National Grid, 2021). Other important 

industrial chemicals such as ethane, propane and ethylene are also broadly transported via high-

pressure (usually over 100 bar) transmission pipelines (Crawley et al., 2003).  

Besides hydrocarbons, in recent years, high-pressure pipelines are being used as the major 

transportation mode for considerable amount of Carbon Dioxide (CO2) (approximately 68 

million tonnes per year) as part of the Carbon Capture and Storage (CCS) chain across the globe 

(Global CCS Institude, 2018). The extensive use of fossil fuels has led to numerous amounts 

of CO2 emissions. According to IEA (2020), the global CO2 emissions in 2019 were around 33 

gigatonnes, increasing by approximately 15 % since 2010. The excessive CO2 emissions can 

lead to global warming and climate change, posing significant threats to living species and the 

environment. CCS is considered as one of the most promising CO2 mitigation methods for 

combating the issue of climate change. In brief, CCS involves the transportation of the captured 

CO2 (e.g. from coal fire power plants or other energy intensive industrial emitters) via high-

pressure pipelines for the subsequent storage in geological formations (e.g. depleted gas 

reservoir). According to the Carbon Capture & Storage Association (2020), CCS can help the 

detention of CO2 emissions for up to 90% from the use of fossil fuels in electricity generation 

and industrial processes. Given CCS’ significant potential in mitigating global warming, the 
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worldwide CO2 pipeline network length is estimated to exceed 100,000 km carrying the 

captured CO2 by 2030 (International Energy Agency, 2009). 

Both fossil fuel and CO2 high-pressure pipelines may by necessity pass through densely 

populated urban areas in order to maintain their economic viability. Given that hydrocarbons 

are highly flammable and explosive, and CO2 is an asphyxiant at high concentrations (> 7% 

v/v; Harper, 2011), a major safety concern is the risks associated with the failure of these 

pipelines. The release of a large amount of flammable or toxic inventories in the event of such 

failures present significant risks to life, environment and property. For example, on 9 

September 2010, a 30 inch diameter natural gas transmission pipeline owned by Pacific Gas & 

Electric Company ruptured and released vast quantities of inventory in San Bruno, California, 

the U.S. (Pipeline and Hazardous Materials Safety Administration, 2017). A violent explosion 

occurred at the time of the rupture, and the escaping gas ignited which quickly engulfed nearby 

houses. 8 fatalities, 51 injuries and over $220 million property damage from the incident were 

reported. The cause of the pipeline rupture was identified as the failure of numerous defective 

welds when the operating pressure in the pipeline was increased. On 19 August 2000, a natural 

gas transmission pipeline rupture failure led to a huge explosion in Carlsbad, New Mexico, the 

U.S., causing severe damage to the neighbourhood including nearby steel suspension bridges 

for gas pipelines crossing the river (National Transportation Safety Board, 2003). The 

explosion itself and the subsequent fire also resulted in 12 fatalities. 

Only in the U.S., 5743 significant pipeline incidents have been reported in the past 20 years. 

These incidents in total have resulted in 258 fatalities, 1143 injuries and more than $10 billion 

damage to property (Pipeline and Hazardous Materials Safety Administration, 2021). Given 

this, the risks associated with pipeline failure must be assessed to ensure the safe design and 

operation of high-pressure transmission pipelines; a main focus being the determination of the 

minimum safe distances in the event of an accidental failure for pipeline routing. 

Central to the above risk assessment is the accurate prediction of the decompression 

characteristics (e.g. pressure and temperature variations as a function of time) and outflow from 

the failed pipeline. Consequently, the development of mathematical models for this purpose 

has been the focus of considerable attention (see for example Mahgerefteh et al., 1999; Terenzi, 

2005; Mahgerefteh et al., 2008; Munkejord et al., 2010b; Lund et al., 2011; Brown, et al., 

2014).  
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The mathematical problem addressed in almost all these models involve solving the mass, 

momentum and energy conservation equations using appropriate numerical schemes, such as 

the Method of Characteristics (MOC). Pipeline outflow models based on the Homogeneous 

Equilibrium Mixture (HEM) assumption are the most popular, robust and computationally 

efficient. The HEM assumption states that the constituent fluid phases are fully dispersed, 

remaining in thermodynamic and mechanical equilibrium with each other during the pipeline 

decompression process.  

Given the above, in recent years, several pipeline outflow models adopting the HEM 

assumption have been developed with different levels of sophistication such as accounting for 

fluid phase transition, fluid/wall heat transfer and friction. Mahgerefteh and his co-workers 

(Mahgerefteh et al., 1999, 2011; Oke et al., 2003) at University College London (UCL) have 

applied the HEM assumption in the development of their models for hydrocarbon and CO2 

pipeline decompression. Real-fluid Equation of States (EoSs) (e.g. Peng-Robison Equation of 

State (PR EoS); (Peng and Robinson, 1976)) were employed for the prediction of the required 

fluid thermal properties and phase equilibrium data. These HEM based models have been 

extensively validated against multiple experimental data obtained from large-scale high-

pressure pipeline decompression experiments for both hydrocarbons and CO2 producing good 

agreement with the model predictions. In subsequent publications, Mahgerefteh et al. (1997, 

2000, 2006, 2010, 2011, 2012) extended their basic pipeline flow model to account for 

emergency shut down, a simplified analytically based vessel blowdown model, decompression 

of pipeline networks and simulating ductile fracture propagation in the pipe wall.  

More recently, Xu et al. (2014) presented the development and validation of a pipeline 

depressurisation model based on the HEM assumption. In the case of single-phase flow, the 

PR-EoS was implemented to calculate fluid thermodynamic properties and phase equilibrium 

data. For two-phase flow, the method developed by Mehra et al. (1983) was used to calculate 

liquid-vapor phase equilibrium. The model was validated against the Botros's experiment 

pressure and temperature data (Botros et al., 2007). The results showed reasonably good 

agreement between the model predictions and experiment data.  

The above studies have demonstrated the efficacy of the HEM based models in successfully 

simulating the highly transient fluid flow behaviour following pipeline failures. In terms of 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 4 - 

 

mitigating their failure consequence, inline emergency isolation devices such as Emergency 

Shutdown Valves (ESDVs) are extensively employed as the front-line tool.  

Three main types of ESDVs are in common use (Oland et al., 2012). These include:  

• Automatic Shut-off Valves (ASVs) which close upon the detection of a change in the 

line pressure. The ASV activation time corresponds to the duration of the fluid 

decompression to a pre-set pressure at the valve location. 

• Remote Control Valves (RCVs). These valves are equipped with an actuator which 

close the valve upon the receipt of a signal from the operator. The RCVs activation time 

is equal the sum of the time lapsed for detection of the set pressure drop at the valve 

location and the operator response time to activate valve closure either automatically or 

manually.  

• Check Valves (CVs). CVs are designed to prevent back-flow from the downstream 

section of a pipeline following its rupture in high-consequence areas, such as water 

basins and population centres (Oland et al., 2012). CVs are activated upon the detection 

of flow reversal at the valve location. In comparison to ASVs and RCVs, CVs offer the 

fasted ‘cut-off’ of a back-flow downstream of the ruptured section of the pipeline 

(Mahgerefteh et al., 1997). However, in practice, the near-instantaneous closure of a 

CV upon rupture may produce a pressure surge which, could in turn create a sufficiently 

large thrust force acting on segments of the pipeline, resulting in its deformation and 

vibrations (Koetzier et al., 1986; Mahgerefteh et al., 1997; Ord, 2006). In extreme cases, 

such pressure surges may exceed the maximum safe operating pressure of the pipeline 

leading to secondary catastrophic failure. 

The appropriate type and the strategic positioning of inline ESDVs, along with their number, 

striking a balance between risk reduction against the valve capital cost, requires the precise 

knowledge of the in-pipe fluid flow dynamics during valve closure.  

As part of the development of the HEM model by Mahgerefteh et al.(1997), the ensuing in-

pipe fluid dynamics upon CVs and ball-type RCVs closure were accounted for through the 

implementation of appropriate boundary conditions including the time-dependent change in 

the available flow area during the valve closure. In the case of a ball-type RCV, the model was 
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successfully validated against available experiment data for emergency isolation of a test CO2 

pipeline (Mahgerefteh et al., 2016). However, fundamentally important questions of crucial 

practical significance have yet to be addressed. These include:  

• the resulting pressure surges upon CV closure  

• the impact of ASV and RCV activation pressure in isolating the outflow flow following 

pipeline failure  

• the efficacy of using different combinations of inline ESDV along with their strategic 

positioning in isolating the outflow flow following pipeline failure  

Given that the flow dynamic response is sensitive to valve types (Thorley, 1989; Chern et al., 

2007), and the significant capital cost of ESDVs which can become prohibitive depending on 

their type (CVs are much cheaper than ASVs or RCVs; Smith and Zappe, 2004) and number 

of units employed, the ‘optimum inline ESDV configuration’ must be carefully determined to 

remain cost effective while still providing sufficient protection in the event of a pipeline failure. 

Such challenge can be defined as a multi-objective problem.  

Recently, Brown et al. (2014) presented a multi-objective optimisation study balancing valve 

spacing in CO2 pipelines as a trade-off between risk reduction versus ESDV installation and 

maintenance costs. The results indicated that beyond a certain threshold, decreasing valve 

spacing provided only a marginal reduction in risk whilst substantially increasing costs. 

However, with the exception of valve spacing, other essential optimisation variables related to 

ESDV configurations, including the ESDV type & combination, number and operational 

settings must also be considered for the multi-objective problem. Significantly, increasing the 

number of optimisation variables leads to numerous additional mathematical complexities, 

whilst making solutions difficult to visualise and analyse. To overcome this limitation, variable 

reduction techniques, such as Principal Component Analysis (PCA), can be adopted to identify 

redundant variables which can be disregarded whilst ensuring an improved outcome.  

To address the above challenges, the aim of this study is to develop and apply a multi-objective 

optimisation method for selecting the ESDV type, number and spacing as well as its 

combinations and operational settings for striking a balance among three objective functions 

namely:  
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i. the ESDV capital cost  

ii. the ESDVs failure rate  

iii. the amount of total inventory escaping prior to complete valve closure following 

pipeline failure  

Based on modelling of the in-pipe transient fluid flow behaviour using the HEM model, the 

main project objectives are to: 

• simulate and investigate ESDV dynamic response following pipeline failures 

• simulate and analyse the efficacy of ESDVs based on their type, number, spacing and 

combination in minimising and ultimately isolating outflow following pipeline failures 

• develop and apply using a real high-pressure transmission pipeline as a case study, a 

multi-objective optimisation method combined with PCA for determining the optimal 

ESDV configurations for high-pressure pipelines 

Two types of pipeline failures; Full Bore Rupture (FBR) and puncture are considered in this 

work. FBR is chosen as it is the most catastrophic type of pipeline failure possible in the 

offshore industry (Ramírez-Camacho et al., 2017). Although in comparison to pipeline FBR 

failure, pipeline puncture is much less catastrophic, its significantly higher failure frequency 

(Goodfellow et al., 2019) requires equal attention when performing quantitative failure 

consequence assessment for high-pressure transmission pipelines.  

Ethylene, natural gas and Carbon Dioxide (CO2) are chosen as the fluids being transported. 

CO2 is selected given its physiological hazard; it is an asphyxiant at concentrations > 7% v/v 

(Harper, 2011) and the planned extensive use of pressurised pipelines for its transport for 

permanent geological storage as part of the Carbon Capture and Storage chain. Ethylene and 

natural gas on the other hand represent flammable and explosive fluids. 

This thesis is divided into 7 chapters: 

In Chapter 2, the theoretical basis for the HEM model and its numerical solution employed in 

this work is presented. The above commences with a review of the background theory for 

pipeline decompression modelling, including the fundamental conservation equations to 
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describe the fluid dynamics for pipe flow. This is followed by the presentation of the HEM 

model’s building blocks covering the pertaining assumptions, the mass, momentum and energy 

conservation equations, the hydrodynamic and thermodynamic relations for homogeneous 

mixtures and the PR EoS for predicting the required fluid thermophysical properties and phase 

equilibrium data. Next, the formulation and implementation of the MOC to solve the 

conservation equations alongside the appropriate boundary conditions required to simulate the 

outflow from a pipeline and ESDV closure dynamic response following failure are presented.  

The various boundary conditions include pipeline upstream conditions (closed end & 

reservoir), pipeline downstream conditions (closed end & open end), FBR & puncture and 

ESDVs (CVs, ASVs and RCVs) closure dynamic response. The same chapter includes a review 

of relevant studies focusing on the applications of the HEM model in predicting high-pressure 

pipeline decompression behaviour. In particular, the model performance is discussed with a 

focus on the degree of agreement of its predictions against the available experimental data for 

pipeline decompression tests & field measurements.  

Chapter 3 presents a review of the development of multi-objective optimisation methods. This 

includes the general approaches for selecting the optimal solutions, the specific techniques to 

visualise the possible solutions and a survey of the relevant studies available in the open 

literature focusing on the applications of multi-objective optimisation methods for pipeline 

network design and operation. 

In Chapter 4, the investigation of ESDV dynamic response and operational characteristics such 

as ASV and RCV activation pressure on the fluid behaviour following the accidental failure of 

a hypothetical nevertheless realistic ethylene pipeline is presented. This is divided into two 

parts: in the first, the results based on the simulation of the pressure surges upon CV closure 

are presented for practical range of ethylene pipeline operating pressures and temperatures. In 

the second part, the impact of the magnitudes of ASV and RCV activation pressure on the total 

amount of inventory escaping prior to complete isolation following pipeline failure is 

investigated and the salient features are discussed. Both FBR and various generic puncture 

diameters are considered.  

Chapter 5 presents the analysis of the efficacy of ESDVs using different inline valve 

combinations and spacing by performing two sets of investigations. The first includes the 

simulation of fluid flow behaviour upon valve closure using a hypothetical CO2 pipeline 
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puncture failure scenario. Different valve spacing of inline RCVs and CVs are investigated, 

and the results are presented and discussed in terms of the variation of fluid release pressure 

and temperature, the discharge mass flowrate and cumulative mass discharged during the 

decompression process. Next, based on the FBR failure of a high-pressure ethylene pipeline, 

the efficacies of ASVs, RCVs and CVs and their combinations for the emergency isolation are 

investigated by comparing the amount of total inventory escaping prior to complete valve 

closure. 

Chapter 6 presents the development of the multi-objective optimisation method combined with 

PCA in order to produce the optimal ESDV configurations for high-pressure pipelines. This is 

based on balancing the ESDV capital cost against the efficacy in minimising and ultimately 

isolating outflow and the total ESDV failure rate for different combinations of inline ESDVs. 

The constructed model is next applied to a real, 1016 mm i.d., 150.2 km long natural gas 

transmission pipeline in China operating at 80 bar and 307.24 K. Starting with defining a set 

of 6 characteristic variables for ESDV settings, PCA is first employed in order to reduce the 

number of these variables whilst retaining good agreement for the problem solution, whilst 

ensuring computational simplification. Next, a description of the optimisation problem is 

presented, detailing the objective functions being used and the various parameter realistic 

values assumed. Finally, the results of the multi-objective optimisation for the ESDV equipped 

pipeline are presented and discussed using scatter plots providing a geometrical visualisation 

of the possible optimal solutions.  

Chapter 7 presents a summary of the important conclusions and suggestions for future work. 
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Chapter 2: 

Fundamental Theory for Pipeline Transient Flow 

Modelling and its Numerical Solution 

2.1 Introduction 

As discussed in Chapter 1, Emergency Shutdown Valves (ESDVs) are employed for the rapid 

isolation of outflow following the accidental failure of pressurised pipelines. Central to 

choosing the appropriate type and strategic positioning of such valves along the pipeline is the 

accurate modelling of the highly transient flow behaviour during the decompression process. 

Amongst the available flow models in the literature, the Homogeneous Equilibrium Mixture 

(HEM) model which assumes thermodynamic and mechanical equilibrium between the 

constituent fluid phases is the most popular method applied for this purpose.  

The development of the HEM model involves two main parts.  

The first part requires: 

i. the formulation of the basic conservation equations governing the flow  

ii. the constituent relations accounting for fluid/pipe wall heat transfer and friction  

iii. a suitable Equations of State (EoS) for predicting real fluid thermophysical and phase 

equilibrium data 

iv. the implementation of the closure boundary conditions  

The second part entails the selection and implementation of an efficient and accurate method 

that resolves or simplifies the above set of equations into easily solvable forms.  

Accordingly, this chapter is organised as follows. 

In Sections 2.2, the basic theory for the key building blocks for pipeline decompression 

modelling are first presented, including the general conservation equations for describing fluid 

flow. This is followed by a discussion of the main features of the existing pipeline multi-phase 
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flow models. These include the HEM model; the Homogeneous Relaxation Mixture (HRM) 

model; the Drift Flux Mixture (DFM) model and the Two-Fluid Mixture (TFM) model.  

Section 2.3 details the mathematical development of the HEM model, including model 

assumptions; conservation equations; hydrodynamic and thermodynamic relations for 

homogeneous mixtures; the general features and the pertaining assumptions of the Peng-

Robinson EoS (PR EoS) for predicting the fluid thermophysical properties and phase 

equilibrium data. Also included is the mathematical formulation of the isothermal steady state 

flow model prior to pipeline failure; an essential requirement for simulating the subsequent 

transient flow behaviour following pipeline failure.  

Sections 2.4 comprises a review of various numerical methods for solving the conservation 

equations governing single/two-phase homogeneous flow in pipelines. Particular attention is 

paid to the detailed formulation and implementation of the Method of Characteristics (MOC) 

as a solution methodology given its accuracy and robustness. In Section 2.5, the boundary 

conditions required to simulate the outflow from a pipeline and ESDV closure dynamic 

response following failure are presented. 

Section 2.6 provides a review of the relevant studies focusing on the applications of the HEM 

model in predicting high-pressure pipeline decompression behaviour. In each study, a main 

focus is the evaluation of the model performance based on the degree of agreement with 

experimental data for pipeline decompression tests & field results. Conclusions are drawn in 

Section 2.7. 

 

2.2 Pipe Flow Modelling 

2.1.1 General Conservation Equations for Fluid Dynamics 

For any type of flow, the general mass, momentum and energy conservation equations for fluid 

dynamics of the kth fluid phase within an arbitrary flow control volume with a control surface 

are given by (Ishii et al., 2006): 
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𝜕𝛼𝑘𝜌𝑘̿̿ ̿

𝜕𝑡
+ ∇ ∙ (𝛼𝑘𝜌𝑘̿̿ ̿𝒖𝑘) + 𝐼𝑘 = 0 2.1 

𝜕𝛼𝑘𝜌𝑘̿̿ ̿𝒖𝑘

𝜕𝑡
+ ∇ ∙ (𝛼𝑘𝜌𝑘̿̿ ̿𝒖𝑘𝒖𝑘) + ∇ ∙ (𝛼𝑘𝑃𝑘̿̿ ̿𝑰) − ∇ ∙ 𝛼𝑘(𝝉𝑘

𝑡 + 𝝉𝑘̿̿ ̿) + 𝐼𝑘
𝒖𝑘 − 𝛼𝑘𝑭𝑘̿̿̿̿

= 0 

2.2 

𝜕𝛼𝑘𝜌𝑘̿̿ ̿𝐸𝑘

𝜕𝑡
+ ∇ ∙ (𝛼𝑘𝜌𝑘̿̿ ̿𝒖𝑘𝐸𝑘) + ∇ ∙ (𝛼𝑘𝑃𝑘̿̿ ̿𝑰 ∙ 𝒖𝑘) − ∇ ∙ (𝛼𝑘𝝉𝑘̿̿ ̿ ∙ 𝒖𝑘) + ∇

∙ 𝛼𝑘(𝒒𝑘
𝑡𝑏 + 𝒒𝑘̿̿ ̿) + �̿�

𝜕𝛼𝑘
𝜕𝑡

+ 𝐼𝑘
𝐸𝑘∗ − 𝛼𝑘𝑭𝑘̿̿̿̿ ∙ 𝒖𝑘 = 0 

2.3 

where, 𝛼𝑘, 𝜌𝑘, and 𝑃𝑘 are respectively the volume fraction, density, and pressure of the kth fluid 

phase. 𝐼𝑘, 𝐼𝑘
𝒖𝑘 and 𝐼𝑘

𝐸𝑘∗ are respectively donated as the interface mass, momentum and energy 

exchange (interaction) terms. The velocity, heat flux and body force are respectively 

symbolised by the vectors, 𝒖𝑘, 𝒒𝑘 and 𝑭𝑘. 𝝉𝑘 and 𝑰 respectively represent the stress tensor and 

the identity matrix. The subscript k is the kth fluid phase while the superscript 𝑡𝑏  is the 

turbulence. ‘ ̿ ’ and ‘ ’ are the averaging operators, which respectively represent phase-

weighted time-averaging and mass-weighted time-averaging. The total energy, 𝐸𝑘 is defined 

as: 

𝐸𝑘 = 𝑒𝑘 + |𝒖𝑘|
2/2 2.4 

where, 𝑒𝑘 is the internal energy and the term |𝒖𝑘|
2/2 is the kinetic energy. 

 

2.1.2 Pipe Flow Modelling 

2.1.2.1 General Conservation Equations for Pipe Flow 

As the conservation equations presented above are a set of coupled, high-order and non-linear 

Partial Differential Equations (PDEs), they cannot be solved analytically (Ferziger et al., 2020). 

As such, these conservations equations are often solved by neglecting the inconsequential terms 
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based on appropriate assumptions to reduce the computational complexity for most practical 

engineering problems.  

In terms of pipe flow, equations 2.1 to 2.3 are often assumed to be one-dimensional and 

momentum diffusion, energy diffusion and turbulence terms are commonly neglected to enable 

simpler mathematical derivation (Mahgerefteh et al., 1999; Cleaver et al., 2003; Oke et al., 

2003). Under such assumptions, the terms 𝐼𝑘
𝒖𝑘 and 𝐼𝑘

𝐸𝑘∗ in equations 2.2 and 2.3 respectively 

serve as fluid/wall friction and heat transfer (Ishii and Hibiki, 2011). Besides, the volumetric 

terms and the interface exchange terms in equations 2.1 to 2.3 can be combined as the source 

terms (Saha, 1997). Given the above, the mass, momentum and energy conservation equations 

describing one-dimensional pipe flow of the kth fluid phase can be respectively simplified as 

(Zheng, 2018): 

𝜕𝛼𝑘𝜌𝑘
𝜕𝑡

+
𝜕𝛼𝑘𝜌𝑘𝑢𝑘
𝜕𝑥

= 𝑆𝑀,𝑘 2.5 

𝜕𝛼𝑘𝜌𝑘𝑢𝑘
𝜕𝑡

+
∂(𝛼𝑘𝜌𝑘𝑢𝑘

2 + 𝛼𝑘𝑃𝑘)

∂𝑥
= 𝑆𝐹,𝑘 2.6 

𝜕𝛼𝑘𝜌𝑘𝐸𝑘
𝜕𝑡

+
∂(𝛼𝑘𝜌𝑘𝑢𝑘𝐸𝑘 + 𝛼𝑘𝑢𝑘𝑃𝑘)

∂𝑥
+ 𝑃𝑘

𝜕𝛼𝑘
𝜕𝑡

= 𝑆𝐸,𝑘 2.7 

where, 𝑆𝑀,𝑘, 𝑆𝐹,𝑘 and 𝑆𝐸,𝑘 are respectively defined as the source terms for the mass, momentum 

and energy conservation equations. 

 

2.1.2.2 Multi-phase Flow Modelling 

Multi-phase flow often occurs during pipeline decompression due to liquid evaporation or 

vapour condensation. Modelling such phenomenon requires more than one set of conservation 

equations as a result of the complex interface interactions. For instance, the flows can be 

considered as homogeneous (thermodynamic and mechanical) equilibrium if the rates of 

interphase mass, momentum and energy exchange are sufficient high. Heterogenous flows (e.g. 

slug flow, stratified flow and annular flow) will occur if the rate of interphase momentum 
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exchange is not high enough to retain mechanical equilibrium. When the rates of interface mass 

and energy exchange are delayed, thermodynamic non-equilibrium will occur resulting in fluid 

metastable states and distinctive phasic temperatures. 

As such, various approaches have been developed in recent studies focusing on modelling the 

above phenomena incorporating different interface interactions. These studies can be generally 

categorised as follows (Munkejord et al., 2016; Pham and Rusli, 2016): Homogeneous 

Equilibrium Mixture (HEM) model; Homogeneous Relaxation Mixture (HRM) model; Drift 

Flux Mixture (DFM) model and Two-Fluid Mixture (TFM) model. The main features of these 

four models are presented in table 2.1. 
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Table 2.1: Main features of common flow models for predicting pipeline decompression and their application examples. 

Multi-phase Flow Model Main Features Model Application Examples 

HEM model • The constituent fluid phases are assumed to be at thermal (i.e. same 

temperature and pressure) and mechanical (i.e. no phase slip) 

equilibrium 

• The most frequently applied model as a result of its simplicity and low 

computational demand 

Mahgerefteh et al. (1997, 1999, 

2011) 

Martynov et al. (2014) 

Lund at el. (2011) 

Terenzi (2005) 

HRM model • Employed to model thermodynamic non-equilibrium due to delayed 

phase transition during pipeline decompression 

Angielczyk et al. (2010) 

Brown et al. (2013) 

DFM model • Applied to model mechanical non-equilibrium caused by finite rate of 

interface momentum exchange 

Munkejord et al. (2010) 

TFM model • Both thermodynamic and mechanical non-equilibrium between the 

constituent fluid phases. Interface interactions are modelled explicitly 

• More physically relevant and has a wider range of applicability in 

pipeline decompression modelling 

Brown et al. (2014) 

Munkejord and Hammer (2015) 

Zheng (2018) 
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Given its simplicity and relatively low computational demand (Mahgerefteh et al., 1999; 

Zheng, 2018), the HEM model is the most frequently applied model for predicting pipe flow, 

which has evolved in recent years, with different levels of sophistication such as accounting 

for fluid phase transition, fluid/wall heat transfer and friction. Furthermore, the HEM model 

has been shown to produce reasonably good agreement against available field and experimental 

data for simulating the decompression failure of high-pressure pipelines (see (Mahgerefteh et 

al., 1999, 2012; Oke et al., 2003; Xu et al., 2014; Teng et al., 2016), for example). Given the 

above, the HEM model is adopted in this study.  

Accordingly, given its relevance, in the following sections, the detailed mathematical 

development for the HEM model and its numerical solution is presented. The mathematical 

developments for the HRM, DFM and TFM models can be found elsewhere (Bilicki and 

Joseph, 1990; Downar-Zapolski et al., 1996; Paillère et al., 2003; Munkejord et al., 2010a; 

Brown et al., 2013; Yeom and Chang, 2013; Zheng, 2018). 

 

2.3 Homogeneous Equilibrium Mixture Model  

2.3.1 Modelling Assumptions  

The development of the in-pipe transient flow following pipeline failure is based on the 

following assumptions: 

➢ Steady state isothermal flow prior to pipeline failure 

➢ The flow is assumed to be one-dimensional  

➢ For multi-phase flow, the constituent fluid phases are assumed to be at thermal (i.e. 

same temperature and pressure) and mechanical (i.e. no phase slip) equilibrium  

➢ The pipeline is firmly clamped and of uniform cross-sectional area 
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2.3.2 Conservation Equations  

Assuming one-dimensional flow and neglecting the viscous terms, the mass, momentum and 

energy conservation equations of the HEM model are respectively given by (Versteeg et al., 

1995): 

𝜕𝜌

𝜕𝑡
+
𝜕𝜌𝑢

𝜕𝑥
= 0 2.8 

𝜕𝜌𝑢

𝜕𝑡
+
𝜕(𝜌𝑢2 + 𝑃)

𝜕𝑥
= 𝛽𝑥 − 𝜌𝑔 sin 𝜃 2.9 

𝜕[𝜌 (𝑒 +
𝑢2

2
)]

𝜕𝑡
+
𝜕[𝜌𝑢 (𝑒 +

𝑢2

2
) + 𝑃𝑢]

𝜕𝑥
= 𝑄ℎ − 𝑢𝛽𝑥 

2.10 

where, 𝜌, 𝑒, 𝑢 , 𝑃, 𝜃 , 𝑔, 𝑄ℎ  and 𝛽𝑥  are the bulk average density, internal energy, velocity, 

pressure, angle of inclination of the pipeline to the horizontal plane, gravitational acceleration, 

fluid/wall heat transfer and friction, respectively. 𝑡 and 𝑥 are respectively the time and space. 

The total derivative of density with respect to time, 𝜕𝜌/𝜕𝑡 in equation 2.8, can be expressed in 

terms of either fluid pressure and entropy or fluid pressure and enthalpy. As demonstrated by 

Oke (2004), the pressure and enthalpy formulation produces the best accuracy when compared 

to real data alongside considerable reduction in computational run-time. As such, the same 

formulation is implemented in this work. Thus, the conservation equations of mass, momentum 

and energy with pressure, enthalpy and velocity being the primitive variables can be 

respectively expressed as (Oke, 2004):  

(𝜌𝑇 + 𝜑)(
𝜕𝑃

𝜕𝑡
+ 𝑢

𝜕𝑃

𝜕𝑥
) − 𝜌𝜑(

𝜕ℎ

𝜕𝑡
+ 𝑢

𝜕ℎ

𝜕𝑥
) + 𝜌2𝑎2𝑇

𝜕𝑢

𝜕𝑥
= 0 2.11 

𝜕𝜌𝑢

𝜕𝑡
+
𝜕(𝜌𝑢2 + 𝑃)

𝜕𝑥
= 𝛽𝑥 − 𝜌𝑔 sin 𝜃 2.12 

𝜌
𝑑ℎ

𝑑𝑡
−
𝜕𝑃

𝜕𝑡
− 𝑢

𝜕𝑃

𝜕𝑥
= 𝑄ℎ − 𝑢𝛽𝑥 2.13 
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where, ℎ  is the enthalpy. 𝑎  and 𝜑  are respectively the speed of sound and isochoric 

thermodynamic function (see later).  

 

2.3.3 Hydrodynamic and Thermodynamic Relations for Homogeneous 

Mixtures 

2.3.3.1 The Speed of Sound  

The speed of propagation of waves transmitting information through the fluid is largely 

dependent on the speed of sound.  

For single-phase homogeneous mixtures, the speed of sound, 𝑎 is derived analytically as given 

by (Picard and Bishnoi, 1987): 

𝑎2 =
𝛾

𝑘𝜌
 2.14 

where, the ratio of specific heats, 𝛾 and isothermal coefficient of volumetric expansion 𝑘, are 

respectively given by (Walas, 1985):  

𝛾 =
𝐶𝑃
𝐶𝑉

 2.15 

𝑘 = −𝜌 (
𝜕𝑉

𝜕𝑃
)
𝑇
 2.16 

Here, 𝑉 is the specific volume of the fluid. 𝐶𝑃  and 𝐶𝑣  are respectively the specific heats at 

constant pressure and volume. The term (
𝜕𝑉

𝜕𝑃
)
𝑇

 can be obtained analytically from 

differentiation of the EoS (see Section 2.3.4). 

For two-phase mixtures, the speed of sound is evaluated numerically at a given temperature 

and pressure given by (Mahgerefteh et al., 2000): 
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𝑎2 = (
∆𝑃

𝜌(𝑇, 𝑃) − 𝜌(𝑇∗, 𝑃 − ∆𝑃)
)
𝑠

 2.17 

where, ∆𝑃  is the infinitesimal change in pressure and 𝑇∗ represents the corresponding 

temperature obtained from the pressure-entropy flash calculation. 

 

2.3.3.2 The Isochoric Thermodynamic Function, 𝝋 

The isochoric thermodynamic function  𝜑  (equation 2.11), for single-phase homogeneous 

fluids, is defined as (Picard and Bishnoi, 1987): 

𝜑 = (
𝜕𝑃

𝜕𝑠
)
𝜌
=
𝜌𝜉𝑇𝑎2

𝐶𝑃
 2.18 

where, 𝜉 is the isobaric coefficient of volumetric expansion which can be given by: 

𝜉 =
1

𝑉
(
𝜕𝑉

𝜕𝑇
)
𝑃

 2.19 

For two-phase mixtures, by adopting Maxwell’s relations, the isochoric thermodynamic 

function can be expressed as (Walas, 1985): 

𝜑 = 𝜌2 (
𝜕𝑇

𝜕𝜌
)
𝑠

= 𝜌2 (
∆𝑇

∆𝜌
)
𝑠

 2.20 

The above equation can be solved numerically by performing an isentropic flash calculation, 

same as the solution of equation 2.17. 
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2.3.3.3 Two-phase Mixture Density  

In line with the HEM assumption (Section 2.3.1), for vapour-liquid two-phase flow, the 

pressure and temperature for both phases are equal. Accordingly, the mixture density can be 

defined as (Atti, 2006): 

𝜌 =
𝜌𝑔𝜌𝑙

𝜌𝑔(1 − 𝜒) + 𝜌𝑙𝜒
 2.21 

where, 𝜒 is the liquid mass fraction. 𝜌𝑔 and 𝜌𝑙 are the density of the gas and liquid density (at 

given 𝑇 and 𝑃) which can be respectively given by: 

𝜌𝑔 =
𝑃𝑀𝑔

𝑍𝑔𝑅𝑇
 2.22 

𝜌𝑙 =
𝑃𝑀𝑙

𝑍𝑙𝑅𝑇
 2.23 

Here, 𝑃  and 𝑇  are the equilibrium pressure and temperature, respectively. 𝑍𝑔  and 𝑍𝑙  are 

respectively the compressibility of the gas phase and liquid phase. 𝑀𝑔 and 𝑀𝑙 are respectively 

the molecular weights of the gas and liquid phases.  

 

2.3.3.4 Fluid/wall Friction 

Fluid/wall friction can be included as a body force in the momentum conservation equation for 

one-dimensional pipeline decompression flow models. It is correlated with the friction factor, 

𝑓𝑤, determined by appropriate empirical relations that depend on the flow regime. 

The fluid/wall friction, 𝛽𝑥 is defined as (Oke, 2004): 

𝛽𝑥 = −2
𝑓𝑤𝜌𝑢|𝑢|

𝐷
 2.24 

where, 𝑓𝑤 and 𝐷 are respectively the fanning friction factor and pipeline diameter.  
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For laminar pipe flow (Reynolds number, Re < 2300), the fanning friction factor is independent 

of the pipe roughness and can be given by (Rohsenow et al., 1998): 

𝑓𝑤 =
16

Re
 2.25 

For transition (2300 < Re < 4000) and turbulent flows (Re > 4000) in rough pipes (the pipe 

roughness height, 𝜀 is greater than thickness of viscous sublayer), the fanning friction factor is 

calculated from Chen (1979): 

1

√𝑓𝑤
= 3.48 − 1.7372 ln (

𝜀

𝑟𝑖𝑛
−
16.2446

𝑅𝑒
ln 𝐴) 2.26 

where, 

𝐴 =
(𝜀 𝑟𝑖𝑛⁄ )1.0198

6.0983
+ (

7.149

𝑅𝑒
)
0.8981

 2.27 

Here, 𝑟𝑖𝑛 is the pipe inner radius. 

In the case of transition and turbulent flows in smooth pipes ( 𝜀 is less than thickness of viscous 

sublayer), the fanning friction factor is evaluated using the recommendation of Rohsenow et 

al. (1998): 

1

√𝑓𝑤
= 1.7372 ln (

𝑅𝑒

1.694𝑅𝑒 − 3.8215
) 2.28 

 

2.3.3.5 Fluid/Wall Heat Transfer 

Newton’s cooling law is widely used for determining the heat fluid/wall exchange, 𝑄ℎ for a 

fluid flowing in a pipe (Fairuzov, 1998; Mahgerefteh et al., 1999): 
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𝑄ℎ =
4

𝐷𝑖𝑛
𝑈ℎ(𝑇𝑎𝑚𝑏 − 𝑇𝑓) 2.29 

where, 𝑈ℎ  is the overall heat transfer coefficient. 𝑇𝑎𝑚𝑏  and 𝑇𝑓  are respectively the ambient 

temperature and temperature of the fluid.  

 

2.3.4 The Peng – Robinson Equation of State 

In the above, some key thermodynamic variables for pipeline outflow modelling were defined. 

The calculation of the pertinent fluid thermophysical properties and phase equilibrium data 

requires an appropriate EoS. In this study the PR EoS (Peng and Robinson, 1976) is employed 

given its established applicability to high pressure hydrocarbon mixtures along with its 

computational efficiency (Walas, 1985; Mahgerefteh et al., 1999). 

The PR EoS for a pure component is given by (Peng and Robinson, 1976):  

𝑃 =
𝑅𝑇

𝑉 − 𝑏𝑉
−

𝑎𝑉(𝑇)

𝑉2 + 2𝑏𝑣 − (𝑏𝑣)2
 2.30 

𝑎𝑉(𝑇) = 𝑎(𝑇𝑐) × 𝛼(𝑇𝑟 , 𝜔) 2.31 

At the critical point, parameters 𝑎 and 𝑏 are expressed in terms of the critical properties: 

𝑎(𝑇𝑐) = 0.45724
𝑅2𝑇𝐶

2

𝑃𝐶
2  2.32 

𝑏(𝑇𝑐) = 0.07780
𝑅𝑇𝐶
𝑃𝐶

 2.33 

For mixtures, parameters 𝑎 and 𝑏 are defined as: 

𝑎 =∑ ∑ (1 − 𝐾𝑖𝑗)√(𝑎𝑖𝛼𝑖)(𝑎𝑗𝛼𝑗)
𝑁

𝑗

𝑁

𝑖
 2.34 
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𝑏 =∑ 𝑥𝑖𝑏𝑖
𝑁

𝑖
 2.35 

where, Pc, Tc, V, R and ω are the critical pressure, critical temperature, molar volume, the 

universal gas constant and the acentric factor, respectively. 𝑎𝑖  and 𝑏𝑖 are the constants 

determined for each component. Also, Kij and 𝑥𝑖 are the binary interaction parameter and 

component mole fractions, respectively. The alpha function, 𝛼, is given by Soave (1972): 

𝛼 = (1 + 𝜅 (
𝑇

𝑇𝐶
)
0.5

)

2

 2.36 

where, 

𝜅 = 0.48 + 1.574𝜔 − 0.175𝜔2 2.37 

From equation 2.16, the term (
𝜕𝑉

𝜕𝑃
)
𝑇
 can be obtained by differentiating the PR EoS (equation 

2.30) to give: 

(
𝜕𝑉

𝜕𝑃
)
𝑇
 = [

−𝑅𝑇

(𝑉 − 𝑏𝑉)2
−

𝑎𝑉𝛼(2𝑉 + 2𝑏𝑉)

[𝑉2 + 2𝑏𝑉𝑉 − (𝑏𝑉)2]2
]
−1

 2.38 

 

2.3.5 The Steady State Isothermal Flow Model 

As mentioned in Section 2.3.1, isothermal steady state flow is assumed prior to pipeline failure. 

The corresponding pressure drop based on the continuity and momentum equations presented 

in Section 2.3.2 is determined following Oke (2004) given its successful validation against real 

data. The following is a brief overview.  

When all the fluid properties are time invariant, the steady state expression for one-dimensional 

mass continuity can be written as: 
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𝑢
𝑑𝜌

𝑑𝑥
+ 𝜌

𝑑𝑢

𝑑𝑥
= 0 2.39 

The above equation can be rewritten by separating variables and integrating (Oke, 2004): 

𝜌𝑖𝑢𝑖 = 𝜌𝑖−1𝑢𝑖−1 2.40 

Here, the subscripts 𝑖 and 𝑖 − 1 respectively denote the current and penultimate grid point. It 

is noted that equation 2.40 is the governing equation for mass conservation, valid for steady 

state flow in a uni-diameter pipeline. 

Similar to equation 2.39, the steady state one-dimensional momentum equation can also be 

expressed by setting the time derivatives to zero such that: 

𝜌𝑢
𝑑𝑢

𝑑𝑥
+
𝑑𝑃

𝑑𝑥
= 𝛽𝑥 − 𝜌𝑔 sin 𝜃 2.41 

In order to calculate the pressure drop under isothermal steady state condition prior to pipeline 

failure, substituting the expression for 𝛽𝑥 (equation 2.24), equation 2.41 can be integrated and 

rewritten as (Oke, 2004): 

1

2
[(

𝜌

𝜌2𝐾3 + 𝐾2
)
𝑃𝑖

+ (
𝜌

𝜌2𝐾3 + 𝐾2
)
𝑃𝑖−1

] (𝑃𝑖 − 𝑃𝑖−1)

+
𝐾1
2𝐾2

[2 ln (
𝜌𝑖
𝜌𝑖−1

) − ln (
𝜌𝑖
2𝐾3 + 𝐾2

𝜌𝑖−1
2 𝐾3 +𝐾2

)] = 𝑥𝑖 − 𝑥𝑖−1 

2.42 

where, 𝐾1, 𝐾2 and 𝐾3 are constants and can be given by: 

𝐾1 = −(𝜌𝑢)2 2.43 

𝐾2 = −
2𝑓𝑤(𝜌𝑢)

2

𝐷𝑖𝑛
 2.44 

𝐾3 = 𝑔 sin 𝜃 2.45 
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Based on the above, the following presents the calculation algorithm for determining the 

isothermal steady state pressure drop along the pipe prior to failure (Oke, 2004): 

1. Provide the fluid/flow data at pipeline inlet (e.g. fluid pressure, temperature and 

velocity, etc.). 

2. Divide the pipeline into a number of equidistant grids with the distance ∆𝑥 = 𝑥𝑖 − 𝑥𝑖−1. 

3. Guess 𝑃𝑖 (downstream pressure at the next grid point). 

4. Calculate left hand side of equation 2.42 in conjunction with the PR EoS.  

5. If equation 2.42 is satisfied, the fluid velocity 𝑢𝑖  can be updated by equation 2.40. 

Otherwise go back to step 3 and update the guessed 𝑃𝑖 until equation 2.40 is satisfied. 

6. Update fluid properties at this grid point. Then repeat steps 3 to 5 to calculate the 

pressure drop at the next grid point until fluid properties at the final grid point can be 

calculated. 

 

2.4 Numerical Solution of Hyperbolic Partial Differential 

Equations  

In Section 2.3.2, the mass, momentum and energy conservation equations were presented to 

describe the transient fluid flow during pipeline decompression in the event of failure. These 

equations are a set of quasi-linear hyperbolic Partial Differential Equations (PDEs) which 

contain nonlinear teams. To solve them, a numerical method needs to be introduced (Flatt, 

1986; Mahgerefteh et al., 1999). There are a variety of numerical methods that can be used to 

solve the PDEs. The most commonly employed methods are: the Finite Difference Method 

(FDM) (see for example Chen, 1993; Bendlksen et al., 2004), the Finite Volume Method 

(FVM) (see for example LeVeque, 2002; Toro, 2009) and the Method of Characteristics 

(MOC) (see for example Zucrow and Hoffman, 1976; Flatt, 1986; Chen et al., 1992).  

In the case of the FDM, the spatial domain is divided into a series of nodes forming a grid. 

Then by substituting finite approximations, the derivatives appearing in the PDEs take values 
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at the nodal points which result in a system of algebraic equations. Turning to the FVM, the 

system is discretised into a set of control volumes. A system of algebraic equations is generated 

by approximating the integral of the PDEs over each cell. In recent years, the application of the 

FVM to hyperbolic PDEs has received considerable attention (LeVeque, 2002; Toro, 2009; 

Brown, 2011). However, according to Mahgerefteh and Atti (2006), these methods are 

unsuitable for modelling the transient flow following pipeline failure due to the numerical 

diffusion.  

The MOC, on the other hand, is particularly suited to the solution of hyperbolic equations with 

two independent variables (for example, x and t in this case). The MOC essentially converts 

the PDEs into Ordinary Differential Equations (ODEs). This is achieved through particular co-

ordinate changes so that the co-ordinates represent curves in the x-t plane along which the 

ODEs hold. The MOC has been proved particularly suitable for systems containing complex 

boundary conditions (such as modelling inline ESDVS), as each boundary condition can be 

applied individually to each characteristic curve moving into the computational domain. (Saha, 

1997). 

Given the above and its unrivalled popularity, the MOC is adopted in this study for numerical 

solution of the conservation equations governing single/two-phase flow following pipeline 

failure. The following provides an overview of the MOC, including the grid discretisation 

method, the numerical formulation and implementation of the MOC and the finite difference 

method to resolve the compatibility equations. 

 

2.4.1 Methods of Discretisation 

There are two main grid discretisation methods for the MOC: the first one is the Characteristic 

Grid (CG) method (Wylie and Streeter, 1993), also be known as the Natural Method of 

Characteristics. The second one is the Inverse Marching method, also known as the Method of 

Specified Time Intervals (MST) (Flatt, 1986). 

Figure 2.1 shows the schematic representation of the CG method. For this method, the position 

of the solution is not known in advance. This is determined by the intersection of the left and 

the right running characteristics with the origin located at points where the solution is already 
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known. A free-floating grid is created in the x-t plane as shown in figure 2.1. The advantage of 

this method is the particularly accuracy as the solution progresses along the characteristics 

naturally. 

 

Figure 2.1: Schematic representation of the Characteristic Grid method. 

Figure 2.2 shows the schematic representation of the MST. As can be observed in the figure, 

the locations of the solution points are specified in advance and characteristic lines are traced 

backwards in time to their origin through the previous points. The method necessitates 

interpolation to locate the intersection of all three characteristics on the previous timeline. Thus, 

this can result in a loss of accuracy. 

 

Figure 2.2: Schematic representation of the Method of Specified Time Intervals. 
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Compared to the MST, the CG method has a better predictive accuracy. However, the 

implementation of boundary conditions at predefined times is numerically different. The CG 

method does not allow for implementing prevailing boundary conditions, which is often 

applied in modelling pipeline failures such as ESDV closure at specified time and distance 

along the pipe. In contrast, the MST allows direct control on the time of input variables which 

are given at boundaries. As such, the MST is chosen for grid discretisation in this study. 

 

2.4.2 Numerical Formulation and Implementation of the Method of 

Characteristics 

The solution for PDEs using the MOC comprises two steps: 

1. Conversion of the PDEs into a system of ODEs called the compatibility equations. 

2. Solution of the compatibility relations based on the MST method employing the Euler 

predictor-corrector technique. 

 

2.4.2.1 Conversion of Partial Differential Equations to Ordinary Differential Equations 

According to Zucrow and Hoffman (1976), the governing conservation equations (PDEs) of 

mass, momentum and energy (see Section 2.3.2) can be replaced by three compatibility 

equations (ODEs). The following is a summary of the main results showing the final form of 

the compatibility relations and the characteristic curves (or simply characteristics) along which 

they hold. 

The three compatibility relations associated with the conservation of mass, momentum and 

energy, which are valid along three characteristic equations, are respectively given as (Zucrow 

and Hoffman, 1976): 

Path line compatibility equation: 

𝜌𝑜𝑑𝑜ℎ − 𝑑𝑜𝑃 = 𝜓𝑑𝑜𝑡 2.46 
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along the Path line characteristic (C0): 

𝑑0𝑡

𝑑0𝑥
=
1

𝑢
 2.47 

Positive Mach line compatibility equation: 

𝑑+𝑃 + 𝜌𝑎𝑑+𝑢 = (𝑎𝛼 +
𝜑𝜓

𝜌𝑇
)𝑑+𝑡 2.48 

along the positive characteristic line (Mach line) (C+): 

𝑑+𝑡

𝑑+𝑥
=

1

𝑢 + 𝑎
 2.49 

Negative Mach line compatibility equation: 

𝜌𝑎𝑑−𝑢 − 𝑑−𝑃 = (𝑎𝛼 −
𝜑𝜓

𝜌𝑇
)𝑑−𝑡 2.50 

along the negative characteristic line (Mach line) (C-): 

𝑑−𝑡

𝑑−𝑥
=

1

𝑢 − 𝑎
 2.51 

where, 𝑡, 𝑥, 𝑢, 𝑎, 𝑃, 𝜌 and 𝑇 are computed at each node point. The thermodynamic property, 

𝜓 can be given by the following relation: 

𝜓 = 𝜑
𝑄ℎ − 𝑢𝛽𝑥

𝜌𝑇
 2.52 

The positive and negative Mach lines, C+ and C- respectively govern the speed of propagation 

of the expansion and compression waves, while the Path line, C0 dictates the rate of flow 

through any given point along the pipeline. 
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2.4.2.2 Solution of the Compatibility Equations 

Figure 2.3 shows the schematic representation of Path line (C0) and Mach lines (C+, C-) based 

on the MST grid construction. As mentioned previously, the solution for the compatibility 

equations necessitates the tracing of characteristic lines in a discretised x-t plane. 

 

Figure 2.3: Schematic representation of Path line (C0) and Mach lines (C+, C-) characteristics 

at a grid point along the time (t) and space (x) axes. 

Here, at the initial time 𝑡1, it is assumed that the fluid properties are already known at grid 

points 𝑖 − 1, 𝑖 and 𝑖 + 1. The initial conditions at the foot of each characteristic curve (i.e., 𝑝, 

𝑜 and 𝑛) can be calculated by linear interpolation. A finite difference method is adopted to 

solve the compatibility equations to obtain the flow variables 𝑃, ℎ and 𝑢 at the intersection 

point 𝑗 at the next time step, 𝑡1 + 𝛥𝑡. 

The Courant-Friedrichs-Lewy (CFL) criterion (Courant et al., 2002) is applied to calculate the 

pre-specified time. This criterion is a requirement for the stability of the numerical scheme 

employed for the system under consideration. It is given by: 

Δ𝑡 ≤
∆𝑥

|𝑢 + 𝑎|𝑚𝑎𝑥
 2.53 

where, Δ𝑡 and ∆𝑥 are respectively the time step and distance interval.  
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2.4.3 Finite Difference Solution of Compatibility Equations 

Zucrow and Hoffman (1976) introduced the finite difference method used to resolve the 

compatibility relations. Following is a brief description highlighting the important aspects. 

In order to solve the compatibility and characteristic equations (2.46 to 2.51) numerically, the 

Euler predictor-corrector finite difference technique is applied (Zucrow and Hoffman, 1976). 

The method consists of two steps: the explicit predictor step which is used as an estimate of 

the fluid properties at the solution point, followed by the corrector step which is applied as an 

initial estimate for an implicit approximation of the time step. 

 

2.4.3.1 First Order Approximation: Predictor Step 

In the predictor step the Path line, positive Mach line and negative Mach line compatibility 

equations (equations 2.46, 2.48 and 2.50) are respectively replaced with their finite difference 

form as (Atti, 2006): 

𝜌𝑜(ℎ𝑗 − ℎ𝑜) − (𝑃𝑗 − 𝑃𝑜) = 𝜓𝑜(𝑡𝑗 − 𝑡𝑜) 2.54 

(𝜌𝑎)𝑝(𝑢𝑗 − 𝑢𝑝) + (𝑃𝑗 − 𝑃𝑝) = (𝑎𝛼 +
𝜑𝜓

𝜌𝑇
)
𝑝

(𝑡𝑗 − 𝑡𝑝) 2.55 

(𝜌𝑎)𝑛(𝑢𝑗 − 𝑢𝑛) − (𝑃𝑗 − 𝑃𝑛) = (𝑎𝛼 −
𝜑𝜓

𝜌𝑇
)
𝑛

(𝑡𝑗 − 𝑡𝑛) 2.56 

where, the subscripts assigned to the various properties in equations 2.54 to 2.56 denote the 

location in space and time, as shown in figure 2.3. The locations 𝑥𝑝, 𝑥𝑜 and 𝑥𝑛 are determined 

from a first order finite difference form of equations 2.47, 2.49 and 2.51. The fluid properties 

from these locations are then linearly interpolated from those at grid points 𝑖 − 1, 𝑖 and 𝑖 + 1 

(Atti, 2006). 
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2.4.3.2 Second Order Approximation: Corrector Step 

In the second step, the second order approximation is employed to improve the accuracy of the 

first order solution. The finite difference form of the Path line, positive Mach line and negative 

Mach line compatibility equations (equations 2.46, 2.48 and 2.50) can be respectively 

expressed as (Atti, 2006): 

1

2
(𝜌𝑜 + 𝜌𝑗)(ℎ𝑗 − ℎ𝑜) − (𝑃𝑗 − 𝑃𝑜) =

1

2
(𝜓𝑜 + 𝜓𝑗)(𝑡𝑗 − 𝑡𝑜) 2.57 

1

2
[(𝜌𝑎)𝑝 + (𝜌𝑎)𝑗](𝑢𝑗 − 𝑢𝑝) + (𝑃𝑗 − 𝑃𝑝)

=
1

2
[(𝑎𝛼 +

𝜑𝜓

𝜌𝑇
)
𝑝

+ (𝑎𝛼 +
𝜑𝜓

𝜌𝑇
)
𝑗

] (𝑡𝑗 − 𝑡𝑝) 
2.58 

1

2
[(𝜌𝑎)𝑛 + (𝜌𝑎)𝑗](𝑢𝑗 − 𝑢𝑛) − (𝑃𝑗 − 𝑃𝑛)

=
1

2
[(𝑎𝛼 −

𝜑𝜓

𝜌𝑇
)
𝑛

+ (𝑎𝛼 −
𝜑𝜓

𝜌𝑇
)
𝑗

] (𝑡𝑗 − 𝑡𝑛) 
2.59 

Similar to the predictor step, a second order finite difference form of equations 2.47, 2.49 and 

2.51 is introduced to calculate the positions 𝑥𝑝, 𝑥𝑜 and 𝑥𝑛. The fluid properties at these points 

are then found by linear interpolation, as in the first order step. This calculation is repeated 

until a certain tolerance (ca. 10-5) is satisfied for the three independent flow variables: 𝑃, ℎ and 

𝑢. 

 

2.5 Boundary Conditions for Simulating Pipeline Failure 

In this section, the mathematical formulation for defining the pertinent boundary conditions 

required for simulation of the outflow following pipeline failure are presented. Such boundary 

conditions include: 

• Pipeline upstream conditions (closed end & reservoir) 

• Pipeline downstream conditions (closed end & open end) 
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• Full bore rupture (FBR) 

• Puncture 

• ESDV closure dynamic response  

 

2.5.1 Pipeline Upstream Conditions 

The grid scheme at the inlet end of the pipeline is presented in figure 2.4. Only Path line (C0) 

and negative Mach line (C-) characteristics are applicable at the inlet end of the pipeline and 

hence only two compatibility equations are valid. Thus, the inlet end boundary condition must 

be applied to determine the pertinent flow variables. 

 

Figure 2.4: Schematic representation of the active characteristic lines (C0 and C-) at the inlet 

end point along the time (t) and space (x) axes. 

 

2.5.1.1 Closed End 

For the closed end inlet boundary condition, the pipeline inlet flow velocity (𝑢𝑗) is zero. The 

first order finite difference approximation (equation 2.56) of negative Mach line compatibility 

equation (C-) is given as: 
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𝑃𝑗 = (
𝜑𝜓

𝜌𝑇
− 𝑎𝛼)

𝑛

∆𝑡 − (𝜌𝑎𝑢)𝑛 + 𝑃𝑛 2.60 

Next, the upstream enthalpy (ℎ𝑗 ) can be updated via the solution of the first order finite 

difference approximation of the path line compatibility (equation 2.54) and is given as: 

ℎ𝑗 =
𝜓𝑜∆𝑡 + (𝑃𝑗 − 𝑃𝑜) + 𝜌𝑜ℎ𝑜

𝜌𝑜
 2.61 

The corrector step as described in Section 2.4.3.2 is thereafter subsequently employed to yield 

the flow variables at the inlet closed end of the pipeline. 

 

2.5.1.2 Reservoir at Pipeline Inlet 

In the case of the upstream boundary condition corresponding to an infinite reservoir, the 

upstream pressure is assumed to remain constant and equal to the reservoir pressure (𝑃𝑟𝑒𝑠) 

despite pipeline failure. Thus, the pressure, 𝑃𝑗, at the solution point, 𝑗, at a given time, 𝑡𝑗, is 

fixed and equal to 𝑃𝑟𝑒𝑠. 

By substituting 𝑃𝑗 = 𝑃𝑟𝑒𝑠 into the negative Mach line compatibility equation (equation 2.56), 

the inlet flow velocity (𝑢𝑗) is given by (Oke, 2004): 

𝑢𝑗 =
1

(𝜌𝑎)𝑛
𝑃𝑟𝑒𝑠 −

1

(𝜌𝑎)𝑛
[(
𝜑𝜓

𝜌𝑇
− 𝑎𝛼)

𝑛

Δ𝑡 + 𝑃𝑛] + 𝑢𝑛 2.62 

Similarly, the enthalpy, ℎ𝑗  can be obtained from the Path line compatibility equation (equation 

2.54) via: 

ℎ𝑗 =
𝜓𝑜∆𝑡 + 𝜌𝑜ℎ𝑜

𝜌𝑜
 2.63 

Next, the corrector step as described in Section 2.4.3.2 is subsequently applied.  
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2.5.2 Pipeline Downstream Conditions (Failure Plane)  

The pipeline downstream conditions at the failure plane are similar to the upstream conditions, 

where only two compatibility equations (C0 and C+) are valid. Figure 2.5 is the schematic 

representation of the grid scheme at the pipeline downstream failure plane. 

 

Figure 2.5: Schematic representation of the active characteristic lines (C0 and C+) at the 

pipeline downstream end point along the time (t) and space (x) axes. 

 

2.5.2.1 Closed End 

Given that the velocity at the closed end (𝑢𝑗 ) is zero, the first order finite difference 

approximation of the positive Mach line compatibility equation can be written as: 

𝑃𝑗 = (
𝜑𝜓

𝜌𝑇
+ 𝑎𝛼)

𝑝

Δ𝑡 + (𝜌𝑎𝑢)𝑝 + 𝑃𝑝 2.64 

The upstream enthalpy can be calculated using the Path line compatibility equation: 

ℎ𝑗 =
𝜓𝑜𝛥𝑡 + (𝑃𝑗 − 𝑃𝑜) + 𝜌𝑜ℎ𝑜

𝜌𝑜
 2.65 
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Then, the corrector step as described in Section 2.4.3.2 is subsequently applied.  

 

2.5.2.2 Open Pipe End 

In such condition the pipe end is assumed to be open; that is the delivery point is the 

surrounding ambient. Here the outflow boundary condition is modelled using a simple zero-

order extrapolation method where all variables are equated to the corresponding values at the 

last numerical cell centre in the computational domain.  

 

2.5.3 Full Bore Rupture 

When a pipeline failure occurs, depending on the upstream and downstream pressures, the flow 

at the release plane may be either choked (critical) or unchoked. 

In the case of choked flow, the fluid expands and discharges at a critical pressure (higher than 

the ambient pressure). Under this flow regime, the release flow rate is at a maximum and the 

release velocity corresponds to the sonic velocity at the prevailing pressure & temperature. As 

such, the conditions downstream of the release plane have no influence on the discharge 

process, which means no disturbance downstream of the release plane can propagate upstream.  

Once the pressure at the release plane has reached the ambient pressure, the flow is said to be 

unchoked. In this case, the release velocity is subsonic, and the remaining discharged inventory 

is driven only by the momentum of the fluid. 

Only the C0 and C+ characteristics are applicable at the pipeline rupture plane. However, it is 

not possible to obtain the required fluid properties at the release plane in the absence of the C- 

characteristic. To address this, a simple analytical relationship is employed to express the 

expansion process across the release plane. This involves the introduction of a ‘ghost cell’ at 

the fictitious node (i+1) landing outside the rupture plane at the same time interval as node i as 

shown in figure 2.6. 
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Figure 2.6: Schematic representation of the characteristic lines at the rupture plane based on 

the concept of a ghost cell along the time (t) and space (x) axes. 

As can be observed from the figure, the introduction of the ghost cell allows the solution along 

the negative Mach line characteristic, C-. The flow properties at point j can be divided into two 

groups: the fluid variables just before exit (i.e. 𝑃𝑗 , ℎ𝑗  and 𝑢𝑗 ) and the release plane fluid 

variables (i.e. 𝑃𝑜𝑙, ℎ𝑜𝑙 and 𝑢𝑜𝑙). The first group of variables can be obtained in the same way 

as for interior points using equations 2.54 to 2.56. It is noteworthy that interpolation is not 

required within the ghost cell as all the properties within it are spatially invariant. For the 

second group of flow variables, the calculation is based on a discharge rate algorithm presented 

later in this section. 

Figure 2.7 shows a schematic representation of the relevant pressures at the rupture plane 

governing the discharge rate in the case of a complete FBR. 𝑃𝑗 , 𝑃𝑜𝑙  and 𝑃𝑎𝑚𝑏  respectively 

represent the pressure of the fluid approaching the release plane (upstream), the discharge 

pressure and the ambient pressure (downstream). 
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Figure 2.7: Schematic representation of pertinent pressures at the failure plane governing 

the discharge rate in the case a complete FBR 

The calculation of the choked and unchoked flow velocities can be obtained through the 

application of the energy balance across the release plane. Ignoring changes in potential energy 

between the flow approaching and exiting the failure plane, the energy balance equation is 

given by: 

ℎ𝑗 +
1

2
𝑢𝑗
2 = ℎ𝑜𝑙 +

1

2
𝑢𝑜𝑙
2  2.66 

Here, the subscripts 𝑗 and 𝑜𝑙 respectively denote upstream and the release plane conditions. 

In the case of choked flow, equation 2.66 is solved iteratively using the Brent iteration method 

(Brent, 1971) The velocity, 𝑢𝑜𝑙 appearing in the equation, is replaced by the local speed of 

sound, 𝑎𝑜𝑙  (i.e. 𝑢𝑜𝑙 = 𝑎𝑜𝑙 ). The iterative solution of equation 2.66 involves guessing and 

updating the discharge pressure (𝑃𝑜𝑙) in conjunction with the pressure-entropy (isentropic) 

flash calculation (in order to find ℎ𝑜𝑙  and 𝑎𝑜𝑙 ) until equation 2.66 is satisfied. Other flow 

variables at the rupture plane (e.g. 𝜌𝑜𝑙, 𝑇𝑜𝑙) can then be determined from a pressure-entropy 

flash calculation once a solution is obtained.  

Turning to unchoked flow, as mentioned earlier, the release pressure (𝑃𝑜𝑙 ) is equal to the 

ambient pressure (𝑃𝑎𝑚𝑏; see figure 2.7). Thus, the release enthalpy (ℎ𝑜𝑙) is determined from a 

pressure-entropy flash calculation (𝑃 = 𝑃𝑎𝑚𝑏, 𝑠 = 𝑠𝑗). Then substituting ℎ𝑜𝑙 in equation 2.66, 

the release velocity (𝑢𝑜𝑙) is obtained. Unlike in the case of choked flow, under this condition 

no iteration is required in determining flow conditions at the rupture plane. 
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Following equation 2.66, 𝑢𝑗  is updated once the release plane flow conditions are determined. 

The updated flow variables (i.e. 𝑃𝑗, ℎ𝑗  and 𝑢𝑗) are thereafter employed in the corrector step (see 

Section 2.4.3.2) until convergence is observed. The calculation algorithm for determining flow 

variables at the failure plane is shown in figure 2.8. 

 

Figure 2.8: Calculation algorithm for determining flow variables at the failure plane. 

 

2.5.4 Pipeline Puncture  

Oke et al. (2003) introduced the boundary condition for the puncture along a pipeline. The 

method was later adjusted by Atti (2006) to correct the invalid constant density assumption 

across the release plane. In this study, Atti’s (2006) puncture boundary is therefore employed. 

Figure 2.9 is a schematic representation of the fluid flow process following the occurrence of 

a puncture along the pipe wall. 
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Figure 2.9: Schematic representation of fluid flow analysis following pipeline puncture 

along the pipeline length. 

As can be observed in figure 2.9, the pipeline is split at the puncture point into two parts: 

upstream pipe section 1 and downstream pipe section 2. Also, the puncture point is treated as 

a common junction between the two pipeline sections. Pipeline sections 1 and 2 terminate and 

emanate from the puncture junction, respectively. As a result, there are three flow boundaries 

(B1, B2, and B3 in figure 2.9, denoted by j1, j2 and jol respectively) at the common junction with 

each requiring the imposition of appropriate boundary conditions. 

It should be noted that for upstream and downstream of the common junction (pipeline section 

1, i.e., plane B1 and pipeline section 2, i.e., plane B2), only two compatibility equations are 

applicable. A control volume, which is fixed in time and space, is introduced in the modelling 

to bound boundaries B1 to B3. 

Assuming the pressure in the control volume is constant at the current time step, which gives: 

𝑃𝑗1 = 𝑃𝑗2 = 𝑃𝑗  2.67 

where, 𝑃𝑗1 , 𝑃𝑗2  and 𝑃𝑗  are respectively the pressure at 𝑗1, 𝑗2  and within the control volume. 

Defining the fluid properties in the control volume at the cell centre gives: 
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𝑠𝑗 =
𝑠𝑗1 + 𝑠𝑗2

2
 2.68 

The flow through the release plane (B3) is assumed to be isentropic, hence: 

𝑠𝑜𝑙 = 𝑠𝑗 2.69 

As may be observed in the figure 2.9, the flow through the control volume is two-dimensional. 

The mass conservation equation to account for both in radial and axial direction is therefore 

given by: 

𝑉
𝑑𝜌

𝑑𝑡
+ 𝐴𝑝𝑖𝑝𝑒𝜕(𝜌𝑢) + 𝐴𝑜𝑙𝜕(𝜌𝑣) = 0 2.70 

where, 𝑉  is the volume of the control volume. 𝑣  is the fluid velocity normal to the axial 

direction (i.e. in y direction). 

Next, integration of equation 2.70 with respect to time, 𝑡, over the interval [𝑡1, 𝑡2] (∆𝑡 = 𝑡2 −

 𝑡1) gives: 

𝑉(𝜌𝑗|𝑡=𝑡2 − 𝜌𝑗|𝑡=𝑡1) + 𝐴𝑝𝑖𝑝𝑒∫ [(𝜌𝑢)𝑥2 − (𝜌𝑢)𝑥1] 𝑑𝑡
𝑡2

𝑡1

+ 𝐴𝑜𝑙∫ [(𝜌𝑣)𝑦2 − (𝜌𝑣)𝑦1] 𝑑𝑡
𝑡2

𝑡1

= 0 

2.71 

In the case of FBR, given the almost instantaneous large pressure drop at the rupture plane, the 

expansion process at the release plane is assumed to be isentropic and the mass flow rate is 

conserved across the release plane (no accumulation of mass is assumed to occur). However, 

in the case of puncture, non-isentropic effects may occur due to the hydraulic resistance posed 

by the release orifice. Consequently, the actual mass flow rate of the exiting fluid at the release 

plane will be smaller than the isentropic mass flow rate. Therefore, the discharge coefficient, 

𝐶𝑑, is introduced to express the ratio between these two mass flow rates (Atti, 2006): 
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𝐶𝑑 =
𝜌𝑗𝑢𝑖𝐴𝑝𝑖𝑝𝑒

𝜌𝑜𝑙𝑢𝑜𝑙𝐴𝑜𝑙
 2.72 

where, 𝐴𝑝𝑖𝑝𝑒 and 𝐴𝑜𝑙 are the area of the pipe and orifice, respectively. 

Given that (𝜌𝑣)𝑦1 = 0 , multiplying the discharge coefficient, 𝐶𝑑  (equation 2.72), on the 

release through the orifice to account for non-isentropic effects and numerically evaluating the 

integrals, equation 2.71 becomes: 

𝑉(𝜌𝑗|𝑡=𝑡2 − 𝜌𝑗|𝑡=𝑡1)

+ {𝐴𝑝𝑖𝑝𝑒[(𝜌𝑢)𝑗|𝑥=𝑥2 − (𝜌𝑢)𝑗|𝑥=𝑥1] + 𝐶𝑑𝐴𝑜𝑙((𝜌𝑣)𝑗|𝑦=𝑦2)𝑎𝑣𝑒
} ∆𝑡

= 0 

2.73 

where, the subscript 𝑎𝑣𝑒 represents the average of the value in the brackets in the interval 

[𝑡1, 𝑡2]. 𝑥1 and 𝑥2 represent the lower (B1) and upper (B2) boundaries along the x-axis of the 

control volume 𝑉. 

In order to obtain a solution at the common junction, equation 2.73, which represents the 

boundary equation based on the two-dimensional mass conservation coupling the flow 

behaviour at planes B1 to B3, must be simultaneously satisfied. Figure 2.10 shows the 

calculation algorithm for determining fluid flow transport properties at the release plane for 

puncture along the pipeline length. 
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Figure 2.10: Calculation algorithm for determining pressure and other pertinent flow 

variables at the release plane for puncture along the pipeline length. 

 

2.5.5 Emergency Shutdown Valve Closure Modelling 

The following presents the development of the relevant boundary conditions (closure 

equations) for inline Check Valves (CVs), Automatic Shut-off Valves (ASVs) and Remote 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 43 - 

 

Control Valves (RCVs) in order to determine their impact on the transient fluid flow behaviour 

following pipeline failure.  

 

2.5.5.1 Check Valves (CVs) 

CVs (also known as non-return valves) are placed in pipelines to prevent back-flow following 

a pipeline failure. Ideally, a check valve closes instantaneously preventing back-flow when 

flow reversal occurs at the location of the valve. However, in practice, the closure occurs after 

some level of back-flow is established. In both cases, a pressure surge (increase) is expected 

upon value closure.  

CV closure is modelled by introducing closed end boundary conditions (Sections 2.5.1.1 and 

2.5.2.1) at the required time and space co-ordinates (Saha, 1997). A worst-case scenario 

assumption corresponding flow being unhindered until complete closure of the valve is made.  

Figure 2.11 shows the schematic representation of the appropriate boundary conditions on 

either side of a check valve. It should be noted that, the C0 characteristic on either side is zero 

since the flow velocity at that point is zero.  

 

Figure 2.11: Schematic representation of the active characteristic lines at either side of a 

check valve along the time (t) and space (x) axes. 
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Hence, the solution pressure, 𝑃𝑗, on the downstream and upstream sides can be respectively 

obtained by equations 2.60 and 2.64. 

 

2.5.5.2 Automatic Shut-off Valves (ASVs) and Remote Control Valves (RCVs) 

The closure for both ASVs and RCVs are assumed to occur during the time frame between the 

valve activation time, 𝑡𝑎  and its complete closure time, 𝑡𝑐 . In the case of ASVs, the valve 

activation time, 𝑡𝑎  (ASV) corresponds to the time when the fluid pressure drops below a set 

valve activation pressure, ∆𝑝𝑎 . Hence, 𝑡𝑎  (ASV) depends on the fluid decompression wave 

velocity and the distance between the pipe failure location and the valve.  

RCV activation time, 𝑡𝑎 (RCV) on the other hand, is defined as the sum of the time lapse for 

detection of the pressure drop at the valve location (here equals to 𝑡𝑎  (ASV)) and the operator 

response/action time to activate valve closure. 

In order to account for the closure of ASVs and RCVs, specific boundary conditions are 

required given its relatively complicated closure geometry and slow closure rate. Hence, the 

variation of fluid flow properties must be calculated as a function of time during valve closure. 

Accordingly, following Mahgerefteh et al. (1997), the compatibility equations need to be re-

arranged to take account of the pressure drop across the closing valve. Figure 2.12 presents the 

schematic representation of the characteristic lines across a ASV or RCV along the time (t) and 

space (x) axes. 
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Figure 2.12: Schematic representation of the active characteristic lines at either side of a 

ASV or RCV along the time (t) and space (x) axes. 

As it may be observed from the figure, the nodes across the valve (upstream and downstream 

sides) are respectively denoted by 𝑗−
′  and 𝑗+

′ . The Path line, positive Mach line and negative 

Mach line compatibility equations are respectively given by: 

𝑃𝑗+′ − 𝑃𝑜 − (𝑎
2̅̅ ̅)
𝑜𝑗+
′ (𝜌𝑗 − 𝜌𝑜) = (�̅�)𝑜𝑗+′ ∆𝑡 = 𝐾4 2.74 

𝑃𝑗+′ − 𝑃𝑝 + (𝜌𝑎̅̅̅̅ )𝑝𝑗+′ (𝑢𝑗 − 𝑢𝑝) = (�̅� + 𝑎𝛽̅̅̅̅ )
𝑝𝑗+

′ ∆𝑡 = 𝐾5 2.75 

𝑃𝑗−′ − 𝑃𝑛 − (𝜌𝑎̅̅̅̅ )𝑛𝑗−′ (𝑢𝑗 − 𝑢𝑛) = (�̅� − 𝑎𝛽
̅̅̅̅ )

𝑛𝑗−
′ ∆𝑡 = 𝐾6 2.76 

In equations 2.74 to 2.76, four variables change with time, namely 𝑃𝑗+′ , 𝑃𝑗−′ , 𝑢𝑗  and 𝜌𝑗. In order 

to solve the above compatibility equations, the closure relation can be introduced using the 

valve loss equation (Swaffied and Boldy, 1993; Wylie et al., 1993): 

𝑄(𝑡) = 𝐶𝑑(𝑡)𝐴𝑓(𝑡)√
2∆𝑃(𝑡)

𝜌(𝑡)
 2.77 
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where, 𝑄 and 𝐴𝑓 are respectively the volumetric flow rate and the area of flow through the 

valve at any time, 𝑡, during closure. The valve discharge coefficient, 𝐶𝑑, is a function of valve 

type and degree of opening. The Wylie’s correlation (Wylie and Streeter, 1978) is applied in 

this study for a ASV or RCV: 

𝐶𝑑 = 𝐴0 + 𝐴1𝜔 + 𝐴2𝜔
2 + 𝐴3𝜔

3 + 𝐴4𝜔
4  2.78 

where, 𝜔 represents the percentage of the valve opening area. 𝐴0, 𝐴1, 𝐴2, 𝐴3 and 𝐴4 are curve 

fitting constants and their values are given by: 𝐴0= -0.00111888, 𝐴1= 0.001104507, 𝐴2= 

8.13E-05, 𝐴3= -1.73E-06 and 𝐴4= 1.81E-08. 

The valve opening area to flow can be calculated as a function of the speed of closure of the 

valve. The ASV and RCV closure geometry is demonstrated in figure 2.13. 

 

Figure 2.13: Schematic representation of ASV and RCV closure geometry (Mahgerefteh et 

al., 1997). 

Referring to figure 2.13, the unshaded area represents the valve flow area, 𝐴𝑓, whereas the 

shaded area is the area covered by the valve. 𝐴𝑓 can be calculated as twice of the area, BCD, 

which is obtained by subtracting the area of the triangle area ABD from the area of the sector, 

ABCD. Hence, 𝐴𝑓 is given by (Mahgerefteh et al., 1997): 
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𝐴𝑓 = 2

[
 
 
 
 

𝜋𝑅2
2 𝑐𝑜𝑠−1(

𝑅−(
2𝑅−𝑥(𝑡)

2
)

𝑅
)

360
− (𝑅 −

(2𝑅−𝑥(𝑡))

2
) (√𝑅2 − (𝑅 −

(2𝑅−𝑥(𝑡))

2
)
2

)

]
 
 
 
 

  2.79 

Here, 𝑅 is the pipeline radius. 𝑥, is the distance traversed by valve at time 𝑡, given by: 

𝑥 = 𝑢𝑣 × 𝑡 2.80 

where, 𝑢𝑣 is the valve linear closure rate. 

The corresponding volumetric flow rate through the valve can be also expressed as a function 

of the fluid velocity, 𝑢(𝑡) as: 

𝑄(𝑡) = 𝑢(𝑡)𝐴𝑓(𝑡) 2.81 

Substituting equation 2.81 into equation 2.77 gives: 

𝑢(𝑡) = 𝐶𝑑(𝑡)√
2∆𝑃(𝑡)

𝜌(𝑡)
 2.82 

Taking ratios of flow rate over a given time interval during closure, the pressure loss across the 

closing valve is given by: 

∆𝑃(𝑡) = 𝑃𝑗+′ − 𝑃𝑗−′ =
∆𝑃0

𝑢0
2𝐶𝑑

2𝜌0
𝑢𝑗
2𝜌𝑗 = 𝐾7𝑢𝑗

2𝜌𝑗 2.83 

where, 

𝐾7 =
∆𝑃0

𝑢0
2𝐶𝑑

2𝜌0
 2.84 
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∆𝑃0 is the pressure loss when a valve is fully opened over the pipe element that contains the 

valve (𝑃𝑖−1 − 𝑃𝑖+1, as depicted in figure 2.12). 𝑢0 and 𝜌0 are respectively the fluid velocity 

and density through the fully opened valve. 

The pressure loss across the valve, ∆𝑃(𝑡) can also be obtained from the compatibility equations 

2.74 to 2.76. Subtracting equation 2.76 from equation 2.74 gives: 

𝑃𝑗+′ − 𝑃𝑗−′ = 𝐾4 − 𝐾6 + 𝑃𝑜 − 𝑃𝑛 − 𝑢𝑗(𝜌𝑎̅̅̅̅ )𝑛𝑗−′ + 𝑢𝑛(𝜌𝑎̅̅̅̅ )𝑛𝑗−′ + (𝑎
2̅̅ ̅)
𝑜𝑗+

′ 𝜌𝑗

− (𝑎2̅̅ ̅)
𝑜𝑗+
′ 𝜌𝑜 

2.85 

Similarly, from equations 2.75 and 2.76 gives: 

𝑃𝑗+′ − 𝑃𝑗−′ = 𝐾5 − 𝐾6 + 𝑃𝑝 − 𝑃𝑛 − 𝑢𝑗[(𝜌𝑎̅̅̅̅ )𝑝𝑗+′ + (𝜌𝑎̅̅̅̅ )𝑛𝑗−′ ] + (𝜌𝑎̅̅̅̅ )𝑝𝑗+′ 𝑢𝑝
+ (𝜌𝑎̅̅̅̅ )𝑛𝑗−′ 𝑢𝑛 

2.86 

Equating equations 2.85 and 2.86 and rearranging gives: 

𝜌𝑗 =
𝐾8 − 𝑢𝑗(𝜌𝑎̅̅̅̅ )𝑝𝑗+′

(𝑎2̅̅ ̅)
𝑜𝑗+

′

 2.87 

where, 

𝐾8 = 𝐾5 − 𝐾4 + 𝑃𝑝 − 𝑃𝑜 + (𝜌𝑎̅̅̅̅ )𝑝𝑗+′ 𝑢𝑝 + (𝑎
2̅̅ ̅)
𝑜𝑗+
′ 𝜌𝑜 2.88 

Substituting 𝜌𝑗 from equation 2.88 into equation 2.83 gives: 

𝑃𝑗+′ − 𝑃𝑗−′ = 𝐾7𝑢𝑗
2𝜌𝑗 = 𝐾7𝑢𝑗

2 [
𝐾8 − 𝑢𝑗(𝜌𝑎̅̅̅̅ )𝑝𝑗+′

(𝑎2̅̅ ̅)
𝑜𝑗+

′

] 2.89 

Equating equation 2.89 to equation 2.86, the fluid velocity,𝑢𝑗  is obtained from the following 

cubic equation: 
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𝑢𝑗
3 + 𝐾9𝑢𝑗

2 + 𝐾10𝑢𝑗 + 𝐾11 = 0 2.90 

where, 

𝐾9 =
−𝐾8

(𝜌𝑎̅̅̅̅ )𝑝𝑗+′
 2.91 

𝐾10 =
[(𝜌𝑎̅̅̅̅ )𝑝𝑗+′ + (𝜌𝑎̅̅̅̅ )𝑛𝑗−′ ](𝑎

2̅̅ ̅)
𝑜𝑗+
′

(𝜌𝑎̅̅̅̅ )𝑝𝑗+′ 𝐾7
 2.92 

𝐾11 = [𝐾5 − 𝐾6 + 𝑃𝑝 − 𝑃𝑛 + (𝜌𝑎̅̅̅̅ )𝑝𝑗+′ 𝑢𝑝 + (𝜌𝑎̅̅̅̅ )𝑛𝑗−′ 𝑢𝑛]
(𝑎2̅̅ ̅)

𝑜𝑗+
′

(𝜌𝑎̅̅̅̅ )𝑝𝑗+′𝐾7
 2.93 

Three real roots can be obtained from equation 2.90, where two of them are positive. The 

solution can be selected by the root which is less than the maximum choke velocity at the 

rupture plane. The remaining dependent variables (i.e. 𝑃𝑗−′ , 𝑃𝑗+′  and 𝜌𝑗) are calculated from the 

compatibility equations 2.74 to 2.76. 

After full valve closure, the 𝑗−
′  and 𝑗+

′  node points are assumed to be closed end node points, 

where the velocities 𝑢𝑗−′  and 𝑢𝑗+′  are both assumed to be 0. The compatibility relations are then 

solved simultaneously as discussed in Sections 2.5.1.1 and 2.5.2.1 for the closed end boundary 

condition. 

 

2.6 Applications of the HEM Model  

In the following, a number of examples of the HEM model applications in simulating pipeline 

outflow during decompression are presented. In particular, the evaluation of the model 

performance is discussed based on the degree of agreement with experimental data for pipeline 

decompression tests & field results.  
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2.6.1 Mahgerefteh et al. (1999) 

2.6.1.1 Model Introduction 

The pipeline decompression model developed by Mahgerefteh et al. (1999) is a robust 

computational fluid dynamic tool which is the most validated among its kind reported in open 

literature. The model was originally developed based on the HEM assumption for the 

quantitative failure consequence assessment in the event of high-pressure hydrocarbon and CO2 

pipeline Full Bore Rupture (FBR) failures (Mahgerefteh et al., 1999, 2007, 2008). Moody 

friction factor (Massey and Ward-Smith, 1998) was employed to determine the fluid/wall drag 

interaction. Heat transfer across the pipe wall to the fluid followed a liner behaviour given by 

Newton’s cooling law. The PR EoS (Peng and Robinson, 1976) was employed to calculate the 

fluid thermophysical properties and phase equilibrium data. The Method of Characteristics 

(MOC) was used as the mathematical solution of the model.  

Oke et al. (2003) extended the flow model for predicting outflow following the puncture 

failures of pressurised pipelines. In their subsequence publications, other important features 

were performed, including the dynamic response of ESDVs (Mahgerefteh et al., 1997, 2000), 

the development of a simplified analytically based vessel blowdown model (VBM) 

(Mahgerefteh et al., 2011), decompression of pipeline networks (Mahgerefteh et al., 2006) and 

ductile fracture propagation of the pipe wall (Mahgerefteh et al., 2010, 2012).  

In the next section, the model validations are presented followed by the review of the 

development of the dynamic response simulation of ESDVs. 

 

2.6.1.2 Model Validations 

The HEM flow model has been validated against multiple experimental data obtained from 

large-scale high-pressure pipeline decompression experiments for both hydrocarbons and CO2. 

A selection of the relevant validation tests are presented in the following. 
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Isle of Grain LPG Depressurisation Tests P40 & P45 (Richardson and Saville, 1994) 

The HEM model has been validated against the experimental data which was conducted jointly 

by Shell Oil and BP at the Isle of Grain (Richardson and Saville, 1994). A series of pipeline 

depressurisation tests were performed simulating both FBR and puncture failures. The tests 

were based on the depressurisation of an instrumented 100 m long and 0.154 m diameter 

pipeline containing commercial LPG (95 mol% propane, 5 mol% n-butane). The pipeline 

roughness and thickness were respectively 0.05 mm and 7.3 mm. In the experiment, the 

pipeline was ruptured using a bursting disc placed at one of its closed ends. The following are 

the model validation results for Isle of Grain LPG depressurisation tests P40 (FBR) and P45 

(puncture).  

The initial pipeline pressure and temperature for the Isle of Grain test P40 were respectively at 

21.6 bar and 20 oC. The ambient temperature was 19.1 oC. Figures 2.14 to 2.16 respectively 

show the comparison of the simulated pressure, temperature and inventory variations with time 

against the Isle of Grain P40 measured data. The pressure and temperature data include both 

the closed and open ends of the pipeline following a FBR at its end.  

 

Figure 2.14: Pressure-time profiles at closed and open ends for the Isle of Grain P40 test 

(LPG). Curve A: field data (closed end); Curve B: model predictions (closed end); Curve C: 

field data (open end); Curve D: model predictions (open end) (Oke et al., 2003). 
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Figure 2.15: Temperature-time profiles at closed and open ends for the Isle of Grain P40 

test (LPG). Curve A: field data (closed end); Curve B: model predictions (closed end); Curve 

C: field data (open end); Curve D: model predictions (open end) (Oke et al., 2003). 

 

Figure 2.16: Total line inventory predictions for the Isle of Grain P40 test (LPG). Curve A: 

field data; Curve B: model predictions (Oke et al., 2003). 

As can be observed from figures 2.14 to 2.16, the flow model reasonably accurately predicts 

the initial rapid drop in the line pressure which is as a result of the phase change from liquid to 
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two-phase. However, in figure 2.15, a rapid rise of temperature towards the end of 

depressurisation at the open end of the pipe can be seen from the field data. The rise in 

temperature corresponds to the transition from two-phase to gas flow and is a consequence of 

the different fluid/wall heat transfer coefficients. According to the authors, such observation 

was due to the constant heat transfer coefficient assumed for the simulation, thus the rise in the 

temperature was not reflected in the simulation data (Oke et al., 2003). With regards to the 

inventory variations with time, the amount decreases monotonically as expected. In general, 

the model’s predictions agree reasonably well with measured data. 

The Isle of Grain P45 test consisted of the pipeline depressurisation following a puncture 

(75mm) failure at the end of the pipeline. The initial pressure, temperature and ambient 

temperature were at 11.4 bar, 15.9 oC and 16.7 oC, respectively. Figure 2.17 shows the 

comparison of the simulated pressure as a function of time against the Isle of Grain P45 

measured data. As it may be observed, the model predictions are in good accord with the field 

data. 

 

Figure 2.17: Pressure-time profiles at open end for the Isle of Grain P45 test (LPG). Curve 

A: field data; Curve B: model predictions (Mahgerefteh et al., 2011). 
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Piper Alpha Full Bore Rupture 

The HEM model was also validated against the closed end pressure data recorded following 

FBR of the subsea pipeline connecting Piper Alpha to MCP-01 platforms during the Piper 

Alpha disaster (Chen, 1993; Cullen, 1993). The fluid composition and pipeline initial 

conditions prior to FBR are respectively given in tables 2.2 and 2.3. 

Table 2.2: Fluid compositions in subsea pipeline from Piper-Alpha to MCP-01 platforms 

(Chen, 1993). 

Component Mole (%) 

CH4 73.6 

C2H6 13.4 

C3H8 7.4 

i-C4H10 0.4 

n-C4H10 1.0 

i-C5H12 0.08 

n-C5H12 0.07 

n-C6H14 0.02 

N2 4.03 

Table 2.3: Initial conditions prior to FBR of the subsea pipeline between Piper Alpha to MCP-

01 platforms (Chen, 1993). 

Initial Condition Value 

Pipeline Length (km) 54 

Inner Diameter (mm) 419.1 

Pipeline Thickness (mm) 19 

Pipeline Roughness (mm) 0.26 

Initial Pressure (bar) 117 

Initial Temperature (K) 283 

Ambient Temperature (K) 283 
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Figure 2.18 shows the comparison between field data and model predictions for pressure-time 

profiles at open end of the subsea pipeline between Piper Alpha to MCP-01 platforms.  

 

Figure 2.18: Pressure-time profiles at open end of the subsea pipeline between Piper Alpha 

to MCP-01 platforms. Curve A: field data; Curve B: model predictions (Mahgerefteh et al., 

1999). 

As it can be observed from the figure, the predicted data is in very good agreement with field 

data. The largest deflection of ca. 3% is shown at around 1500 s, which corresponds to the 

onset of gas/liquid transition at the closed end of the pipeline. 

 

2.6.1.3 The Simulation of the Dynamic Response of Emergency Shutdown Valves 

Following Pipeline Failure  

Mahgerefteh et al. (1997) introduced a set of new boundary conditions for simulating the 

dynamic response of ESDVs including non-return Check Valves (CVs) and ball-type Remotely 

Controlled Valves (RCVs). The inventory was treated as an ideal gas in order to illustrate the 

various valve closure dynamic effects in gas transmission pipelines. The details of the boundary 

conditions were given in Section 2.5.5. 

As part of the model verification, a numerical test was conducted for valve response following 

the emergency isolation of a methane pipeline of 145 km length, 0.87 m i.d. during its FBR 
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decompression. The initial flow velocity was 10 m/s and the line pressure and temperature were 

133 bar and 283 K respectively. FBR was assumed to be initiated at one end of the test pipe, 

and the RCV was assumed to activate at a 10 bar drop below the normal pipeline operating 

pressure following the release, closing at a rate of 2.54 cm/s. 

Mahgerefteh et al. (1997) investigated the effect of valve proximity to the rupture plane on the 

total amount of inventory released. Figure 2.19 shows the variation of inventory loss with 

distance of valve from the rupture plane in the case of a RCV and a CV. The latter was assumed 

to close upon flow reversal. 

 

Figure 2.19: The variation of inventory loss as a function of ESDV proximity to the rupture 

plane: curve A; CV; curve B; RCV (Mahgerefteh et al., 1997). 

It is clear from figure 2.19 that for valves positioned in close proximity (up to 5 km) to the 

rupture plane, a CV offers a much better degree of protection in terms of limiting the total 

amount of inventory released. However, for valves positioned at larger distances, the difference 

in their performance becomes far less discernible.  

Figure 2.20 presents the corresponding variation of the % underestimate of inventory released 

as a function of ESDV distance to the rupture plane.  
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Figure 2.20: The variation of inventory loss as a function of ESDV proximity to the rupture 

plane: curve A; CV; curve B; RCV (Mahgerefteh et al., 1997). 

It is interesting to note from figure 2.20 that a significant underestimate in the mass of fluid 

escaping can be observed based on the assumption that the total inventory released following 

ESDV closure is equal to that within the isolable section of the pipeline prior to FBR. This is 

especially the case as the RCV is placed closer to the rupture plane. 

 

2.6.2 Terenzi (2005) 

Terenzi (2005) developed a simulation tool, Machnet (referred as Machnet_Real), using the 

HEM assumption to investigate the impact of real gas behaviour on the interaction between 

pipeline decompression and ductile fracture propagation. Both PR (Peng and Robinson, 1976) 

and Soave-Redlich-Kwong (SRK) (Soave, 1972) EoSs were used to determine the fluid 

thermophysical properties and phase equilibrium data. Fluid/wall heat transfer was calculated 

by solving the Fourier equation in cylindrical geometry between the external environment and 

the fluid. The Colebrook-White correlation (Keenan and Neumann, 1946) was used to account 

for the frictional effects along the pipeline. The resulting governing system of equations was 

resolved using Roe’s (Hirsch, 2007) approximate Riemann solver in an explicit Finite Volume 

Godunov-type scheme. 
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Terenzi (2005) also developed a model for the decompression of a pipeline transporting a 

perfect gas (referred to as Machnet_Ideal) by assuming zero heat transfer and frictionless flow 

to determine the pressure at the exit plane and the speed of the rarefaction wave. 

Machnet_Ideal and Machnet_Real’s predictions were validated by comparison with the results 

of Test no.5 conducted at the Foothills Pipelines Northern Alberta Burst Test Facility (NABT) 

(Foothills Pipe Lines (Yukon) Ltd, 1981; Picard and Bishnoi, 1988), where the pipeline was 

ruptured at its midpoint and decompression data were obtained for each half. This test involved 

the release of natural gas (ca. 85 % methane) from a 60 m long pipeline with pipeline internal 

diameter, pressure and temperature of 1422 mm, 7.54 MPa and 291.65 K, respectively. The 

fluid composition is given in table 2.4. 

Table 2.4: Fluid composition of NABT Test no. 5 (Picard and Bishnoi, 1988). 

Component Mole (%) 

CH4 84.694 

C2H6 8.212 

C3H8 4.379 

i-C4H10 0.201 

n-C4H10 0.235 

i-C5H12 00.029 

n-C5H12 0.030 

n-C6H14 0.008 

N2 2.212 

In figure 2.21, the variation of the simulated ratio of pressure to initial pressure and void 

fraction as a function of expansion wave velocity is presented. The void fraction profile in the 

expansion wave is shown along the pressure ratio; in this case gas only is presented in the 

pipeline initial condition before rupture, and some liquid is formed during the expansion wave 

propagation.  
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Figure 2.21: Measured and calculated expansion velocity results as a function of pressure 

ratio and void fraction of NABT Test 5 (Terenzi, 2005). The solid line with diamond box 

presents the experimental data, while other lines present simulated results. 

As it may be observed, Machnet_Real coupled with either the PR or SRK EoS shows similar 

behaviour, while Machnet_Ideal shows a difference in the expansion wave pressure prediction 

for a selected value of expansion velocity. For instance, at an expansion velocity of 350 m/s, 

the real fluid model predicts a pressure ratio ca. 0.85, and the perfect gas predicts ca. 0.75 

pressure ratio. In addition, at the point when the pressure ratio reaches ca. 0.55, Machnet_Real 

predictions using the PR and SRK EoS begin to diverge from the experimental data. Based on 

the above data it is clear that the fluid flow model is capable of simulating the decompression 

wave initiated upon pipeline failure. However, the authors did not present a similar comparison 

relating to the release characteristics (e.g. the release pressure, temperature and discharge mass 

flowrate as a function of time). As such, the efficacy of the model with regards to the prediction 

of outflow cannot be verified. 

 

2.6.3 Lund at el. (2011) 

Lund at el. (2011) presented a HEM based model for investigating the depressurisation of two-

phase CO2 in high-pressure pipelines. The stiffened-gas EoS (Menikoff and Plohr, 1989; 

Menikoff, 2007) was used for calculating fluid thermophysical properties and phase 

equilibrium data. The fluid/wall heat transfer calculation and the friction factor used are not 
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disclosed by the authors. The study compared the convergence and accuracy of two numerical 

methods, namely the multi-stage centred (MUSTA) scheme (Toro, 2003; Titarev and Toro, 

2005) and the upwind Roe scheme (Roe, 1981).  

The flow model was applied to a hypothetical 100 m long pure CO2 pipeline. The pipeline 

diameter and wall thickness were not given. The initial pressure and temperature inside pipe 

were respectively at 60 bar and 288 K. The fluid was assumed to release from one end of the 

pipe following a FBR and exposed to an external pressure of 30 bar. The Courant-Fredrich-

Lewy (CFL) number used was 0.9. The number of grid cells was varied from 50 to 6400. It is 

noted that only the right-most part of the domain (i.e. 85 to 100 m) was shown for all tests 

results, given that these produced the best convergence  

Figures 2.22 and 2.23 respectively show convergence test results for the Roe method with 

Superbee limiter (Roe SB) (Roe, 1985) and the MUSTA method. Figure 2.24 shows the results 

for two methods compared.  

 

Figure 2.22: Convergence test for the Roe method with Superbee limiter (Roe SB). Note that 

only the right-most part of the domain is shown (Lund et al., 2011). 
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Figure 2.23: Convergence test for the MUSTA method. Note that only the right-most part of 

the domain is shown (Lund et al., 2011). 

 

Figure 2.24: Comparison of convergence for the different methods, only the right-most part of 

the domain is shown (Roe, 1985). 

From figures 2.22 and 2.23, it can be observed that for the Roe method with Superbee limiter 

(Roe SB), the solution converges nicely. The MUSTA method also converges, but slightly less 

sharp corners can be observed. According to the authors, this observation was expected as 

centred methods are more diffusive than upwind methods. Focusing on figure 2.24, it can be 

seen that the MUSTA method and the Roe method produce comparable results. The higher-

order Roe SB is far closer to the converged solution. The authors concluded that these results 

illustrated a higher-order method like Roe SB significantly improves the resolution of a 
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depressurisation wave. Unfortunately, no validation against appropriate experimental data was 

provided by the authors to support their model predictions. 

 

2.6.4 Teng et al. (2016) 

Teng et al. (2016) investigated the decompression characteristics of a CO2 pipeline using 

experimental as well as mathematical approaches. The experimental tests were performed 

based on a 70 m, 25 mm i.d. stainless steel (type 304) pipeline. An electric heating jacket was 

installed to control the temperature of CO2 inside the pipeline. Pressure and temperature 

sensors were used to monitor the variations of pressure and temperature as a function of time. 

Three tests were conducted simulating the CO2 pipeline decompression following a FBR at the 

end of the pipeline. The experimental conditions are shown in table 2.5. 

Table 2.5: Experimental conditions (Teng et al., 2016). 

Test No. Initial Pressure (bar) Initial Temperature (oC) Phase state 

1 75 40 Supercritical 

2 55 5 Liquid 

3 35 15 Vapour 

The flow model was based on the HEM assumption and PR EoS was applied for predicting the 

fluid thermophysical properties and equilibrium data. The fluid/wall heat transfer calculation 

and the friction factor used were not disclosed by the authors. Same as the model developed by 

Mahgerefteh et al. (1999), the MOC was implemented to solve the conservation equations. The 

model predictions were compared with the experimental data.  

Figures 2.25 to 2.27 show the comparison of predicted and measured pressure variation as a 

function of time at both inlet and outlet of the test pipeline in supercritical, liquid and vapour 

phases respectively. 
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Figure 2.25: Predicted and measured pressure variation as a function of time at both inlet 

and outlet of the test pipeline in supercritical phase (Teng et al., 2016). 

 

Figure 2.26: Predicted and measured pressure variation as a function of time at both inlet 

and outlet of the test pipeline in liquid phase (Teng et al., 2016). 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 64 - 

 

 

Figure 2.27: Predicted and measured pressure variation as a function of time at both inlet 

and outlet of the test pipeline in vapour phase (Teng et al., 2016). 

As can be seen from figures 2.25 to 2.27, there is good agreement between the model 

predictions and the measured data for all tests during the early stage of the release. Following 

this, the model shows reasonably accurate predictions starting from vapour phase CO2 (figure 

2.27). However, in the tests for initially supercritical and liquid phases CO2 (figures 2.25 and 

2.26 respectively), significant over-predictions of rate of decompression in pressure can be 

observed. According to the authors, such observation for liquid phase CO2 test was due to the 

earlier estimation of the onset of phase transition based on the model as compared to that from 

the test. No explanation was provided by the authors regarding the above for the test starting 

from supercritical phase CO2. 

 

2.6.5 Xu et al. (2014) 

Xu et al. (2014) presented the development and validation of a pipeline depressurisation model 

based on the HEM assumption. The friction factor given by Massey (1998), was applied to 

determine the fluid/wall drag interaction. Shah's correlation (Shah, 1979) and Gungor's 

correlation (Gungor and Winterton, 1986) were respectively used to calculate the heat transfer 

coefficient for condensation heat transfer and boiling heat transfer. In the case of single-phase 

flow, the PR-EoS was implemented to calculate fluid thermophysical properties and phase 
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equilibrium data. For the two-phase flow, the method developed by Mehra et al. (1983) was 

used to calculate liquid-vapor phase equilibrium. A finite volume approach based on the 

arbitrary Lagrangian -Eulerian (ALE) (Hirt et al., 1997) was employed to solve the 

conservation equations.  

The model was validated against the Botros's experiment (Botros et al., 2007) by comparing 

predicted and measured pressure and temperature as a function of time. The experiment was 

performed based on a 172 m, 49 mm i.d. stainless steel rich gas pipeline with a FBR occurred 

at the end of the test pipeline. The wall thickness and pipeline roughness were 5 mm and 0.05 

mm, respectively. The initial temperature and pressure were at -4.99 oC and 99.49 bar 

respectively. The fluid composition is given in table 2.6. Several sets of high-frequency 

pressure and temperature transducers were installed along the pipeline to monitor the pressure 

and temperature following rupture. The locations of the monitoring points are given in table 

2.7. 

Table 2.6: Fluid composition of Botros's experiment (Xu et al., 2014). 

Component Mole (%) 

CH4 68.509 

C2H6 21.406 

C3H8 9.08 

i-C4H10 0.026 

n-C4H10 0.014 

i-C5H12 0.002 

n-C5H12 0.002 

n-C6H14 0.001 

CO2 0.553 

N2 0.408 

 

Table 2.7: Monitoring locations of the Botros's experiment (Xu et al., 2014). 

Monitoring Points Locations from Rupture (m) 

P8, T8 1.64 
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P10 4.04 

P11 8.04 

P14, T14 23.056 

P19, T19 47.072 

P24, T24 71.088 

P31, T31 103.157 

P36, T36 127.173 

Figure 2.28 shows the comparison of the model predictions and the measured data for the 

Botros's experiment for the pressure variation as a function of time at different monitoring 

locations.  

  

  

Figure 2.28: Model predictions and the measured data for pressure variations with time at 

different monitoring locations for the Botros's experiment (Xu et al., 2014). 
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In figure 2.28, sharp drop in pressure can be observed following the rupture for the monitoring 

locations near the rupture planes (P8 and P10) due to the extremely fast decompression rate. 

The decompression rate becomes slower for the monitoring locations further away from the 

rupture plane. It is noteworthy that an apparent recovery in pressure can be seen around ca. 80 

bar for predicted data in these monitoring locations. The authors pointed out that this was due 

to the phase transition when the pipeline pressure dropped to around the saturation pressure. 

Figure 2.29 presents the comparison of model predictions and the measured data for the 

Botros's experiment for the variation temperature as a function of time at different monitoring 

locations.  

  

  

Figure 2.29: Model predictions and the measured data for temperature variations with time at 

different monitoring locations for the Botros's experiment (Xu et al., 2014). 
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From figure 2.29, it may be observed that the temperature profiles follow similar trends to the 

corresponding pressure profiles given in figure 2.28. In all monitoring locations, good 

agreement between predicted and field data was obtained for the Botros's experiment.  

 

2.6.6 Summary of the HEM model applications 

Table 2.8 presents the summary of the reviewed HEM applications highlighting their merits/ 

disadvantages in simulating pipeline outflow during decompression.
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Table 2.8: The summary of the reviewed HEM applications. 

HEM applications Merits Disadvantages  

Mahgerefteh et al. (1997, 

1999, 2000, 2007, 2008) 

• the most validated among its kind reported in open 

literature for both hydrocarbons and CO2 large-

scale high-pressure pipelines  

• good agreement between model predictions and 

experimental data 

• successfully extended the model to account for 

other important features, including the dynamic 

response of ESDVs, the development of a 

simplified analytically based vessel blowdown 

model, decompression of pipeline networks and 

ductile fracture propagation of the pipe wall 

• essential questions for the ESDV study such as the 

resulting pressure surges upon CV closure, the 

impact of ASV and RCV activation pressure in 

isolating the outflow flow following pipeline 

failure, and the efficacy of using different 

combinations of inline ESDV have not been 

addressed 

Terenzi (2005) • good agreement between the expansion wave 

pressure predictions and the measured data  

• capable of simulating the decompression wave 

initiated upon pipeline failure 

• no comparison relating to the release characteristics 

was presented, the efficacy of the model with 

regards to the prediction of outflow cannot be 

verified 
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Lund at el. (2011) • the Roe method with Superbee limiter converged 

nicely 

• the MUSTA method and the Roe method produced 

comparable results 

• higher-order method significantly improved the 

resolution of a depressurisation wave 

• no validation against appropriate experimental data 

was provided to support the model predictions 

Teng et al. (2016) • good agreement between the predicted and 

measured pressure variation for all tests during the 

early stage of the release 

• reasonably accurate predictions for the test starting 

from vapour phase CO2 at later stage of the release 

• no explanation was provided regarding the over-

predictions of rate of decompression in pressure for 

the test starting from supercritical phase CO2 

Xu et al. (2014) • good agreement between predicted and field data 

for the Botros's experiment 

• the authors claimed that the model improved the 

computational efficiency, however, no details on 

the computational runtimes were given 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 71 - 

 

2.7 Concluding Remarks 

In this chapter, the mass, momentum and energy conservation equations for simulating 

transient fluid flow in a high-pressure pipeline following its accidental failure were presented. 

These equations were expressed with pressure, enthalpy and velocity as the primitive variables 

as opposed to pressure, entropy and velocity given their superior accuracy and computational 

efficiency. The Homogeneous Equilibrium Mixture assumption was applied given the good 

agreement obtained based on comparison of the model predictions against the available field 

and experimental data. 

The various hydrodynamic and thermodynamic relations for predicting the pertinent fluid 

properties such as the fluid speed of sound, two-phase mixture density, fluid/wall friction and 

heat transfer were presented. The PR EoS was coupled with the conservation equations for 

predicting the pertinent fluid thermophysical properties and phase equilibrium data required 

for simulating the transient fluid flow.  

Given the likelihood of pipeline failure occurring during normal operation (i.e. involving feed 

flow prior to failure), the development of the steady state isothermal flow model for predicting 

the required fluid properties along the pipeline as the initial conditions for simulating post 

pipeline failure was presented.  

The formulation of the MOC based on the Method of Specified Time Intervals to solve the 

governing conservation equations using compatibility equations which were in turn discretised 

using the Euler predictor corrector technique was presented. Various boundary conditions were 

introduced in combination with the compatibility equations to model the fluid as well as ESDV 

closure dynamics following pipeline failure. 

The HEM model presented in this chapter is novel in the following aspects including: 

• the development of an open pipe end downstream boundary condition  

• the modifications of choked flow calculation in the case of a pipeline FBR failure 

• the extension of ESDV boundary conditions developed by Mahgerefteh et al. (1997) to 

account for inline CVs, RCVs and ASVs closure dynamics response 
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Finally, a review focusing on the applications of the HEM model, and its various extensions 

for predicting pipeline decompression was presented. Based on the review, the HEM model is 

shown to perform reasonably well as compared to measured data for pipeline decompression 

tests. Moreover, the HEM model has been successfully adopted in investigating the dynamic 

response of ESDVs by applying the appropriate boundary conditions.  

Gaps in knowledge: 

Considering the state of the art, significant gaps in applying the HEM model for investigating 

the impact of ESDVs on minimising outflow following pipeline failures exists.  

For example, previous studies on ESDVs only focus on investigating the dynamic response of 

valve closure following a pipeline failure such as the effects of RCV and CV proximity to the 

rupture plane and the delay in their closure on the total amount of inventory released prior to 

pipeline isolation. However, essential questions such as the resulting pressure surges upon CV 

closure, the impact of ASV and RCV activation pressure in isolating the outflow flow following 

pipeline failure, and importantly, the efficacy of using different combinations of inline ESDV 

have not been addressed.  

Furthermore, an important consideration in practice is the significant capital cost of ESDVs, 

which can become prohibitive depending on their type (ASVs or RCVs are much more 

expensive than CVs) and number of units employed. As such, appropriate inline ESDV 

configurations encompassing valve type, combination, number, strategic positioning and 

operational settings must be carefully selected to minimise costs while still providing adequate 

protection in the event of a pipeline failure. Such challenge can be set as a multi-objective 

problem to be resolved accordingly. At the same time, bearing in mind the myriad of design 

and control parameters involved, the optimisation procedure must also be computationally 

efficient and easy to visualise. 

Considering the above, Chapter 3 presents a review of the development of multi-objective 

optimisation methods, including the general approaches for selecting the optimal solutions, the 

specific techniques to visualise the possible solutions along with a survey of the relevant 

applications. Given scarcity of the application of such methods to inline ESDV pipeline 

configurations, relevant work on the application of multi-objective optimisation techniques to 

pipeline network design and operation is also reviewed.  
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Chapter 3: 

Multi-objective Optimisation and Its Applications  

3.1 Introduction 

Mathematically, optimisation can be explained as the selection of a best element under certain 

criterions from a set of available possible choices (Wright, 2016). Optimisation is widely used 

in various areas in all quantitative disciplines including engineering, computer science and 

operations research, and many ways of naming and classifying optimisation problems can be 

found in open literature (Kirkpatrick et al., 1983; Du et al., 2008; Yang, 2010). According to 

Yang (2010), a common classification can be defined with regards to the number of objectives, 

number of constraints, landscape of the objective functions, function forms, type of design 

variables, computational response time and determinacy as presented in figure 3.1. 

 

Figure 3.1: Classification of optimisation problems (Yang, 2010). 
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As can be seen in figure 3.1, the optimisation problems can be classified into two categories 

based on the number of objectives: single objective and multi-objective. As discussed in 

Chapter 1, considering the significant capital cost of Emergency Shutdown Valves (ESDVs), 

the optimum configuration of ESDVs requires a delicate balance between their total cost, the 

total failure rate and the level of protection these provide in minimising the resulting risks in 

the event of a pipeline failure. According to figure 3.1, such challenge can be defined as a 

multi-objective problem.  

Most optimisation problems in practice are multi-objective, and multi-objective optimisation 

methods are often used in many reliability-based and risk-informed activities of system design, 

operation, maintenance and regulation (Zio and Bazzo, 2011; Brown, et al., 2014; Demissie, 

2015; HSE, 2017). The solution of a multi-objective optimisation problem is usually not 

unique, as there are several competing objective functions which constitute the problem. 

Hence, a set of possible solutions in the space of the decision variables can be identified where 

none is best for all objectives. This set is often referred to as Pareto Set (Akbari et al., 2014). 

The region in the space of the values of all objectives defined by all Pareto Set points is called 

Pareto Front (Keßler et al., 2016). To obtain the Pareto Set, or the discrete approximation of 

Pareto Front, the objective functions are normally sampled using different values of the 

independent optimisation variables. The Pareto Set or Pareto Front are always used as the 

solution of a multi-objective optimisation problem given the subjective preferences of a 

decision maker.  

Given the above, this chapter presents a review of the development of multi-objective 

optimisation methods, including the general approaches for selecting the optimal solutions; the 

specific techniques to visualise the Pareto Front and a survey of the relevant applications. 

Unfortunately, very few studies can be found in literature in applying such methods for inline 

ESDV pipeline configurations. Therefore, relevant work on the application of multi-objective 

optimisation techniques to pipeline network design and operation is also reviewed.  
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3.2 General Approaches and Visualisation Techniques 

3.2.1 General Approaches for Selecting the Optimal Solutions 

There are different approaches to select the optimal solutions for a multi-objective problem, a 

popular classification is based on the time when a decision maker interacts or provides 

additional preference information and can be categorised as follows: a priori methods, 

interactive methods and a posteriori methods (Bechikh et al., 2015). 

In a priori methods, the decision maker needs to provide preference information before the 

optimisation solution process. Then, the preference information is transformed into the 

mathematical definition of the multi-objective problem itself in order to guides the search for 

optimal solutions towards a preferred region. Many examples can be found in open literature 

to achieve the above including weighting the objectives differently (Yang, 1996), changing the 

definition of dominance (Molina et al., 2009), selecting a utility function which explains the 

decision maker’s behaviour and interest in the alternative solutions (Malakooti, 1988) and 

giving the objectives reference values and priority levels (Yang, 2000). However, in such 

methods, the decision maker does not necessarily know the limitations and possibilities of the 

problem which can results in inaccurate or even misleading outcomes (Corne and Knowles, 

2007). 

In contrast with a priori methods, a set of Pareto optimal solutions are obtained using an 

optimisation algorithm first in a posteriori methods. Thereafter, the decision maker can select 

the preferred solution among them. Typically, most existing evolutionary multi-objective 

optimisation (EMO) algorithms (Abraham and Jain, 2005) belong to this class. In a posteriori 

methods, the decision maker can have a better understanding of the trade-off relationships 

between the objectives. Nevertheless, the computational complexity may increase rapidly to 

obtain the Pareto Set as the number of objectives increases (Khare et al., 2003). 

In interactive methods, the decision maker is able to participate and direct the optimisation 

process. As such, the solution pattern is formed and iteratively repeated based on the decision 

maker’s preferences (Deb and Chaudhuri, 2005). The decision maker can always learn and 

modify his preferences during the process based on the domain knowledge acquired, for 

example stopping an iteration (e.g. trial-and-error) when reaching satisfactory results (Katagiri 

et al., 2008) and guiding the development of the process by removing alternatives depending 
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on indicated preference strengths (Roy and Bouyssou, 1986). Compared with a priori or a 

posteriori methods, interactive methods require less computational cost as only those Pareto 

optimal solutions that the decision maker is interested in during the process are generated 

(Wang et al., 2017). 

 

3.2.2 Visualisation of Pareto Front 

In order to understand the trade-off solutions and thus determine a meaningful solution, specific 

techniques can be used to visualise the Pareto Front. A selection of visualisation techniques 

that are most commonly employed in practice are presented in the following. 

• Scatter plot matrix. Scatter plot matrix is a straightforward visualisation technique to project 

all individual objective information of the underlying approximation set. This technique is the 

most frequently used in the case of two or three objectives. Although a scatter plot matrix is 

able to visualise more than three objectives by creating an array of the plot projecting all the 

pairwise combinations of coordinates, the complexity of the information provided to the 

decision maker increases significantly with the number of objectives (Gao et al., 2019). 

• Bubble chart. Bubble chart is another variant of three-dimensional scatter plot which can add 

additional two dimensions which are visualised by size and colour of the scatter points. The 

main advantage of bubble chart compares to scatter plot matrix is that it can project at most 

five objectives in a single plot (Tušar, 2014). 

• Parallel coordinates plot. One of the most regularly used techniques for EMO to visualise 

distribution, range and trade-off among solutions is parallel coordinates plot (Inselberg, 2009). 

This technique projects a m-dimensional objective into a polyline in the coordinate system with 

m parallel axes placing along x-axis. It should be noted that each polyline denotes for a solution 

for all objectives which the corresponding value can be obtained from the intersection at each 

parallel axis. Parallel coordinates plot is a very advantageous technique to present dependencies 

between objectives; however, it becomes difficult to interpret and analyse large sets of data due 

to the cluttering effect with crossing lines (Gao et al., 2019). 

• Heatmap. Another popular technique for high-dimensional data is heatmap which projects 

the objective value into a colour map. Similar to parallel coordinates plot, it has advantages on 
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presenting dependencies between objectives but has the same cluttering problem (Gao et al., 

2019).  

• Self-organising map. Kohonen (1990) developed a visualisation technique, namely self-

organising map (SOM), to specify a mapping from multi-dimensional objective to a lower 

dimensional space (usually two-dimensional space) through artificial neural networks. In this 

technique, the input data vectors are mapped to nodes (called neurons) with a weight vector 

under same dimension. A hexagonal or rectangular grid in a two-dimensional space can be 

used as the arrangement of the neurons. The unified distance matrix (U-Matrix) is commonly 

used in SOM to present the distance between adjacent neurons in different colours: dark areas 

represent cluster boundaries and light areas show clusters of similar neurons.  

• Level diagram. Blasco et al. (2008) proposed a visualisation technique called level diagram 

to plot the approximation sets in an objective-wise manner. In particular, a set of m level 

diagrams are generated, where m equals to the number of objectives. In each diagram, x-axis 

represents the objective value at the corresponding objective and y-axis serves as the distance 

to the ideal objective vector. The authors claimed that this technique is capable to investigate 

many typical features of Pareto Front including closeness to ideal point, discontinuities and 

ranges of attainable values. However, it becomes difficult to analyse as the increasing number 

of objectives can result in significant number of subplots (Gao et al., 2019). 

Figure 3.2 demonstrates some Pareto Front visualisation technique examples for the classic 

DTLZ4 test problems (Ibrahim et al., 2016). More details about the test can be found in (Deb 

et al., (2005). Figures 3.2 (a) to (e) respectively present a scatter plot matrix for approximate 

solutions obtained for 4-objective DTLZ4 problem, a bubble chart plot to represent 3- 

dimensional values of 4-objective DTLZ4 problem, a heatmap plot showing approximate 

solutions obtained for 5-objective DTLZ2 problem, a parallel coordinates plot for 10-objective 

DTLZ4 test problem and a self-organizing map plot for approximate solutions obtained for 5-

objective DTLZ4 problem. 
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(a) Scatter plot matrix (b) Bubble chart (c) Heatmap 

 

 

(d) Parallel coordinates plot (e) Self-organizing map 

Figure 3.2: Visualisation technique examples used in multi-objective optimisation problems for the classic DTLZ4 test problems. (a) Scatter 

plot matrix. (b) Bubble chart. (c) Heatmap. (d) Parallel coordinates plot. (e) Self-organizing map (Ibrahim et al., 2016).
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3.3 Applications of Multi-objective Optimisation Methods 

In the preceding section, the relevant studies focusing on the applications of multi-objective 

optimisation methods in pipeline network design and operation are presented. 

 

3.3.1 Brown et al. (2014) 

Brown et al. (2014) presented a multi-objective optimisation methodology for optimising 

Remote Control Valve (RCV) spacing along CO2 pipelines as a trade-off between the reduction 

in hazard against the valve installation and maintenance cost. The HEM model developed by 

Mahgerefteh et al. (1999) was employed for predicting the fluid flow parameters following 

pipeline failure. The optimisation problem is summarised in the following mathematical form: 

min
𝑑∈𝐷

𝐽1(𝑑), 𝐽2(𝑑) 3.1 

where, 𝑑 is the spacing between RCVs (km). 𝐽1(𝑑), the metric defined for the hazard associated 

with a pipeline failure, is determined as the area bounded by the 7% (v./v.) concentration 

contour of the dispersing CO2 cloud. 𝐽2(𝑑) is the RCV installation and maintenance costs, 

calculated by following expression (Medina et al., 2012): 

𝐽2(𝑑) =
𝑉𝑃𝑁𝑟(1 + 𝑟)

𝑛𝐿

((1 + 𝑟)𝑛+1 − 1)𝑑
 

3.2 

Here, 𝑉𝑃𝑁 is the single RCV cost (€), 𝑟 is the discount rate, 𝑛 is the average lifetime of the 

equipment (y) and 𝐿 is the overall length of the pipeline (km). For the RCV used in the study, 

the values used were €𝑉𝑃𝑁 = 15556, 𝑟 = 0.035 and 𝑛 = 10. The valve spacing, 𝑑 lay in the 

interval 𝐷 = [5, 40] km. 

The above methodology was applied to a hypothetical 96 km pipeline (571.2 mm i.d. with 19.4 

mm wall thickness) transporting dense phase CO2. FBR was assumed to occur at the middle of 

the pipeline. The initial pressure and temperature were respectively at 151 bar and 303.15 K. 

The RCVs were assumed to close 900 s following the pipeline failure at a closure rate of 1.90 
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cm/s. Figure 3.3 shows the 7% (v./v.) concentration contours, representing the shape of the 

cloud in a horizontal half-pane at a height 1 m above the ground, as calculated at various time 

after the beginning of the release. Figures 3.3 (a) and (b) respectively show the variation of 𝐽1 

and 𝐽2 as a function of valve spacing and the Pareto set of the optimisation problem. 

 

 

Figure 3.3: Variation of 7 % (v./v.) concentration half – contours with time (Brown et al., 

2014). 

 

(a) 
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(b) 

Figure 3.4: Valve spacing multi-objective optimisation results: (a) Normalised valve cost 

and area spanned by 7% (v./v.) concentration as a function of valve spacing (b) Pareto set of 

the problem (Brown et al., 2014). 

Referring to figure 3.3, the dimensions of the cloud vary significantly during the initial period 

of release. More specifically, during the times from 180 to 2340 s the half width of the cloud 

increases from ca. 10 to 30 m, while its downwind length decreases from ca. 170 to 90 m. After 

ca. 2340 s the area of the cloud bounded by 7% (v./v.) concentration contour is gradually 

shrinking with time. As can be observed in figure 3.4 (a), the normalised cost of the valves 

shows a hyperbolic decrease as the valve spacing is increased. In contrast, the normalised area 

spanned shows a near linear increase from 0 to 1 as the valve spacing increases from ca. 5 to 

24 km. As the valve spacing increases beyond 24 km, the normalised area falls to a near 

constant value of ca. 0.7. The authors explained that the latter is not due a real effect but a result 

of the model integration which leads to the numerical noise observed throughout. From figure 

3.4 (b), the variation of the normalised area spanned is observed to increase at normalised costs 

of 0 and ca. 0.1. Following this, the normalised area decreases hyperbolically to 0 from a 

normalised area of 1. The implication of these results is that the hazard reduction obtained by 

increasing the number of valves becomes marginal above a certain range. 
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3.3.2 Demissie (2015) 

Demissie (2015) developed a multi-objective optimisation method to optimise the operation of 

natural gas pipeline networks. The purpose of the study was to find the optimal pipeline and 

compressor constraints (i.e. pressure at the nodes and the rotational speed of the compressors) 

to minimise power consumption while maximising the gas delivery flow rate of the system. 

Three topologies namely linear, branched and looped was applied for the network 

configurations. An empirical steady-state isothermal pipeline flow equation was used to 

calculate the pressure drop in the pipeline and Nikuradse’s equation was implemented to 

estimate the frictional factor. The power required to compress the gas in the compressor was 

calculated based on the reversible adiabatic compression assumption. The optimisation 

problem associated with two objective functions is summarised in the mathematical form 

below (Demissie, 2015): 

𝑀𝑎𝑥𝑖𝑚𝑖𝑠𝑒∑𝑏𝑜𝑢𝑡 
3.3 

𝑀𝑖𝑛𝑖𝑚𝑖𝑠𝑒 𝐾∑
𝑏𝑜𝑢𝑡𝐻

𝜂
 

3.4 

where, equations 3.3 and 3.4 respectively represent maximising the gas delivery flow rate of 

the system and minimising the power consumption of compressor stations. 𝑏𝑜𝑢𝑡, 𝐾, 𝐻, and 𝜂 

are the gas delivery flow rate, isentropic exponent, compressor head and efficiency 

respectively. 

Three case studies which were firstly presented by Wu (1998) were introduced with some 

modifications for the optimisation study to consider all linear, branched and looped topologies. 

The full details of the case studies set up can be found in Wu (1998). The following is a 

summary of the main modifications adopted by Demissie (2015).  

Figures 3.5 to 3.7 respective show the schematic representation for the case studies 1 to 3. Here, 

CS, L, D and b are respectively compressor station, pipeline length, pipeline outside diameter 

and supply/delivery node. The minimum and maximum values of the speed of the compressors; 
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the volumetric flow rates of the compressors; the pressure limits at the nodes were respectively 

5000 rpm and 9400 rpm; 7000 ft3/min and 22000 ft3/min; 600 and 800 psia. 

 

Figure 3.5: Schematic representation of case study 1: linear network topology (Demissie, 

2015). 
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Figure 3.6: Schematic representation of case study 2: branched network topology (Demissie, 

2015). 

 

Figure 3.7: Schematic representation of case study 3: looped network topology (Demissie, 

2015). 

Table 3.1 shows the composition of natural gas and its thermodynamic properties.  
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Table 3.1: Feed composition and component heat capacity at constant pressure (Demissie, 

2015). 

Component Methane Ethane Nitrogen 

Mole percent 85 14 1 

Heat capacity at constant pressure 0.59 0.39 0.25 

Figures 3.8 to 3.10 respectively show the optimum points for minimising power consumption 

and maximising delivery flow rate for case studies 1 to 3. 

 

Figure 3.8: Optimum points for minimising power consumption and maximising delivery 

flow rate for case study 1: linear network topology (Demissie, 2015). 
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Figure 3.9: Optimum points for minimising power consumption and maximising delivery 

flow rate for case study 2: branched network topology (Demissie, 2015). 

 

Figure 3.10: Optimum points for minimising power consumption and maximising delivery 

flow rate for case study 3: looped network topology (Demissie, 2015). 

As can be observed from figures 3.8 to 3.10, for all three case studies, with the increase of the 

power consumptions, delivery flow rates show a nearly logarithmic growth. The authors 

explained that each Pareto optimal point is an acceptable solution where the decision maker 

need to choose a single solution based on his knowledge of the operation of the networks and 

the associated costs. During the selection process, the decision maker may always review the 

chosen solution incorporating practical information and experience to identify if the solution 
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has significantly improvement for system operation. The above finding highlights the 

capability of applying multi-objective optimisation in providing a set of optimal network 

operation of natural gas pipeline network.  

 

3.3.3 Alves et al. (2016) 

Alves et al. (2016) proposed a multi-objective optimisation method in the design of natural gas 

transmission networks in order to minimise the transportation fare while maximising the 

transported gas volume. For the optimisation problem, various of optimisation variables were 

considered including the design variables of pipe sections and compression stations, costs and 

operation conditions as presented in table 3.2.  

Table 3.2: Optimisation variables (Alves et al., 2016). 

Variables Description Unit 

Variables for each pipe section  

Cross sectional area of pipe m2 

Outer diameter m 

Thickness m 

Darcy friction factor - 

Length km 

Mass of steel kg 

Economy of scale term MM USD 

Pipeline miscellaneous costs MM USD 

Pipeline right if way costs MM USD 

Pipeline material costs MM USD 

Pipeline construction labour costs MM USD 

Variables for each compression stations  

Total cost of compression stations  MM USD 

Mean operational power for the year HP 

Design power HP 

Variables for each edge  

Capital investment MM USD 

Flow rate for the year MM Nm3/day 
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Variables for each node  

Absolute pressure for the year bar 

External flow rate for the year MM Nm3/day 

Economic variables for each year  

Cash flow MM USD 

Operational costs with transportation MM USD 

Transportation revenues MM USD 

Other variables  

Outer diameter of branch m 

Present value of the cash flows MM USD 

Transportation fare USD/MM BTU 

Net present value MM USD 

The ε-constraint method (Marler and Arora, 2004) was applied to conduct the Pareto set and 

the problem constraints were determined as: mass balance and delivery, pipeline design, 

compression station design and economic. The optimisation problem for the design of a natural 

gas transportation is defined below (Alves et al., 2016): 

{
 
 

 
 

min
𝑥
                      Λ (𝒙)

max
𝑥
                     V (𝒙)

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜 
        𝒉(𝒙)  =  𝟎

        𝒈(𝒙)  ≤  𝟎

 3.5 

where, 𝒙 is the vector of optimization variables. The objective functions Λ (𝒙) and V (𝒙) are 

respectively the transportation fare and total gas volume delivered during all the years of 

operation. 𝒉(𝒙) and 𝒈(𝒙) are vectors of constrains. The V (𝒙) function can be calculated by 

following expression: 

V (𝒙) =  −
𝐷𝑂𝑃
1000

∑ ∑ 𝑤𝜏,𝑛
𝜏∈𝑇𝐼𝑛∈𝑃𝐷

 
3.6 

where, 𝜏 ∈ 𝑇𝐼 is the index of the operation year. 𝐷𝑂𝑃 is the number of operational days per year 

and 𝑤𝜏,𝑛 is the flow rate in MM Nm3/day of node 𝑛 during the year 𝜏. 
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The methodology was applied to a case study of a hypothesis natural gas transportation network 

which the trunk line is composed of a single source and a single sink with three compression 

stations. The schematic representation of the case study is presented in figure 3.11. The pipe 

section, compression station, network inlet node, suction and discharge nodes of the 

compression stations are denoted by PI, CO, PS, SUC and DISC, respectively. The flow rates 

at edges and external flow rates at nodes are respectively presented by q and w. 

 

 

Figure 3.11: Schematic representation of the natural gas transportation network (Alves et 

al., 2016). 

The simulation results for Pareto front are presented in figure 3.12, where the x-axis and y-axis 

respectively represent the delivered gas volume and the transportation fare. Example points (a), 

(b), (c), (d), (e) and (max) were highlighted by the authors for the different optimal solutions 

for the proposed problem. Points (a) and (max) respectively represent the design that gives the 

minimum fare and the design with the delivered volume equal to the total available demand. 

The point (x) presents the design in the feasible region (hatched area) which does not represent 

an optimal solution. 
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Figure 3.12: Pareto front: the variation of the transportation fare as a function of the 

delivered gas volume (Alves et al., 2016). 

As may be observed in the figure 3.12, the solution of the Pareto front is marked in black line 

which shows an exponential growth for the transportation fare while the delivered volume 

increases from ca. 33 MMM Nm3 (million million normal cubic meters, equivalent to 1012 

Nm3) to ca. 47 MMM Nm3. The Pareto front can be used to identify the optimal solution by 

finding the best balance between the amount of gas delivered to the population and the 

transportation fare.  

It should be pointed out here that the handling of the computational runtime becomes a more 

sensitive problem when considering a large number of optimisation variables. 
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3.4 Concluding Remarks 

This chapter presented a review of the development of multi-objective optimisation methods. 

The general approaches for selecting the optimal solutions and the specific techniques to 

visualise the Pareto Front were first discussed. This was followed by a survey of the relevant 

studies focusing on the method applications. Based on the above review, it is clear that 

considerable progress has been made in applying multi-objective optimisation methods in 

providing a set of optimal solution in pipeline network design and operation. 

Gaps in knowledge: 

Despite the progress, significant gaps in developing and applying a multi-objective 

optimisation method for selecting optimal inline ESDV configurations in high-pressure 

pipelines exists. 

For example, very few studies can be found on the application of such methods to inline ESDV 

pipeline configurations. In a recent attempt, Brown et al. (2014) presented a multi-objective 

optimisation method to optimise valve spacing in CO2 pipelines as a trade-off between the 

reduction in risk against the cost in ESDV installation and maintenance. Nevertheless, with the 

exception of the valve spacing, the impact of other important optimisation variables for ESDV 

configuration such as ESDV type & their combination, number and operational settings (e.g. 

activation & closure times) were not considered.  

Additionally, for the purpose of assessing the impact of pipeline component failure, another 

essential consideration in practice is the ESDV reliability estimation such as the failure rates. 

The ESDV failure rates can be used for demonstrating the feasibility of the risk reduction being 

targeted by safety functions, which is extremely important in optimising ESDV configuration. 

As such, the ESDV failure rates should be considered as an objective function along with the 

reduction in risk and the ESDV capital cost. 

Unfortunately, increasing the number of optimisation variables or objective functions leads to 

significant additional mathematical complexities, making solutions difficult to visualise and 

analyse. To overcome this limitation, appropriate variable reduction techniques may be applied 

to identify the redundant variables that can be disregarded whilst still ensuring an improved 

outcome.  
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Aim and objectives of the study: 

To address the challenges and the gaps on knowledge presented in this chapter and Chapter 2 

(Section 2.7), the aim of this study is to develop and apply a multi-objective optimisation 

method for selecting the ESDV type, number and spacing as well as its combinations and 

operational settings for striking a balance among three objective functions namely:  

iv. the ESDV capital cost  

v. the ESDVs failure rate  

vi. the amount of total inventory escaping prior to complete valve closure following 

pipeline failure  

Based on modelling of the in-pipe transient fluid flow behaviour using the HEM model, the 

main project objectives are to: 

• simulate and investigate ESDV dynamic response following pipeline failures 

• simulate and analyse the efficacy of ESDVs based on their type, number, spacing and 

combination in minimising and ultimately isolating outflow following pipeline failures 

• develop and apply using a real high-pressure transmission pipeline as a case study, a 

multi-objective optimisation method combined with PCA for determining the optimal 

ESDV configurations for high-pressure pipelines 

In the proceeding chapter, the HEM model described in Chapter 2 is applied to investigate 

ESDV dynamic response and characteristics on the fluid behaviour following the accidental 

failure of high-pressure pipelines.  
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Chapter 4: 

Modelling and Study of Emergency Shutdown Valve 

Dynamic Response Following Accidental Failure of 

High-Pressure Pipelines  

4.1 Introduction 

As discussed in Chapter 1, the failure of high-pressure pipelines transporting large amounts of 

hazardous fluids poses significant safety concerns. In order to minimise the associated risks, 

Emergency Shutdown Valves (ESDVs) may be installed along their length in order to minimise 

and ultimately isolate the amount of the escaping fluid.  

The type and the optimum strategic positioning of such valves, along with their number, 

striking a balance between risk reduction against the valve capital cost requires a knowledge 

of the in-pipe flow dynamics during valve closure. The fluid flow dynamics may be obtained 

using the Homogeneous Equilibrium Mixture (HEM) model described in Chapter 2. The 

subsequent fluid flow behaviour upon and during valve closure on the other hand may be 

simulated through the implementation of appropriate boundary conditions (Section 2.5, 

Chapter 2).  

The purpose of this chapter is to model, compare and contrast the dynamic response of different 

types of ESDV’s following the accidental failure of high-pressure pipelines. Ethylene is chosen 

as a case example of the fluid being transported, given its hazardous nature (highly flammable 

and explosive) along with its extensive use in the petrochemical industry as a feedstock in the 

manufacture of polymers such as polyethylene (PE), polyethylene terephthalate (PET), 

polyvinyl chloride (PVC) and polystyrene (PS) (Deopura et al., 2008). The results presented 

include the simulation and discussion of pressure surges upon Check Valve (CV) closure and 

the impact of Automatic Shut-off Valve (ASV) and Remote Control Valve (RCV) activation 

pressure on their efficacy in limiting the amount of the total inventory loss prior to complete 

valve closure.  

The chapter is organised as follows: in Section 4.2, data relating to the simulations of the rapid 

closure of a CV installed in a hypothetical nevertheless realistic ethylene pipeline following its 
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Full Bore Rupture (FBR) is presented and discussed. The resulting pressure surges are analysed 

in detail with a particular focus on the impact of the ethylene pipeline operating pressures and 

temperatures. In Section 4.3, the impact of ASV and RCV activation pressure is investigated 

by predicting the amount of total inventory loss prior to complete isolation following FBR and 

puncture failures of the ethylene pipeline. Such data is of paramount importance as it can serve 

as the source term for determining the consequences of pipeline failures that include fire, 

explosions and toxic release. These ultimately dictate the minimum safe distances to populated 

areas and emergency response planning. Conclusions are drawn in Section 4.4. 

 

4.2 The Study of Pressure Surges upon CV Closure  

In practice, the near-instantaneous closure of a CV upon rupture may produce a pressure surge 

which, could in turn create a sufficiently large thrust force acting on segments of the pipeline, 

resulting in deformation and vibrations of the pipeline (Koetzier et al., 1986; Mahgerefteh et 

al., 1997; Ord, 2006). In extreme cases, such pressure surges may exceed the maximum safe 

operating pressure of the pipeline leading to secondary catastrophic failure. Other potential 

risks include fluid cavitation and momentary opening of the valve due to the very large pressure 

drop across the closing valve (Koetzier et al., 1986; Ord, 2006). As such, accurate prediction 

of the pressure surges induced upon closure of CVs are of primarily importance in order to 

avoid the above risks. 

 

4.2.1 Simulation Test Setup 

The simulations are performed for a thermally insulated (heat transfer coefficient = 6 kW/m2K) 

10 km length, 250 mm i.d. and 12 mm wall thickness carbon steel pipeline, representative of a 

typical ethylene onshore pipeline (Ryder, 1997; Saville et al., 2004; EPS, 2013). The pipe wall 

roughness, ambient pressure and temperature are assumed to be 0.05 mm, 1 bara and 20 oC 

respectively. The upstream and downstream of the pipe are respectively assumed to be 

represented by an infinite reservoir (constant upstream pressure and mass flow rate) and open 

end. The pipeline operating pressure and temperature ranges prior to rupture assumed are 

typical for High-Pressure Ethylene Pipelines (HPEP) and Low-Pressure Ethylene Pipelines 
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(LPEP) in various climates. For reference purposes, figure 4.1 shows the ethylene pressure-

temperature phase diagram, indicating the HPEP and LPEP operation envelopes (Saville et al., 

2004).  

The nominal transportation velocity of the ethylene stream is assumed to be 1 m/s, again, 

typical of existing ethylene pipelines (IMPEL, 2009; EPS, 2013). For this, and all the 

subsequent simulations presented in this thesis, 1500 equal-spaced grids with a constant CFL 

factor of 0.9 are employed as the numerical discretisation procedure. 

 

Figure 4.1: Pressure versus temperature phase diagram for ethylene, including the HPEP 

and LPEP operation ranges. 

Figure 4.2 shows a schematic of a section of the ethylene pipeline with FBR located at a 

distance, x upstream of the CV. In this study, x, is set to 300 m, while the distance, D between 

the CV and pipe end is taken as 5 km; sufficiently long to ensure no interference from the 

decompression flow with the boundary conditions at the upstream and downstream ends of the 

pipe section. This is verified through a number of simulations with varying pipeline lengths. 
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Figure 4.2: Schematic representation of the ethylene pipeline section indicating the location 

of the CV relative to the failure point.  

As discussed in Chapter 2, a CV ideally closes instantaneously when flow reversal occurs at 

its location. In practice, valve closure occurs after some level of back-flow is established. In 

this section, CV closure time is characterised by the valve closure delay time, ∆𝑡𝑑, spanning 

the period between the valve activation time, 𝑡𝑎, upon flow reversal, and its complete closure 

time, 𝑡𝑐. In this study, ∆𝑡𝑑 is assumed to be in the range of 0.2 (near-instantaneous closure 

when flow reversal occurs at its location) to 20 s (sufficiently long to ensure practical relevance; 

Ord, 2006). Also, the CV is assumed not to present any obstruction to the escaping fluid until 

its complete closure. Its subsequent impact on the flow is modelled by the closed end boundary 

condition (see Section 2.5.5.1, Chapter 2) at the valve location. 

 

4.2.2 Results and Discussion 

Figure 4.3 shows the simulated pressure variation at the upstream side of CV versus time 

following FBR for different CV closure delay times; ∆𝑡𝑑 of 0.2, 1.5, 9.5 and 20 s for HPEP 

transporting liquid ethylene at 90 bar and 5 oC. 

As it may be observed, for all the cases simulated, the valve closure is accompanied by a rapid 

pressure rise, whose magnitude decreases with the increase in the valve closure delay time. 

This can be explained by the decrease in the pressure at the valve as a result of the fluid 

decompression. For closure delay times of 0.2 s and 1.5 s, the upstream fluid pressure remains 

relatively constant after the valve closure. While for closure delay times longer than 9.5 s, the 

pressure downstream of the valve gradually increases after valve closure during the pressure 

stabilisation. 
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Figure 4.3: Pressure variation with time at the upstream side of CV activated following FBR 

of a pipeline transporting ethylene at 90 bar and 5 oC, for various valve closure delay times, 

∆𝑡𝑑. 

Assuming instantaneous valve closure, the Joukowsky equation (Muhlbauer, 2004), which 

takes into consideration the elasticity of the pipe wall and the compressibility of the fluid itself 

through the calculation of the speed of sound, can be applied to determine the pressure surges, 

∆𝑝: 

∆𝑝 = 𝜌𝑢𝑎 4.1 

where, 𝜌 and 𝑎 are respectively the fluid density and the speed of sound, and 𝑢 is the flow 

velocity downstream of the surge, corresponding to the fluid velocity prior to the valve closure. 

𝜌, 𝑎 and 𝑢 are obtained using the flow model presented in Section 2.3, Chapter 2. 

Figure 4.4 shows the effect of the CV closure delay time on the pressure surge for pipelines 

transporting supercritical, liquid or vapour phase ethylene operating at 30 – 90 bar. The initial 

temperatures are 5 oC (liquid phase in HPEP) and 30 oC (supercritical state in HPEP). As it 

may be observed, in all cases, as the valve closure delay time increases, the pressure surge 

increases; with higher magnitude surges obtained at higher operating pressures. Remarkably, 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 98 - 

 

according to figure 4.4 (a), in the case where ethylene is transported in liquid phase at 90 bar 

and 5 oC, no pressure surge is predicted when the valve closes instantaneously, upon the 

detection of flow reversal. The pressure surge shows a large peak at the valve closure delay 

time of ca. 2 s. Notably, further increase in valve delay time actually results in a reduction in 

the pressure head. This is primarily because the drop in the line pressure due to inventory loss 

has a more marked impact on reducing the pressure head that is developed during the latter 

stages of discharge. With reference to figure 4.1, in all other cases simulated, where ethylene 

is transported either in the supercritical (60 and 90 bar; 30 oC), liquid (60 bar; 5 oC) or vapour 

phase (30 and 45 bar), the pressure surge is relatively unaffected by the valve closure delay 

time if it is greater than ca. 4 s. Also, comparison of figures 4.4 (a) and (b) shows that when 

transporting ethylene in vapour phase (30 and 45 bar), the initial fluid temperature has almost 

negligible impact on the resulting pressure surge. 

 

(a) 
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(b) 

Figure 4.4: Variation of the pressure surge with the closure delay time, as predicted at the 

upstream side of a CV for 250 mm internal diameter pipeline transporting ethylene at various 

initial pressures and the initial temperatures of 5 oC (a) and 30 oC (b). The corresponding 

fluid phase for each case is stated.  

Figure 4.5 presents the effect of ethylene transportation temperature on the magnitude of the 

pressure surge at pipeline initial pressures of 90, 60 and 45 bar for a CV with the closure delay 

time, ∆𝑡𝑑 = 2 s.  
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Figure 4.5: The effect of the ethylene transportation temperature on the pressure surge for 

different pipeline initial pressures on the upstream side of a CV with ∆𝑡𝑑 = 2 s. 

As follows from equation 4.1, the fluid density and speed of sound are the two fluid properties 

affecting the pressure surge. In figure 4.6, the product 𝜌𝑎 is plotted as a function of ethylene 

transportation temperature at different pipeline initial pressures corresponding to figure 4.5. 

Comparison of the data in figures 4.5 and 4.6 shows that the pressure surge variations in figure 

4.5 follow very similar trends to the variation of 𝜌𝑎 in figure 4.6, explaining the observed 

decrease in pressure surge in figure 4.5 with the pipeline initial pressure at 90 and 60 bar, as 

well as the increase in the pressure surge with the pipeline initial pressure at 45 bar. 
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Figure 4.6: Variation of 𝜌𝑎 with ethylene transportation temperature at 45, 60 and 90 bar 

pipeline initial pressures for ethylene, as predicted using the Peng- Robinson Equation of 

State (PR EoS). 

In order to prevent pressure surges, the pipeline support/anchoring blocks are commonly 

designed based on an estimate of the thrust load, 𝐹 caused by the pressure surge passing across 

the pipe bends as given by (American Lifelines Alliance, 2001; Ord, 2006): 

𝐹 = ∆𝑝 ∙ 𝐷𝐿𝐹 ∙ 𝐴 4.2 

where, ∆𝑝 and 𝐴 are respectively the pressure surge and pipe cross-sectional area. 𝐷𝐿𝐹 is the 

dynamic magnification factor, which is set to a maximum value of 2. 

Using equation 4.2, the thrust load created by 5 to 32 bar pressure surges in a 250 mm i.d 

pipeline (figure 4.4) can be estimated to be in the range of between ca. 5 to 32 tonne. These 

forces are relatively large in comparison with the pipeline weight (ca. 7 tonne for one 100 m 

long section of 12 mm wall thickness 250 mm i.d. steel pipeline), indicating that surge 

protection measures should be carefully considered when using CVs in high-pressure ethylene 

pipelines. 
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4.3 The Study of ASV and RCV Activation Pressure  

4.3.1 Simulation Test Setup 

In the following section, the impact of ASV and RCV activation pressure is assessed by 

determining the amount of total inventory loss prior to complete isolation following FBR and 

puncture failures. This draws upon the simulations of a 15 km length typical onshore ethylene 

pipeline specified in Section 4.2. Here, the initial line pressure and temperature are assumed to 

be 90 bar and 10 oC respectively. All other conditions are unchanged.  

Figure 4.7 shows the schematic representation of the pipeline configuration assumed for 

simulation tests 1 – 6. Two ESDVs spaced at a distance, D are installed along a pipeline section, 

and the FBR/puncture located at a distance, x downstream from the first valve (ESDV-1). The 

valve type, closure characteristics, including the corresponding failure scenarios for each test 

are presented in table 4.1. 

 

Figure 4.7: Schematic representation of the ethylene pipeline section indicating the valve 

configuration and the location of the valve relative to the failure point for tests 4.1 – 4.6 (see 

table 4.1). 

 

Table 4.1: Valve characteristics for tests 4.1 – 4.6. 

Test 

No. 
Failure Type 

Failure 

Location (x/D) 

ESDV-1 & ESDV-2 

Valve type Valve characteristics 

4.1 FBR 
0.1, 0.3, 0.5, 

0.7, 0.9 
ASV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar 
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4.2 Puncture (125 mm) 
0.1, 0.3, 0.5, 

0.7, 0.9 
ASV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar 

4.3 Puncture (10 mm) 
0.1, 0.3, 0.5, 

0.7, 0.9 
ASV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar 

4.4 FBR 
0.1, 0.3, 0.5, 

0.7, 0.9 
RCV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar, 𝑡𝑎 

(RCV)= 𝑡𝑎 (ASV) +60 s 

4.5 Puncture (125 mm) 
0.1, 0.3, 0.5, 

0.7, 0.9 
RCV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar, 𝑡𝑎 

(RCV)= 𝑡𝑎 (ASV) +60 s 

4.6 Puncture (10 mm) 
0.1, 0.3, 0.5, 

0.7, 0.9 
RCV 

valve linear closure rate = 

2.54 cm/s, ∆𝑝𝑎= 

2/5/10/20/30 bar, 𝑡𝑎 

(RCV)= 𝑡𝑎 (ASV) +60 s 

The closure for both ASVs and RCVs are assumed to occur during the time frame between the 

valve activation time, 𝑡𝑎  and its complete closure time, 𝑡𝑐 . In the case of ASVs, the valve 

activation time, 𝑡𝑎  (ASV) corresponds to the time when the line pressure drops below a pre-set 

pressure. The valve activation pressure, ∆𝑝𝑎 is defined as a certain threshold below the nominal 

operating pressure. Hence, 𝑡𝑎 (ASV) depends on the fluid decompression wave velocity and 

the distance between the pipe failure location and the valve. RCV activation time, 𝑡𝑎 (RCV) 

on the other hand is defined as the sum of the time lapse for detection of the pressure drop at 

the valve location (here equals to 𝑡𝑎  (ASV)) and the operator response/action time to activate 

valve closure. In this study, the operator response/action time is assumed to be 60 s. It should 

be noted that for both ASVs and RCVs, the valve linear closure rate is assumed to be 2.54 cm/s 

(1 in/s), which is the standard rate used in practice for such diameter pipelines (Smith and 

Zappe, 2004). 

Returning to table 4.1, for tests 4.1 to 4.3, ASVs are denoted as ESDV-1 and ESDV-2, with 

activation pressure, ∆𝑝𝑎 varying from 2 bar to 30 bar (1/3 of pipeline initial pressure). Tests 

4.1 – 4.3 respectively simulate a FBR, a large puncture (125 mm) and a small puncture (10 

mm). For tests 4.4 – 4.6, the valve type is replaced with RCV, with other parameters kept the 
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same as tests 4.1 – 4.3. In all tests, 5 failure locations are simulated corresponding to x/D =0.1, 

0.3, 0.5, 0.7 and 0.9. 

The total inventory loss, 𝑀𝑡𝑜𝑡𝑎𝑙 from a ruptured pipeline is given by: 

𝑀𝑡𝑜𝑡𝑎𝑙 = ∫ �̇�𝑑𝑡 + 𝐴∫ 𝜌(𝑥, 𝑡𝑐)𝑑𝑥
𝐷

0

𝑡𝑐

0

 4.3 

The first term on the right-hand side of equation 4.3 represents the cumulative mass released 

from the pipeline prior to complete valve closure. This is evaluated as an integral of the 

discharge flow rate, �̇�, predicted from the flow model developed in Chapter 2. The second 

term on the right-hand side corresponds to the amount of inventory remaining in the isolated 

section of the pipe at the moment of complete closure of both valves. The remaining symbols 

have been defined previously. 

The total inventory loss calculated using equation 4.3 is compared with the mass of fluid 

present in the isolated pipeline section (i.e. the initial mass of inventory), 𝑀𝑜 prior to failure as 

follows: 

𝑀𝑜 = 𝜌𝑜 ∙ 𝐴 ∙ 𝐷 4.4 

Here, 𝜌𝑜 is the fluid density at the prevailing pipeline transportation pressure and temperature. 

In order to investigate the impact of the increasing activation pressure, ∆𝑝𝑎 on different valve 

types, the comparison among the total inventory loss, 𝑀𝑡𝑜𝑡𝑎𝑙 is needed. However, given that at 

each ∆𝑝𝑎 , five failure locations are simulated (table 4.1), seeking a comparison would be 

difficult. Hence, the average of the total inventory loss for all 5 failure locations tested at a 

given ∆𝑝𝑎, �̅�𝑡𝑜𝑡𝑎𝑙 is introduced for easier comparison: 

�̅�𝑡𝑜𝑡𝑎𝑙 = 
∑ 𝑀𝑡𝑜𝑡𝑎𝑙(𝑖)
𝑛
𝑖=1

𝑛
 4.5 
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where, 𝑛 is number of failure locations tested at a given ∆𝑝𝑎. 𝑖, is the index of summation lying 

in the interval [1, 𝑛]. 𝑀𝑡𝑜𝑡𝑎𝑙(𝑖) on the other hand, is the total inventory loss at 𝑖 as calculated 

from equation 4.3. 

 

4.3.2 Results and Discussion 

Figure 4.8 shows the predicted variation of the ASV activation time, 𝑡𝑎 (ASV) against valve 

activation pressure, ∆𝑝𝑎 for test 4.1 (see table 4.1) for a valve spacing distance, D of 5 km.  

 

Figure 4.8: Test 4.1 variation of ASV activation time with valve activation pressure for 

different FBR locations along the pipeline. 

As can be observed from figure 4.8, 𝑡𝑎 (ASV) remains relatively constant for FBR located 

close to either of the valves (x/D = 0.1 and 0.9) whilst ∆𝑝𝑎 increases from 2 bar (ca. 1 s) to 30 

bar (ca. 1.2 s). Turning to another pair; x/D = 0.3 and 0.7, 𝑡𝑎 (ASV) is relatively constant albeit 

marginally increasing from ca. 3.1 s (∆𝑝𝑎 = 2 bar) to 3.7 s (∆𝑝𝑎 = 20 bar). This is followed by 

a rapid rise to ca. 6.8 s (∆𝑝𝑎 = 30 bar). As for x/D = 0.5, a gradual increase can be observed for 

𝑡𝑎 (ASV), with ∆𝑝𝑎 from 2 to 10 bar. The subsequent rate of increase increases and reaches ca. 

10 s at ∆𝑝𝑎= 30 bar. Remarkably, the increase of ∆𝑝𝑎 in test 4.1 does not have a significant 

impact on 𝑡𝑎 (ASV) and relatively fast ASV activation times can be noted for all FBR locations 
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(e.g. maximum 10 s for x/D = 0.5; 6.8 s for x/D = 0.3 and 0.7; 1.2 s for x/D = 0.1 and 0.9). This 

may be explained by the onset of the FBR resulting in choked flow occurring at the release 

point, which is marked by an initial rapid drop in the release pressure (i.e. more than 50 bar). 

Also, the initial velocity of the flow in the pipe (1 m/s) is relatively small compared to the speed 

of the expansion wave propagation in the pipe (ca. 90 m/s) upon FBR. As such, 𝑡𝑎 (ASV) is 

mainly affected by the distance between the valve and the rupture plane, and not the initial in-

pipe flow. 

Figure 4.9 shows the variation of the inventory loss ratio versus ∆𝑝𝑎 for test 4.1. Where the 

inventory loss ratio = the average of the total inventory loss, �̅�𝑡𝑜𝑡𝑎𝑙 /the initial mass of 

inventory, 𝑀𝑜  (calculated by equation 4.4). As can be observed, the inventory loss ratio 

increases slightly when ∆𝑝𝑎 increases from 2 to 30 bar. It is worth noting that the inventory 

loss ratio at any ∆𝑝𝑎 is less than ca. 105 %. This again indicates that in test 4.1, as expected, 

short ASV activation times enable rapid isolation of the pipeline segment.  

 

Figure 4.9: Test 4.1 variation of the inventory loss ratio with valve activation pressure. 

Figure 4.10 shows the variation of the ASV activation time, 𝑡𝑎 (ASV) as a function of the valve 

activation pressure, ∆𝑝𝑎 for test 4.2 (table 4.1) at 5 km valve spacing for a relatively large 

puncture (125 mm (half of pipeline i.d.)) between the valves. Similar behaviours in the trends 

as compared to figure 4.8 can be observed, with a small rate of increase in 𝑡𝑎 (ASV) for all 
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puncture locations between, ∆𝑝𝑎 = 2 and 10 bar, followed by a more rapid increase, reaching 

up to ∆𝑝𝑎 = 30 bar (e.g. approximately 5.8 s, 15.1 s, 10.7 s, 7.7 s and 5 s for x/D = 0.1, 0.3, 0.5, 

0.7 and 0.9, respectively). In comparison to test 4.1, 𝑡𝑎 (ASV) in test 4.2 is higher between, 

∆𝑝𝑎 = 10 to 30 bar, but still relatively fast ASV activations can be seen for all these puncture 

locations. This is due to the initial velocity of the flow in the pipe (1 m/s) being relatively small 

compared to the speed of the expansion wave propagation (ca. 65 m/s) in the pipe for a large 

puncture.  

 

Figure 4.10: Test 4.2 variation of ASV activation time with valve activation pressure for 

different puncture (125 mm dia.) locations along the pipeline. 

Figure 4.11 shows the variation of the inventory loss ratio versus the valve activation pressure 

for test 4.2. Similar trends as compared to figure 4.9 can be observed in figure 4.11 as 

rationalised above.  
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Figure 4.11: Test 4.2 variation of the inventory loss ratio with valve activation pressure. 

Turning to test 4.3 (table 4.1), figure 4.12 shows the variation of pressure at both the puncture 

and ASV-1 locations with time when x/D = 0.5. Upon failure, choked flow occurs at the release 

point (puncture location, solid line), which is marked by an initial rapid drop in the release 

pressure from 90 bar to ca. 36 bar. As the decompression proceeds, the release pressure remains 

almost constant. This can be explained by the infinite reservoir assumed at the upstream 

boundary conditions where feed conditions are unaffected by the decompression process. In 

terms of the pressure at ASV-1 location (dotted line), as the expansion wave propagating, it 

undergoes a continuous drop at ca. 2 s and remains almost constant after ca. 12 s. It can 

particularly be noted that due to the infinite reservoir upstream boundary condition and the 

small puncture size, total pressure drop at ASV – 1 location during decompression is less than 

ca. 2.5 bar. Hence ASVs will not be activated when the activation pressure is more than 2.5 

bar.  

Figure 4.13 shows the variation of inventory loss ratio and the ASV activation time, 𝑡𝑎 (ASV) 

as a function of puncture location between two ASVs at ∆𝑝𝑎 = 2 bar. It should be noted that, 

𝑡𝑎 (ASV) for test 4.3 at ∆𝑝𝑎 = 2 bar is significantly longer compared to tests 4.1 and 4.2 (figures 

4.8 and 4.10, respectively). As a result, the mass loss prior to complete isolation for test 4.3 at 

∆𝑝𝑎 = 2 bar is considerably larger compared to those for tests 4.1 (figure 4.9) and 4.2 (figure 

4.11). 
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Figure 4.12: Test 4.3 variation of puncture location pressure and ASV-1 location pressure 

with time (x/D = 0.5). 

 

Figure 4.13: Test 4.3 variation of the inventory loss ratio (left side) and ASV activation 

time (right side) as a function of puncture location between two ASVs at ∆𝑝𝑎 = 2 bar. 

Figure 4.14 shows the variation of the inventory loss ratio versus valve activation pressure, 

∆𝑝𝑎 for all 6 tests presented in table 4.1. For tests 4.4 – 4.6, the valve type employed is RCV, 

with all the remaining parameters being the same as for tests 4.1 – 4.3. As expected, ASVs 
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(tests 4.1 - 4.3) offer a significant reduction in the inventory mass loss prior to complete valve 

closure as compared to RCVs (tests 4.4 – 4.6). This is due to the additional operator action time 

(60s) required for the activation of RCVs, during which large amount of fluid will still escape 

from the pipeline. Remarkably, the largest reduction in the inventory mass loss by using ASVs 

is observed in the case of FBR (tests 4.1 and 4.4). However, such reduction decreases in the 

case of a large puncture (125 mm, tests 4.2 and 4.5) and becomes negligible for a small puncture 

(10 mm, tests 4.3 and 4.6). This means that using ASVs becomes less favourable as puncture 

size decreases. 

 

Figure 4.14: Variation of the inventory loss ratio with valve activation pressure for tests 4.1 

– 4.6. 

 

4.4 Concluding Remarks 

Using the HEM model presented in Chapter 2, this chapter focused on modelling followed by 

comparing and contrasting the dynamic response of different types of ESDVs following the 

accidental failure of high-pressure pipelines. An ethylene pipeline was used as a case study 

given the chemical’s extensive pipeline transportation across the globe and its hazardous nature 

as being both flammable, explosive and potentially toxic at high concentrations. Furthermore, 
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its rapid expansion following a pipeline failure may result in temperatures as low as -100 oC 

giving rise to the serious risk of a catastrophic brittle running facture.  

The investigations conducted in this chapter are of paramount importance in practice as the 

results can assist pipeline operators to select the appropriate type of ESDV for a given scenario, 

taking into account the ESDV characteristics such as its activation and closure times, any 

resulting pressure surges and ultimately, the amount of inventory lost prior to complete pipeline 

isolation. The latter information is particularly important as it serves as the source term for 

determining the consequences of pipeline failure such as fires, explosions, toxic releases and 

environmental pollution. These ultimately dictate the minimum pipeline safe distances to 

populated areas and emergency response planning. 

Based on the results and analysis presented, the following key conclusions of practical 

significance may be made: 

• The investigation of pressure surges upon CV closure for a wide range of ethylene 

pipeline operating pressures and temperatures was carried out. It was found that the 

pressure surge magnitude generally decreased with the operating pressure and 

temperature, varying non-linearly with the valve closure delay time. 

• It is noteworthy that for the ethylene pipeline test case operating at a pressure of 90 bar, 

the maximum amplitude of pressure surges was found to be ca. 32 bar. This could lead 

to a large thrust or bending forces acting on the pipeline segments, potentially damaging 

the pipeline. 

• The impact of ASV and RCV activation pressure was assessed by determining the 

amount of total inventory loss (i.e. the sum of the mass released from the pipeline prior 

to complete valve closure and the amount of inventory remaining in the isolated section 

of the pipe at the moment of complete valve closure) prior to complete isolation 

following pipeline FBR and different generic sizes of puncture failures. In the case of 

failure locations along the pipe, it was found that for failures located close to either of 

the valves (i.e. x/D = 0.1 and 0.9), the ASV activation time remained relatively constant 

with increasing valve activation pressure. However, when the failures located in the 

middle between two valves (i.e. x/D = 0.5), the ASV activation time grew significantly 

with the increasing valve activation pressure. Such results indicated that the ASV 
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activation time was mainly affected by the distance between the valve and the rupture 

plane, but not the initial in-pipe flow. 

• In the case of FBR and large puncture (i.e. ≥ 50% of pipe i.d.) failures, decreasing valve 

activation pressure resulted in a reduction in the total inventory loss prior to complete 

valve closure. However, the reduction in the total inventory loss did not change 

significantly with a decrease in the valve activation pressure. Turning to a small 

puncture (i.e. 10 mm), for the cases studied, both ASVs and RCVs would not activate 

with a large valve activation pressure (i.e. more than 2.5 bar) due to the fact that the 

pressure drop at the valve location was found to be relatively small throughout the 

decompression. 

• Comparisons of using either ASVs or RCVs along the pipeline showed that ASVs 

offered significant reduction in the total inventory loss prior to complete isolation as 

compared to RCVs. This was due to the additional operator action time required for the 

activation of RCVs, during which large amount of fluid would still escape from the 

pipeline. However, using ASVs became less favourable as puncture size decreased. In 

such circumstances, the capital and operating costs of either of the valves will also be 

important factors governing their selection. 

In the next chapter, the efficacy of ESDVs by using different inline valve combinations and 

spacing in limiting and ultimately isolating outflow following the accidental failure of high-

pressure pipelines is investigated. 
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Chapter 5: 

The Efficacy of Emergency Shutdown Valve following the 

Accidental Failure of High-pressure Pipelines 

5.1 Introduction 

As discussed in Chapter 1, the ensuing in-pipe fluid flow dynamics following pipeline failure, 

and hence the outflow is dependent on the ESDV type employed. In addition, valve capital 

costs vary significantly depending on their type (Smith and Zappe, 2004). Therefore, the 

efficacy of ESDV as well as the number of ESDVs installed and their spacing along pipelines, 

must be optimised in order to achieve a balance between valve capital cost and risk reduction. 

Also, more specifically, given that CVs are designed to prevent backflow, they cannot be 

considered as the only resort for emergency isolation in long multi-segment pipelines, but 

should be setup together with ASVs or RCVs. This calls for characterisation of the efficacy of 

CVs as an auxiliary type of ESDV in long pipelines. 

In this chapter, adopting the flow model incorporating the valve closure boundary conditions 

described in Chapter 2, the efficacy of ESDV following the accidental failure of high-pressure 

pipelines is investigated. Ethylene and CO2 are chosen as the case examples of the fluids being 

transported. As mentioned in Chapter 4, ethylene is chosen given the chemical’s extensive 

pipeline transportation across the globe and its hazardous nature as being both flammable, 

explosive and potentially toxic at high concentrations. CO2 on the other hand is selected given 

its hazardous nature (an asphyxiant at > 7% v/v) and the enormous amounts of CO2 destined 

to be transported using high-pressure pipelines as part of the Carbon Capture and Storage 

(CCS) chain across the globe. As stated in Chapter 1, given CCS’ significant potential in 

mitigating global warming, the worldwide CO2 pipeline network length is estimated to exceed 

at 100,000 km by 2030 (International Energy Agency, 2009). As such, the quantitative failure 

consequence assessment of high-pressure CO2 transmission pipelines is essential. 

For the sake of completeness, two types of pipeline failures, including Full Bore Rupture (FBR) 

and puncture are considered in this chapter. FBR is assumed to occur along an ethylene 

pipeline, as being the most catastrophic type of pipeline failure possible in the offshore 

industry. On the other hand, for the CO2 pipeline, puncture failure is assumed. Although in 
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comparison to pipeline FBR failure, pipeline puncture failure is much less catastrophic, its 

significantly higher failure frequency (Goodfellow et al., 2019) requires equal attention when 

performing quantitative failure consequence assessment for high-pressure transmission 

pipelines.  

This chapter is organised as follows. 

Section 5.2 presents the fluid flow simulations upon valve closure for a typical onshore CO2 

pipeline following a puncture failure. Different valve spacing of RCVs and CVs are tested, and 

the results are presented and discussed in terms of the release pressure and temperature, the 

discharge mass flowrate and the cumulative mass discharged, as a function of time during 

decompression.  

In Section 5.3, the efficacies of CVs, RCVs and ASVs and their combinations for the 

emergency isolation of a high-pressure ethylene pipeline following FBR are presented and 

discussed based on the comparison of the amount of total inventory loss prior to complete valve 

closure. Conclusions are drawn in Section 5.4. 

 

5.2 The Study of CV and RCV Spacing 

5.2.1 Simulation Test Setup 

In this section, the simulations presented are based on the decompression of a hypothetical 5 

km length, 200 mm i.d. thermally insulated (heat transfer coefficient = 5 kW/m2K) pipeline 

filled with dense phase CO2 initially at 150 bar and 293.15 K. A 100 mm i.d. puncture is 

assumed to occur mid-way along the length of the pipe. All relevant details regarding the 

pipeline setup are summarised in table 5.1. With the exception of a shorter length in order to 

keep the computational workload to a manageable level, the remaining selected conditions are 

representative of a typical onshore CO2 pipeline (Patchigolla and Oakey, 2013). 

A total of 15 tests using different valve configurations are split into 3 scenarios. In scenario 1 

(tests 5.1 to 5.5), only CVs are installed, and the number of equally spaced valves vary from 0 

to 8. For the second scenario (tests 5.6 to 5.10), the valve type is switched to RCV, with other 

details kept the same as the previous scenario. The third scenario (tests 5.11 to 5.15) concerns 
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using both CVs and RCVs at the same locations (i.e. in tandem). The corresponding layout of 

valve configurations for scenarios 1 to 3 are depicted in figures 5.1 to 5.3 respectively.  

 

Table 5.1: Input conditions for tests 5.1 to 5.15. 

Input Value 

Pipeline Pipeline outer diameter (mm) 200 

Pipeline wall thickness (mm) 10 

Pipeline roughness height (mm) 0.005 

Pipeline length (km) 5 

Pipeline inclination (°) 0 

Type of failure Position of failure from high 

pressure end (km) 

2.5 

Type of failure Puncture in the middle 

Orifice size (mm) 100 

Boundary conditions Upstream boundary condition Constant pressure (Reservoir) 

Downstream boundary condition Outflow (Open end) 

Initial conditions Pressure in pipeline (bar) 150 

Temperature in pipeline (K) 293 

Ambient pressure (bara): 1 

Ambient temperature (K): 298.15 

Feed flow rate (kgs-1) 5 

RCV parameters Valve linear closure rate (cms-1) 1 

Valve activation time (s) 120 
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 5.1: Schematic representation for tests 5.1 (a), 5.2 (b), 5.3 (c), 5.4 (d) and 5.5 (e) for 

scenario 1 (CVs only).  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 5.2: Schematic representation for tests 5.6 (a), 5.7 (b), 5.8 (c), 5.9 (d) and 5.10 (e) for 

scenario 2 (RCVs only).  
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(a) 

 
(b) 

 
(c) 

 
(d) 

 
(e) 

Figure 5.3: Schematic representation for tests 5.11 (a), 5.12 (b), 5.13 (c), 5.14 (d) and 5.15 

(e) for scenario 3 (CVs and RCVs at same locations; i.e. in tandem).  
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5.2.2 Results and Discussion 

Figures 5.4 to 5.7 respectively show the variations of release pressure, temperature, discharge 

flowrate and cumulative mass discharged as a function of time for the first 600 s following the 

release of CO2 for scenario 1 (tests 5.1 to 5.5, CVs only). In all cases, the time lapsed after 

complete valve closure following pipeline failure is represented by the vertical dotted line. 

Referring to figure 5.4, at the onset of the release, choked flow occurs at the release point, 

marked by an initial rapid drop in the release pressure (for all 5 tests the release pressure drops 

from ca. 150 bar to 43 bar). During the decompression, the release pressure remains almost 

constant (ca. 43 bar) in test 5.1. This can be explained by the infinite reservoir upstream 

boundary assumption.  

For tests 5.2 to 5.5 with CV installed, a pressure drop can be observed after a short delay 

following the failure (ca. 43 bar to 30 bar). This is attributed to the closure of the CV 

downstream of the puncture at the moment of the flow reversal occurs at the valve location. It 

should be noted that the CVs upstream of the puncture are not activated. As a result, for tests 

5.2 to 5.5, the upstream conditions remain constant and, consequently, the release pressure 

remains at ca. 30 bar afterwards.  

Similar trends can be observed in the release temperature and the discharge flowrate variations 

with time (figures 5.5 and 5.6 respectively). At the onset of the release, liquid flashing-

evaporation occurs, leading to a drop in the sonic velocity; this is confirmed by referring to the 

release flowrate (figure 5.6, the release flowrate drops from ca. 800 kg/s to ca. 290 kg/s). The 

corresponding release temperature (figure 5.5) drops to the saturated value of ca. 280 K.  

Referring to figure 5.7, in all cases, the cumulative mass discharged increases linearly with 

time. Comparison of all tests demonstrates that the amount of cumulative mass discharged is 

significantly reduced with the installation of CVs (cf. test 5.1 and tests 5.2 to 5.5). However, 

as can be clearly seen in figure 5.7, the introduction of any additional CVs has minimal impact 

on the cumulative mass discharged. This is due to the fact that as valve spacing decreases, the 

inventory encapsulated between the release point and the most adjacent CV downstream (CV-

2, 3, 4 or 5) is reduced. However, due to the infinite reservoir conditions upstream of the release 

point, such a reduction is insignificant as compared to the cumulative mass discharged. 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 120 - 

 

 

Figure 5.4: Tests 5.1 to 5.5 variation of release pressure with time. 

 

Figure 5.5: Tests 5.1 to 5.5 variation of release temperature with time. 
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Figure 5.6: Tests 5.1 to 5.5 variation of discharge flowrate with time. 

 

Figure 5.7: Tests 5.1 to 5.5 variation of cumulative mass discharged with time. 
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Figures 5.8 to 5.11 respectively show the variations of the release pressure, temperature, 

flowrate, and the cumulative mass discharged as a function of time for the first 600 s following 

the release for scenario 2 (tests 5.6 to 5.10).  

As it may be observed, in all cases, prior to valve closure (specified by the valve activation 

time of 120 s), the same trends as predicted for scenario 1 (tests 5.1 to 5.5) are observed. 

However, upon RCV activation, the observed variations of the relevant flow parameters such 

as pressure, temperature and discharge flow rate with time change drastically. This observation 

can be explained by the fact that at the time of valve activation (120 s following the 

decompression), both the upstream and downstream of the release point are isolated by the 

corresponding RCVs (see figures 5.2b to 5.2e). As a result, there is no longer a feed flow from 

the upstream infinite reservoir. Whence, the release pressure continuously drops during release 

and reaches the ambient pressure (1.01 bar) as shown in figure 5.8. 

Turning to the temperature predictions (figure 5.9), a similar trend in the data as compared to 

the pressure/time behaviour can be observed prior to complete depressurisation. Afterwards, 

the remaining inventory is in vapour phase, manifested in the observed temperature recovery 

(at ca. 340, 380 and 456 s respectively for tests 5.7, 5.8 and 5.9) due to heat transfer from the 

surrounding ambient to the fluid through the pipe wall.  

With respect to the discharge flowrate (figure 5.10), as expected, same trend in the data as 

compared to the release pressure (figure 5.8) is seen throughout the decompression.  

Turning to the variation of the cumulative mass discharged throughout the entire simulated 

decompression process (figure 5.11), the cumulative mass discharged increases linearly for test 

5.6 where no valve is installed. For tests 5.7 to 5.10 with different numbers of RCVs installed 

along the pipeline, a reduction in the amount of the cumulative mass discharged can be seen 

after valve closure. Following this, no further loss of the inventory is observed after the 

complete decompression of the isolated section in the test pipe. It is noteworthy that unlike the 

case with CVs, an increase in the number of the RCVs installed along the pipe (hence the 

reduced valve spacing) presents an effective reduction of the cumulative mass discharged. 

However, such reduction obtained by increasing the number of valves becomes marginal above 

a certain range (e.g. the difference in the cumulative mass discharged between tests 5.8 (4 

RCVs) and 5.10 (8 RCVs) is less than 3%). This is due to the relatively long valve activation 
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time (120 s in this case), which results in significant amount of inventory loss before RCVs 

starting to close. 

 

Figure 5.8: Tests 5.6 to 5.10 variation of release pressure with time. 

 

Figure 5.9: Tests 5.6 to 5.10 variation of release temperature with time. 
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Figure 5.10: Tests 5.6 to 5.10 variation of discharge flowrate with time. 

 

Figure 5.11: Tests 5.6 to 5.10 variation of cumulative mass discharged with time. 

Figures 5.12 to 5.15 respectively show the variations of the release pressure, temperature, 

flowrate, and the cumulative mass discharged as a function of time during decompression for 

test scenario 3 (tests 5.11 to 5.15), where both CVs and RCVs are installed at the same locations 
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(i.e. in tandem). In figures 5.12 to 5.15, the trends in the release pressure, temperature, flowrate 

and the cumulative mass discharged as a function of time are the same as those for scenarios 1 

and 2, thus no further discussion is needed.  

 

Figure 5.12: Tests 5.11 to 5.15 variation of release pressure with time. 

 

Figure 5.13: Tests 5.11 to 5.15 variation of release temperature with time. 
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Figure 5.14: Tests 5.11 to 5.15 variation of discharge flowrate with time. 

 

Figure 5.15: Tests 5.11 to 5.15 variation of cumulative mass discharged with time. 

To further demonstrate the impact of the installation of both CVs and RCVs at the same 

locations (i.e. in tandem), the predictions of the cumulative mass discharged predictions from 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 127 - 

 

test 5.1 (no valves installed; see figure 5.1), test 5.5 (8 equally-spaced CVs; see figure 5.1), test 

5.10 (8 equally-spaced RCVs; see figure 5.2) and test 5.12 (2 RCVs and 2 CVs; see figure 5.3) 

are presented in figure 5.16.  

From figure 5.16, it is clear that test 5.12 (with 2 RCVs and 2 CVs) shows the best performance 

in terms of the cumulative mass discharged at 600 s (ca. 38 tonne) compare to the other valve 

configurations (ca. 45 tonne for test 5.10; ca. 94 tonne for test 5.5 and ca. 169 tonne for test 

5.1) considered. This is due to the instantaneous response of the CV downstream of the release 

point upon detecting flow reversal, as well as the RCV upstream which stops the feed flow 

from the infinite reservoir upstream. 

As discussed earlier, increasing the number of same type of valves (hence reducing the valve 

spacing) above a certain range (2 CVs or 4 RCVs) has marginal reduction in the cumulative 

mass discharged. As such, the above results indicate the potential merits in the choice of using 

CV and RCV at the same locations (i.e. in tandem) for ESDV optimisation, rather than 

increasing the number of same type of valves above a certain range. 

 

Figure 5.16: Comparison of tests 5.1, 5.5, 5.10 and 5.12 variation of cumulative mass 

discharged with time. 
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5.3 The Study of the Choice of ESDVs on Outflow following a 

Pipeline Full Bore Rupture  

5.3.1 Simulation Test Setup 

In this section, the efficacies of ASVs, RCVs and CVs and their combinations are assessed by 

determining the amount of total inventory loss prior to complete isolation following ethylene 

pipeline FBR failure. The simulations are based on a hypothetical 15 km length, 250 mm i.d., 

thermally insulated (heat transfer coefficient = 6 kW/m2K) carbon steel pipeline, with wall 

thickness of 12 mm, transporting supercritical state ethylene initially at 90 bar and 278 K, 

representative of a typical ethylene onshore pipeline. All relevant details regarding the pipeline 

setup are summarised in table 5.2.  

Table 5.2: Initial conditions for the ethylene pipeline tests. 

Input Value 

Pipeline Pipeline outer diameter (mm) 274 

Pipeline wall thickness (mm) 12 

Pipeline roughness height (mm) 0.005 

Pipeline length (km) 15 

Pipeline inclination (°) 0 

Type of failure Type of failure FBR in the middle 

Boundary conditions Upstream boundary condition Constant pressure 

(Reservoir) 

Downstream boundary condition Outflow (Open end) 

Initial conditions Pressure in pipeline (bar) 90 

Temperature in pipeline (K) 278 

Ambient pressure (bara): 1 

Ambient temperature (K): 298.15 K 

Feed flow rate (kgs-1) 1 
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Figure 5.17 schematically shows the ethylene pipeline section with two ESDVs installed along 

the pipeline. The valve spacing, D is assumed to be 1 or 5 km. FBR is assumed to occur at a 

distance, x downstream of the first valve (ESDV-1).  

 

Figure 5.17: Schematic representation of the ethylene pipeline section indicating the location 

of two ESDVs relative to failure point. 

Four simulation tests are carried out, as listed in table 5.3. In tests 5.16 and 5.18, ESDV-1 and 

ESDV-2 are of the same type, while in tests 5.17 and 5.19, CV is used as the downstream valve 

(ESDV-2). The assumed FBR location x/D and valve characteristics, including the linear 

closure rate, ASV activation pressure (i.e. the pressure drop from line pressure), ∆𝑝𝑎 and RCV 

activation time, 𝑡𝑑  are also presented in table 5.3.  

Table 5.3: FBR Location, types and characteristics of ESDV setup in the pipeline section 

(figure 5.17) for tests 5.16 to 5.19. 

Test 

No. 

FBR Location 

(x/D) 

ESDV-1 ESDV-2 

Valve type 
Valve 

characteristics 
Valve type 

Valve 

characteristics 

5.16 0.1, 0.5, 0.9 ASV 

valve linear closure 

rate = 2.54 cm/s, 

∆𝑝𝑎= 10 bar 

ASV 

valve linear 

closure rate = 2.54 

cm/s, ∆𝑝𝑎= 10 bar 

5.17 0.1, 0.5, 0.9 ASV 

valve linear closure 

rate = 2.54 cm/s, 

∆𝑝𝑎= 10 bar 

CV 
Instantaneous 

closure 

5.18 0.1, 0.5, 0.9 RCV 

valve linear closure 

rate = 2.54 cm/s, 

𝑡𝑎= 240 s 

RCV 

valve linear 

closure rate = 2.54 

cm/s, 𝑡𝑎= 240 s 

5.19 0.1, 0.5, 0.9 RCV 

valve linear closure 

rate = 2.54 cm/s, 

𝑡𝑎= 240 s 

CV 
Instantaneous 

closure 
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5.3.2 Results and Discussion 

Figure 5.18 shows the total inventory loss (i.e. the sum of the mass released from the pipeline 

prior to complete valve closure and the amount of inventory remaining in the isolated section 

of the pipe at the moment of complete valve closure, calculated by equation 4.3), 𝑀𝑡𝑜𝑡𝑎𝑙 versus 

FBR location, x/D for tests 5.16 and 5.17 (see table 5.3) for the valve spacing distances, D of 

1 (figure 5.18 a) and 5 km (figure 5.18b). As it may be observed, for both valve spacings, the 

total inventory losses for test 5.16 (ASVs only) are nearly the same as for FBR located close 

to either of the valves (i.e. x/D = 0.1 or 0.9) and attain minima at x/D = 0.5. This can be 

explained by the fact that initial velocity of the flow in the pipe (1 m/s) is relatively small 

compared with the speed of the expansion wave propagation along the pipe. As such, valve 

activation time and the corresponding inventory losses are mainly affected by the distance 

between the valve and the rupture plane, but not the initial feed flow prior to failure. 

 

(a) 
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(b) 

Figure 5.18: Variation of the total inventory loss as a function of FBR location between 

ESDVs (figure 5.17) in tests 5.16 and 5.17 from table 5.3, for the valve spacing D of 1 km 

(a) and 5 km (b).  

Figure 5.18 also shows that in contrast with the trend predicted for test 5.16, for both valve 

spacings, 𝑀𝑡𝑜𝑡𝑎𝑙 predicted in test 5.17 (i.e. when using CV as the downstream isolation valve) 

progressively decreases with x/D. This can be explained by the fact that compared to ASV, the 

CV enables faster isolation of the ruptured pipe segment when positioned closer to the rupture 

plane.  

However, the difference in the total inventory loss between tests 5.16 and 5.17 is less than 5%, 

meaning that when employed CVs along with ASVs, offers no significant reduction in limiting 

the amount of inventory loss and the corresponding duration of the accidental release compare 

to use only ASVs. Consequently, the cost and reliability of emergency isolation systems should 

be carefully considered when adding CVs to pipelines already equipped with ASVs. 

Notably, the 𝑀𝑡𝑜𝑡𝑎𝑙 data plotted in figure 5.18 for both valve spacings agree closely (within ca. 

10%) with the initial mass of inventory prior to failure, 𝑀𝑜 (equation 4.4). This means that 

ASVs with the closing rate of 2.54 cm/s (table 5.3) enable relatively fast isolation of the 

pipeline segment.  
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Figure 5.19 shows the total inventory loss, 𝑀𝑡𝑜𝑡𝑎𝑙 versus FBR location, x/D for test 5.18 (RCVs 

only; solid lines) and test 5.19 (using RCV combined with CV; dash lines) for emergency 

isolation (see table 5.3), for the valve spacing distances, D of 1 and 5 km. In contrast with 

observations in figure 5.18 where 𝑀𝑡𝑜𝑡𝑎𝑙 was found to relate to the valve spacing, in figure 

5.19, 𝑀𝑡𝑜𝑡𝑎𝑙 does not vary significantly with D when use RCVs only (test 5.18; less than ca. 

10 % difference between D=1 km and 5 km). This can be explained by the relatively high rates 

of release, resulting in large amount of fluid escaping from the pipeline prior to the RCV 

activation (240 s following failure). Remarkably, due to the RCV finite activation time, 𝑀𝑡𝑜𝑡𝑎𝑙 

can still be significant even reducing the valve spacing further.  

 

Figure 5.19: Variation of the inventory mass loss as a function of FBR location between 

ESDVs (figure 5.17) when using RCVs only and RCV combined with CV (table 5.3) for the 

vale spacing D of 1 km and 5 km. 

Figure 5.19 also shows that combining RCV and CV (test 5.19) offers significant reduction in 

the total inventory losses as compared to emergency isolation based on RCVs only (test 5.18). 

Such observation can be explained by significant delay in activation of RCVs as compared 

with CVs. 
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The above observation becomes more pronounced for shorter valve spacing distances D, as can 

be seen from comparison of the difference between the total inventory losses between tests 

5.18 and 5.19 predicted for D = 1 and 5 km. Indeed, as the valve spacing reduces, the total 

inventory loss from an isolated pipe section depends solely on the CV activation time that 

scales with the valve spacing distance, explaining the observed effect. This indicates that in 

pipelines with relatively short valves spacing, CVs setup in conjunction with RCVs, can help 

to significantly reduce the amount of total inventory loss prior to complete pipeline isolation, 

and hence reduce the emergency isolation time for a ruptured section of the pipeline.  

 

5.4 Concluding Remarks 

This chapter focused on the investigation of the efficacy of ESDV by using different inline 

valve combinations and spacing on minimising the outflow following pipeline FBR and 

puncture failures by the application of realistic test cases. Two typical high-pressure onshore 

pipelines were used as case studies with one transporting ethylene whist the other transporting 

CO2. Given that ethylene is highly flammable, explosive and potentially toxic at high 

concentrations, and CO2 is an asphyxiant at concentrations above 7% (v/v), the assessment of 

such pipelines in the event of pipeline failure is of paramount importance. 

The results of the investigation presented in this chapter showcased particularly important in 

demonstrating the usefulness of the transient outflow model as a valuable investigative tool for 

studying the efficacy of different ESDV configuration varying its type, combination, number, 

spacing and closure characteristics on limiting the outflow following the failure of pressurised 

pipelines. These information provide imperative guidelines for emergency planning and 

mitigation measures. 

Based on the results and analysis presented, the following key conclusions of practical 

significance may be made: 

• The impact of RCV and CV spacing in minimising outflow following a puncture failure 

at mid-way along a hypothetical CO2 pipeline was investigated. It was found that the 

installation of 2 equidistant CVs progressively resulted in a reduction of the amount of 

cumulative mass discharged by ca. 50%. However, further increase in the number of 
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CVs beyond 2 had little effect on further reduction in the amount of cumulative mass 

discharged 

• Switching to RCV placed at both upstream and downstream of the puncture, no such 

limit was observed. The amount of cumulative mass discharged simply reduced with 

an increase in the number of valves. However, such a reduction obtained by increasing 

the number of valves became marginal above certain range due to the long valve 

activation time resulting in significant amount of inventory loss prior to valve activation 

• In the case of using both RCVs and CVs at the same location (i.e. in tandem), significant 

improvement was observed in minimising outflow compared to only using one type of 

valve. For example, with 2 CVs and 2 RCVs, the corresponding reduction in the amount 

of cumulative mass discharged was significantly higher than using 8 same type valves 

placed along the punctured pipeline. The above demonstrated the potential merits in the 

choice of using different type of valves at the same locations for ESDV optimisation 

• The efficacies of ASVs, RCVs and CVs and their combinations were also assessed by 

comparing the amount of total inventory loss from an accidental FBR in a section 

between two ESDVs setup along a hypothetical ethylene pipeline. It was found that for 

different FBR locations, with two ASVs installed along the pipeline, the time of 

activation of the valves, and the resulting total inventory mass losses were mainly 

affected by the distance between the valve and the rupture plane, but not the initial feed 

flow prior to failure. The results also showed that amount of total inventory loss agreed 

closely (within ca. 10%) with initial mass of inventory prior to failure. This indicated 

that using ASVs enabled relatively fast isolation of the pipeline segment following FBR 

• Compared to using ASVs only, the combination of ASV and CV showed no 

significantly impact on the reduction in limiting the amount of total inventory loss and 

hence the duration of release following FBR. As such, the cost and reliability of 

emergency isolation systems should be carefully considered when adding CVs to 

pipelines already equipped with ASVs 

• On the other hand, switching to RCVs placed at both upstream and downstream of the 

FBR, the amount of total inventory loss was significantly higher as compared to using 

ASVs. Also, the amount of total inventory loss did not vary significantly with the valve 
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spacing. This finding again indicated that due to the finite response time of RCVs, the 

duration of accidental release prior to complete isolation cannot be reduced below a 

threshold using shorter valve spacing 

• In the case of combining RCV and CV, significant reduction in the total inventory loss 

as compared to emergency isolation based on RCVs only was observed. As such, 

installing additional CVs in high-pressure ethylene pipelines equipped with RCVs, 

could significantly reduce the duration of release, hence assisting faster accident 

consequence mitigation 

Given the large number of design and control parameters involved, the next chapter is devoted 

to developing and applying a multi-objective optimisation technique along with principal 

component analysis to determine the optimal ESDV configuration in high-pressure pipelines 

for striking the balance among three objective functions: the amount of inventory escaping 

prior to complete valve closure following FBR, the ESDV capital cost and the total failure rate 

for all ESDVs employed along the pipeline. 
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Chapter 6: 

Optimising Emergency Shutdown Valve Configurations 

for Pressurised Pipelines Using Multi-objective 

Optimisation and Principal Component Analysis 

6.1 Introduction 

So far, the main focus of this work has been studying Emergency Shutdown Valve (ESDV) 

characteristics and their efficacy in isolating outflow following accidental failures of high-

pressure pipelines. Another important consideration in practice is the significant capital cost of 

ESDVs, which can become prohibitive depending on their type (ASVs or RCVs are much more 

expensive than CVs) (Smith and Zappe, 2004) and number of units employed. As such, the 

optimum configuration of ESDVs requires a delicate balance between their total cost and the 

level of protection these provide in minimising the resulting risks in the event of a pipeline 

failure. Such challenge may be defined as a multi-objective problem. 

As mentioned in Chapter 3, multi-objective optimisation methods are often used in practice for 

dealing with reliability-based and risk-informed assessments for system design, operation, 

maintenance and regulation (Zio and Bazzo, 2011; Solomon Brown et al., 2014; Demissie, 

2015; HSE, 2017).  

Brown et al. (2014) for example presented a study using the above method to optimise valve 

spacing in CO2 pipelines as a trade-off between the reduction in risk against the cost in ESDV 

installation and maintenance. However, with the exception of the valve spacing, the impact of 

other important parameters such as ESDV type & their combination, number and operational 

settings (e.g. activation & closure times) were not considered.  

Unfortunately, increasing the number of optimisation variables leads to significant additional 

mathematical complexities, making solutions difficult to visualise and analyse. Variable 

reduction techniques, such as Principal Component Analysis (PCA), attempt to overcome this 

limitation by identifying redundant variables that can be disregarded whilst still ensuring an 

improved outcome (Krzanowski, 2000; Gutiérrez et al., 2010; Sabio et al., 2012).  
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Therefore, in this chapter, for the first time, we integrate the multi-objective optimisation 

method with PCA in order to find the optimal ESDV configurations for high-pressure pipelines 

balancing the ESDV capital cost, the ESDV efficacy in minimising and ultimately isolating 

outflow following pipeline failures as well as the total failure rate for different combinations 

of inline ESDVs. Although important, for the sake of simplicity, and lack of reliable data, costs 

of valve maintenance are not considered in this study.  

Natural gas is chosen as the transported fluid given its hazardous nature (extremely flammable 

and explosive) and its extensive potential use as a fossil fuel worldwide. Given that natural gas 

is considered as a cleaner transition energy as compared to other energy types (i.e. coal and 

petroleum), it has emerged as a widely accepted pathway for reducing CO2 emissions in many 

countries (Demirbas, 2002; Semin and Bakar, 2008; Dong et al., 2020). In China for example, 

the consumption of natural gas has increased significantly in the last two decades; from 25.3 

billion cubic meters (bcm) in 2000 to 307.3 bcm in 2019, (ca. 12 fold increase) (China Statistics 

Press, 2019). Fuelling this fast-rising demand for natural gas in China is the country's rapidly 

expanding natural gas infrastructure. According to the 13th Five Year Plan of China (State 

Council of the People’s Republic of China, 2016), a total length of ca. 163000 km natural gas 

pipeline network is expected to be constructed by the end of 2025, corresponding to ca. 55 % 

increase as compared to 2020. Given that these pipelines may by necessity pass through densely 

populated urban areas in order to maintain the economic viability, their safe operation is of 

paramount importance.  

As such, in order to ensure practical relevance, a real 1016 mm i.d., 150.2 km long pipeline 

designed by China Petroleum Pipeline Engineering Corporation (CPPEC) (2012) transporting 

high-pressure natural gas is adopted as a case study in this chapter as follows: 

Section 6.2 commences with the description of multi-objective optimisation theory. This is 

followed by the presentation of the basic mathematical formulation of PCA, including the 

Yanai’s Generalized Coefficient of Determination (GCD) criterion and the Restricted 

Improvement algorithm. In Section 6.3, the case study for determining the optimal ESDV 

configuration for the CPPEC natural gas pipeline in China is defined.  

Starting with defining a set of 6 optimisation variables for ESDV settings, PCA is first 

employed to reduce the number of optimisation variables, whilst retaining good agreement for 

the problem solution and emphasis on computational simplification. The outflow simulation 
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results obtained using the outflow model described in Chapter 2 are used as the input conditions 

for PCA.  

Next, a description of the optimisation problem is performed, detailing the objective functions 

used, including valve capital cost, and the various parameter realistic values assumed. The 

results of the multi-objective optimisation are presented and discussed using scatter plots 

providing a geometrical visualisation of the Pareto Front and Set. Conclusions are presented in 

the last section.  

 

6.2 Theory  

6.2.1 Multi-objective Optimisation 

A multi-objective problem can be stated in the form (Zio and Bazzo, 2011): 

min
𝜃∈𝐷

𝐽(𝜃) 6.1 

where, 

𝜃 = [𝜃1, … , 𝜃𝑝] ∈ 𝐷 6.2 

𝐽(𝜃) = [𝐽1(𝜃),… , 𝐽𝑠(𝜃)] 6.3 

Here, 𝐽 is a vector of objective functions which constitute the multi-objective problem. 𝜃 is the 

vector of independent variables which are mapped from 𝐷, the decision space to the vector 

space spanned by 𝐽. 

Assuming a multi-objective problem with, 𝑠 objectives is to be considered, where, 𝑙 objectives 

are to be minimised and, 𝑚 objectives are to be maximised. Each objective can be normalised 

with respect to its minimum or maximum values on the Pareto Front (Zio and Bazzo, 2011): 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 139 - 

 

𝐽�̅�(𝜃) =
𝐽𝑖(𝜃) − 𝐽𝑖

𝑚𝑖𝑛

𝐽𝑖
𝑚𝑎𝑥 − 𝐽𝑖

𝑚𝑖𝑛
 𝑖 = 1, … , 𝑙 6.4 

𝐽�̅�(𝜃) =
𝐽𝑖
𝑚𝑎𝑥−𝐽𝑖(𝜃)

𝐽𝑖
𝑚𝑎𝑥 − 𝐽𝑖

𝑚𝑖𝑛
 𝑖 = 𝑙 + 1, … , 𝑠 6.5 

and  

0 ≤ 𝐽�̅�(𝜃) ≤ 1 𝑖 = 1, … , 𝑠 6.6 

where, 𝐽�̅�(𝜃) = 0 means that solution, 𝜃 has the best value for the 𝑖th objective. And 𝐽�̅�(𝜃) = 1 

means that solution, 𝜃 has the worst value for the 𝑖th objective. 

 

6.2.2 Principal Component Analysis (PCA) 

Mathematically, PCA is defined as an orthogonal linear transformation that converts the inter-

related variables, 𝜃1, 𝜃2, . . . , 𝜃𝑝 into a smaller set of uncorrelated variables, known as Principal 

Components (PCs), 𝑦1, 𝑦2, . . . , 𝑦𝑝 in a new coordinate system, such that: 

𝑦 = 𝛤𝑇𝜃 6.7 

where, 𝜃 and 𝑦 are 𝑝-dimentional random vectors. 𝛤 is the 𝑝 × 𝑝 orthogonal data matrix. The 

covariance matrix, Σ  of the variables, 𝜃  as well as the eigenvalues and corresponding 

eigenvectors of Σ are calculated using equation 6.7. PCs are ordered according to the amount 

of variance they pertain to. The greatest variance by any projection of the inter-related variables 

comes to lie on the first coordinate (called the first PC), the second greatest variance on the 

second coordinate, and so on.  

According to Jolliffe (1972), a dimension is considered to be important if the eigenvalue of the 

PC is greater than 0.8, although the usual approach is to consider a dimension as important if 

the eigenvalue is greater than 1. However, dimensionality reduction via PCA does not provide 
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a real reduction of dimensionality in terms of the original variables, since all of the original 

variables are required to define even a single PC. Also, the PCs do not reliably indicate which 

variables are the most relevant in terms of preserving information. 

In order to select a subset of 𝑘 PCs from, 𝑝 while still retaining most of the variance existing 

in the full-space problem, a common approach is to account for more than 90 % of the total 

variance (Cadima and Jolliffe, 2001; Gutiérrez et al., 2010). The proportion of the total 

variation explained by the first 𝑘 PCs, 𝑃𝑟𝑘 can be given by (Gutiérrez et al., 2010): 

𝑃𝑟𝑘
2 =

∑ 𝜆𝑗
𝑘
𝑗=1

∑ 𝜆𝑗
𝑝
𝑗=1

=
∑ 𝜆𝑗
𝑘
𝑗=1

tr(𝛴)
 

6.8 

where, 𝜆𝑗  is the variance of the 𝑗th PC, which is equal to the 𝑗th largest eigenvalue of the 

covariance matrix, Σ of the variables, 𝜃 such that: 

𝜆𝑗 = Var(𝑦𝑗) 6.9 

Given that for 𝑝 variables, there are 2𝑝 − 1 possible subsets for the complete search since each 

potential independent variable can either be included or excluded (Gutiérrez et al., 2010), the 

above variable selection method quickly becomes infeasible and computational expensive with 

the increasing number of variables. For example, for 10 variables, the number of all possible 

subsets is 2021, while for 20 variables, the above number increases rapidly to more than 1 

million. In order to address this problem, several methods have been proposed to perform the 

variable selection in multivariate analysis such as the Yanai’s generalized coefficient of 

determination (GCD) criterion (Ramsay et al., 1984) presented as follows.  

 

6.2.2.1 The Yanai’s Generalized Coefficient of Determination (GCD) criterion 

The GCD is defined as the cosine of the angle between the matrices of orthogonal projections 

on two subspaces, in which the degree of similarity between those subspaces is measured. 

Recent studies using the GCD criterion in the context of PCA have shown good performance 

in the selection of best subset of variables and significant improvement in the computational 
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simplification (Cadima and Jolliffe, 2001; Cadima et al., 2004; Gutiérrez et al., 2010). As such, 

the GCD criterion is employed in this study. 

The GCD is defined by a 𝑛 × 𝑝 data matrix, 𝐗, whose columns result from regressing each of 

the 𝑝 (centred) observed variables on 𝐾 (i.e., orthogonally projecting them on 𝐊) such that:  

GCD = cos(𝐏𝐆, 𝐏𝐊) =
1

𝑘
tr ([𝐒{𝐺}](𝐾)[𝐒{𝐾}]

−1
) 

6.10 

where, 𝐏𝐊  and 𝐒{𝐾}  are the matrix of the orthogonal projections on 𝐊  and constitute the 

submatrix which results from retaining those rows and columns of 𝐒, whose row/column 

numbers are found in 𝐾, respectively. The subspace, 𝐆, spanned by the first 𝑘 PCs of the data 

set is defined as the maximum possible variability within the original data set. 𝐏𝐆 and 𝐒{𝐺} are 

the matrix of orthogonal projection onto subspace 𝐆  and the approximation to matrix 𝐒 

obtained by retaining, respectively. It should be noted that only the eigenvectors values 

associated with the 𝑘 largest eigenvalues are used in the spectral decomposition of 𝐒. [𝐒{𝐺}](𝐾) 

is the 𝑘 × 𝑘 submatrix of 𝐒{𝐺} obtained by retaining only the rows/columns with row/column 

numbers in 𝐾. 

Rewriting the GCD criterion in a simpler algebraic form (Cadima and Jolliffe, 2001), we get: 

GCD =
1

𝑘
∑(𝑟𝑚)𝑖

2

𝑘

𝑖=1

 

6.11 

where, (𝑟𝑚)𝑖  is the multiple correlations between the 𝑖th PC of the full data set and the 𝑘 

selected variables.  

The GCD is the average of the squared canonical correlations between two sets of variables 

spanning each of the subspaces, with a value between 0 (if the subspaces are orthogonal) and 

1 (if all 𝑘 PCs are in 𝐊, i.e., if the subspaces coincide). 
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6.2.2.2 The algorithm: The Restricted Improvement (Cadima et al., 2004) 

Finding the set, 𝑆 which maximise equation 6.10 for a given value of 𝑘 can be defined as a 

general combinatorial optimisation problem as follows:  

find 𝑆 which maximises   {𝑐(𝑆): 𝑆 ∈ ℱ ⊆ 2𝑁}  6.12 

where, 𝑁 is a finite set, and the objective function 𝑐 ∶  2𝑁 → ℝ0
+ associates to each subject of 

𝑁 a nonnegative real value. The set 𝑆∗ ⊆ 𝑁 is an optimal solution if 𝑆∗ is in the set of ℱ of 

feasible solutions and 𝑐(𝑆∗)  ≥ 𝑐(𝑆), for all 𝑆 ∈ ℱ.  

Local search heuristics are often used throughout for the calculations inside the feasible region 

ℱ , by exchanging some of its components to move from one feasible solution to another 

feasible solution (Martin et al., 1992; Arya et al., 2004; Cadima et al., 2004). Different heuristic 

algorithms can be applied for combinatorial optimisation problems to find the best subset of 

variables for the successive 𝑘-values. In this study, the Restricted Improvement technique 

proposed by Cadima et al. (2004) is employed to determine the set, 𝑆 for this purpose. 

Figure 6.1 shows the corresponding calculation flow algorithm. Here, the set 𝑋, which contains 

𝑘-subsets, is defined as the neighbourhood of the current solution, 𝑆. The set, 𝑋 on the other 

hand can be obtained by replacing one element of, 𝑆 with one element from 𝑋\𝑆. The set, 𝑄 

which is defined as the queue to arrange the variables in the set 𝑋, consists of all variables 

which are not included in the starting solution initially.  

As can be observed in figure 6.1, the algorithm commences with picking and removing an 

element, 𝑗  from the set, 𝑄 . Then, the variable, 𝑖∗  is determined to satisfy the following 

correlation: find 𝑖∗ (𝑖∗ ∈ 𝑆) which maximises {𝑐(𝑆\{𝑖} ∪ {𝑗}): 𝑖 ∈ 𝑆}. Next, the current set, 𝑆 

is updated by defining, 𝑆 = 𝑆\{𝑖∗} ∪ {𝑗} (if and only if 𝑐(𝑆\{𝑖∗} ∪ {𝑗}) > 𝑐(𝑆)). Thereafter, 

the variable, 𝑖∗ is inserted into the set, 𝑄, if and only if, 𝑖∗ has not been in 𝑄 before. Finally, 

the algorithm stops until the set 𝑄 is equal to the empty set (if the set 𝑄 is not equal to the 

empty set, go back to the first step and repeat the process). It should be noted that the whole 

process gives 𝑂 (𝑘 × 𝑝)  evaluations of the criterion given that determining, 𝑖∗  involves 𝑘 

evaluations of the objective function and no element is inserted into the set 𝑄 twice. 
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Figure 6.1: The calculation flow algorithm of the Restricted Improvement.  

 

6.3 Results and Discussion 

6.3.1 Case Study 

For the purposes of this study, the relevant conditions for the planned high-pressure natural gas 

pipeline to be constructed by CPPEC (2012) are adopted for the ESDV configuration multi-

objective optimisation investigation. The pipeline is designed for the Harbin – Shenyang 

natural gas transmission pipeline project, with a total length of 555 km, expected to transport 

5.9 million tonnes per annum natural gas from the end of 2020. Figure 6.2 gives a schematic 

representation of the route of the Harbin – Shenyang gas transmission pipeline project marked 
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in red. As it may be observed, the natural gas pipeline starts from Harbin, running through 

several populous cities including Dehui, Changchun, Siping and Kaiyuan, and eventually 

terminates in Shenyang. Given its proximity to these highly populated areas, its safe operation 

is of paramount importance.  

 

Figure 6.2: Schematic representation of the route (indicated in red) of the Harbin – Shenyang 

natural gas transmission pipeline project (CPPEC, 2012). 

This case study focuses on the first part of the natural gas pipeline; from Harbin to Dehui, 

spanning a total length of 150.2 km. The operating feed flow rate is 211.58 kg/s and the line 

pressure and temperature are at 80 bar and 307.24 K respectively. Other relevant details 

regarding the pipeline setup, including the fluid composition are presented in table 6.1. 
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Table 6.1: Pipeline setup for the case study. 

Pipeline Parameters Value 

Pipeline 

Pipeline outer diameter (mm) 1051 

Pipeline wall thickness (mm) 17.5 

Pipeline roughness height (mm) 0.005 (assumed for mild steel) 

Heat transfer coefficient (kW/m2K) 5 (assumed) 

Ambient 

conditions 

Ambient pressure (bar) 1 

Ambient temperature (K) 293.15 (assumed) 

Boundary 

conditions 

Upstream boundary condition Pump 

Pump Shutdown time 
60 seconds after leak detected 

(assumed) 

Downstream boundary condition Closed 

Feed  CH
4
 C

2
H

6
 C

3
H

8
 i-C

2
H

10
 n-C

4
H

10
 CN

2
 CO

2
 He 

Mole fraction 

(%) 
94.7 0.55 0.08 0.01 0.01 1.92 2.71 0.02 

 

In this study, pipeline locations risk ratings are classified based on proximity to occupied 

buildings or other areas where people gather regularly. Accordingly, ESDVs are proposed to 

be installed at specified intervals in consonance with the 3 escalating Risk Classifications 

Ratings (RCR) defined by the CPPEC (2012) as presented in table 6.2. The corresponding 

criteria for the maximum ESDV spacing under each RCR are also included in the same table. 

Figure 6.3 shows the RCR distribution along the Harbin-Dehui natural gas pipeline. 
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Table 6.2: Risk Classifications Ratings and maximum ESDV spacing for the Harbin – 

Shenyang natural gas transmission pipeline (CPPEC, 2012). 

Risk Classification 

Rating (RCR)  

Numbers of households living within 

2km radius of the pipeline  

Maximum ESDV 

spacing (km) 

Class 1 ≤15 32 

Class 2 >15, ≤100 24 

Class 3 >100 16 

 

 

Figure 6.3: Schematic representation of Risk Classification Rating (RCR) distribution along 

the Harbin-Dehui natural gas pipeline (CPPEC, 2012). 

As can be seen from figure 6.3, the Harbin-Dehui natural gas pipeline is classified into 3 RCRs 

along the route: Class 3 (15.6 km), Class 1 (20.3 km) and Class 2 (114.3 km). In order to satisfy 

the criteria for the maximum ESDV spacing under the given RCR along the Harbin-Dehui 

natural gas pipeline as indicated in table 6.2 and figure 6.3, a minimum of 6 ESDVs are required 

to install along the pipeline. Figure 6.4 shows the schematic representation of the proposed 

valve spacing for 6 ESDVs (denoted as ESDV-1 to ESDV-6) along the Harbin-Dehui natural 

gas pipeline. The detailed ESDV location along the pipeline, spacing and RCR between two 

ESDVs as well as the maximum ESDV spacing are presented in table 6.3.  
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Figure 6.4: Schematic representation of the proposed valve spacing for 6 ESDVs along the 

Harbin-Dehui natural gas pipeline. 

Table 6.3: Proposed valve spacing for 6 ESDVs installed along the Harbin-Dehui natural gas 

pipeline. 

 ESDV Location 

along the pipeline 

(km) 

Spacing 

between 2 

ESDVs (km) 

Risk classification 

rating (RCR) 

between 2 ESDVs 

Maximum 

ESDV spacing 

(km) 

Harbin 0 0 Class 3 16 

ESDV-1 16 16 Class 3 & 1 16 

ESDV-1 38.36 22.36 Class 1 & 2 24 

ESDV-1 60.72 22.36 Class 2 24 

ESDV-1 83.09 22.37 Class 2 24 

ESDV-1 105.46 22.37 Class 2 24 

ESDV-1 127.83 22.37 Class 2 24 

Dehui 150.2 22.37 Class 2 24 

For the purpose of optimising ESDV configurations for the above pipeline, 6 optimisation 

variables for the various ESDV settings are considered for the multi-objective optimisation 

study. The objectives being:  

1. minimising the amount of total inventory loss prior to complete valve closure 

following FBR  

2. minimising the ESDV capital cost  
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3. minimising the total failure rate for all ESDVs used along the pipeline  

The corresponding optimisation variables include:  

i. ESDV type (ASV and RCV)  

ii. ESDV activation pressure 

iii. ESDV combination  

iv. number of ESDVs  

v. ESDV spacing  

vi. FBR location  

Table 6.4 presents the corresponding simulation input parameters of the above optimisation 

variables. Here the RCVs are assumed to close 60s following the leak detection. The ASVs on 

the other hand are assumed to close immediately once the leak is detected. For both RCVs and 

ASVs, the valve linear closure rate is assumed to be 1.904 cm/s. It should be noted that CVs 

are not suitable to be used solely for emergency isolation in long multi-segment pipelines (CVs 

are designed to prevent backflow, they will not be activated if a pipeline failure occurs 

downstream of the installed CVs; as discussed in Section 4.3.2, Chapter 4 and Section 5.2.2, 

Chapter 5). Therefore, only RCVs and ASVs are assumed to be installed along the pipeline. 

Table 6.4: Simulation input parameters of the selected 6 optimisation variables for ESDV 

configuration. 

Optimisation Variables Related with 

ESDV Settings 

Simulation Input Parameters 

ESDV type RCV and ASV 

ESDV activation pressure 2, 5, 10, 20 and 30 bar 

ESDV combination RCV only; ASV only; RCV & ASV 

Number of ESDVs ≥ 6 

ESDV spacing ≤ 16 km (Class 3); ≤ 24 km (Class 2) 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 149 - 

 

FBR location x/D = 0.1; 0.3; 0.5; 0.7; 0.9 (where x is the distance 

between FBR and the nearest ESDV downstream 

of FBR. D is the distance between two ESDVs)  

In this case study, given the large number of parameters, PCA is first applied to discard the 

redundant optimisation variables for the multi-objective optimisation study. The outflow 

calculations are carried out using the Homogeneous Equilibrium Mixture (HEM) model 

described in Chapter 2 and the simulations results are in turn used as the input conditions PCA. 

For each optimisation variable listed in table 6.4, 30 tests are performed varying the input 

parameters which are selected by using a random value generator. It should be noted here that 

the outflow data fed into PCA is normalised in order to reduce the computational complexity 

and simulation runtime.  

Following the results of PCA, the multi-objective optimisation study is conducted. The multi-

objective optimisation problem can be summarised in the following mathematical form: 

min
𝜃∈𝐷

𝐽1(𝜃)𝐽2(𝜃) 𝐽3(𝜃)                      𝜃 ∈ 𝐼 6.13 

Here, 𝜃 is the vector of the independent optimisation variables obtained from the results of 

PCA. 𝐼, is the interval which the optimisation variables lie within (see table 6.4).  

𝐽1(𝜃) is the metric for the hazard associated with a pipeline failure. In this study, the objective 

function 𝐽1, is defined to be the total inventory loss prior to complete valve closure following 

FBR failure.  

𝐽2(𝜃), the annual cost of the set of 𝑁 ESDVs, is expressed by (Medina et al., 2012): 

𝐽2(𝜃) =  
𝑉𝑃𝑁𝑟(1 + 𝑟)

𝑛

(1 + 𝑟)𝑛+1 − 1
𝑁 

6.14 

where, 𝑉𝑃𝑁 is the single valve cost. 𝑟 and 𝑛 are the discount rate and the average lifetime of the 

equipment, respectively. The values used here are 𝑉𝑃𝑁 (𝐴𝑆𝑉) = £ 140000, 𝑉𝑃𝑁 (𝑅𝐶𝑉) = £ 

60000, 𝑟 = 0.035 and 𝑛 = 10 years (CPPEC, 2012). It is worth mentioning that 𝐽2(𝜃) should be 
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less than the maximum budget for the annual cost of the ESDVs, which is assumed to be 

£100000 in this case study. 

𝐽3(𝜃) is the total failure rate for all ESDVs used along the pipeline. According to Faraci (2006), 

it can be assumed that the total failure rate is the sum of the individual ESDV failure rate. The 

individual failure rate for RCV and ASV used here are assumed to be 0.03 /demand and 0.01 

/demand respectively (HSE, 2017). 

In this study, the scatter plot is introduced to provide a geometrical visualisation of the Pareto 

Front and Set as it is one of the most common straightforward visualisation techniques to 

project all individual objective information of the underlying approximation set. The plots are 

obtained by plotting each variable on the coordinate system set up by the 3 objectives, 𝐽1, 𝐽2 

and 𝐽3 . The plots can then be used to select an optimal set of values for the optimisation 

variables. 

 

6.3.2 Principal Component Analysis (PCA) Results 

PCA is first applied as the variable reduction technique to discard the redundant optimisation 

variables for the multi-objective optimisation study without disturbing the main features of the 

whole data set. The results of PCA are summarised in table 6.5. The eigenvalues of the 6 PCs 

demonstrate the variability in each associated PC. The proportion and cumulative variabilities 

of each PC as well as the eigenvectors of each optimisation variable are also given in the table. 

It is worth noting that the proportional variability for each PC is measured by the ratio of the 

eigenvalues to the sum of the eigenvalues. 
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Table 6.5: Summary of PCA results using the 6×6 matrix.  

Principal component no. #1 #2 #3 #4 #5 #6 

Eigenvalues 4.026 1.934 0.816 0.296 0.221 0.001 

Proportion variability 0.5632 0.2695 0.0999 0.0399 0.0273 0.0001 

Cumulative variability 0.5632 0.8327 0.9326 0.9725 0.9998 1.0000 

       

ESDV type 0.947 -0.285 0.034 0.011 -0.113 0.016 

ESDV activation pressure  0.933 -0.302 -0.044 -0.087 -0.143 0.009 

ESDV combination 0.673 -0.187 -0.027 -0.047 -0.118 -0.025 

Number of ESDVs 0.926 0.499 -0.214 -0.318 0.277 0.002 

ESDV spacing 0.534 0.679 -0.281 0.417 -0.013 0.001 

FBR location 0.401 -0.836 0.053 0.230 0.318 -0.001 
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According to Jolliffe (1972), a dimension is important if the eigenvalue is greater than 1. As 

can be observed from table 6.5, only for the first two PCs, their eigenvalues are greater than 1. 

Therefore, the data set of the 6 optimisation variables are essential in two-dimensional analysis.  

According to table 6.5, the eigenvalues for the first and second PCs are respectively 4.026 and 

1.934. Their combination accounts for 0.8327 or 83.27 % of the total variability. The first PC 

accounts for 56.32 % of the proportion variability and appears to be primarily driven by three 

optimisation variables: the ESDV type, ESDV activation pressure and number of ESDVs. The 

second PC accounts for over 26% of the proportion variability. It is noteworthy that for the 

second PC, the signs of the eigenvectors for the optimisation variables have no importance in 

themselves as all may be reversed without undermining the analysis. However, the signs can 

indicate a classification of the optimisation variables into two groups: the first group including 

the number of ESDVs and ESDV spacing, and all the other optimisation variables are in the 

second group. The sign of the eigenvectors can also suggest that the second PC directs large 

values of the second group and low values of the first group in two different directions of the 

subspace. 

In order to select the most promising subsets of optimisation variables from different numbers 

of indicators (denoted as k), both the GCD criterion and the total variance associated with the 

first k PCs are used. Table 6.6 shows, for the 6 the optimisation variables, the results of the 

total variance and the GCD for k PCs. The corresponding indicators for the optimal subsets of 

optimisation variables associated with each k value are also presented in the table. The total 

variance of k PCs relates to the percentage of the cumulative variability (as in table 6.5). The 

Restricted Improvement algorithm (see equation 6.12 and figure 6.1) is used for finding the 

ideal subset of variables in the GCD criterion.  
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Table 6.6: The indicators for the optimal subsets of optimisation variables selected according 

to the total variance of k PCs and the GCD criterion.  

k Total Variance of 

k PCs (%) Indicators  GCD 

2 83.27 ESDV type, ESDV spacing 0.829 

3 93.26 ESDV type, ESDV spacing, Number of ESDVs 0.929 

4 97.25 ESDV type, ESDV combination, ESDV activation 

pressure, ESDV spacing 0.963 

5 99.98 ESDV type, FBR location, Number of ESDVs, 

ESDV activation pressure, ESDV combination 0.999 

 

As can be observed in table 6.6, the value of GCD and the total variance of k PCs increase with 

k. According to Cadima et al. (2004), k can be selected with the first k PCs at more than ca. 

90% of variance. It should be noted that with the increase in k, the marginal increase in total 

variance decreases and thus there is no significant increase in total variance observed above a 

certain threshold. However, the computational complexity increases rapidly as a result of the 

increase in k. Therefore, k = 3 is selected here corresponding to the total variance of 3 PCs of 

93.27%.  

Turning to the GCD, when k = 3, the GCD between the subspaces spanned by the first three 

PCs and the optimisation variables equals 0.929, showing close agreement with the total 

variance. By using the Restricted Improvement algorithm, the indicators for the optimal set of 

optimisation variables are determined as ESDV type, ESDV spacing and number of ESDVs. 

For the total variance method, to choose 3 optimal variables from a total 6 variables, there are 

63 possible subsets to test. The application of the GCD criterion showcases a noticeable 

computational simplification as compared to the total variance method that could be employed 

in this case study.  
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6.3.3 Multi-objective Optimisation Results 

Figure 6.5 shows the variation of normalised total inventory loss, 𝐽1 as a function of normalised 

total annual valve cost, 𝐽2. The normalised value is calculated using equations 6.4 and 6.5. The 

objective function 𝐽3, which represents the ESDVs total failure rate, is marked in different 

colours for the data points. Each data point describes one ESDV configuration. The colours for 

the data points are on a scale from green (which represents 0 /demand for total failure rate) to 

red (which represents 0.5 /demand for total failure rate). 

 

Figure 6.5: ESDV multi-objective optimisation results: Variation of normalised total 

inventory loss (𝐽1) with normalised total annual valve cost (𝐽2). The colour of each data point 

represents ESDVs total failure rate on demand (𝐽3) as indicated in the vertical column. 

As can be seen from figure 6.5, 𝐽1 shows the expected general decrease as 𝐽2 increases from 0 

to 1. 𝐽1 drops from its maximum value 1 at 𝐽2 =0 and approaches ca. 0 – 0.6 at 𝐽2 =1. It is 

noteworthy that as 𝐽2 increases, the choices for ESDV configurations (i.e. ESDV type, ESDV 
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spacing and number of ESDVs) in one cost range increases significantly. For example, the 

number of possible ESDV configurations increases from 2 to 9 when 𝐽2 increases from the 

range [0, 0.1] to [0.9, 1]. The objective function 𝐽3, on the other hand, shows a general increase 

as both 𝐽1 and 𝐽2 increasing from 0 to 1. 

In order to help decision makers to select the optimal set of ESDV configuration, figure 6.5 

can be further analysed based on various perspectives. For example, decision makers can 

choose the optimal set from a certain range of total ESDV costs or below a certain threshold 

for the total inventory loss.  

The figures 6.6 and 6.7 demonstrate how the proposed optimal set selection examples depend 

on two selected important perspectives, including normalised total annual valve cost and 

normalised total inventory loss. 

Figure 6.6 presents the ESDV multi-objective optimisation results focusing on normalised total 

annual valve cost (𝐽2) in the chosen range of 0.9 to 1. As it may be observed, there are 9 different 

possible ESDV configurations, with 𝐽1 varying from 0 to ca. 0.64 and 𝐽3 increasing from ca. 

0.11 /demand to 0.45 /demand.  

The worst case and best case scenario data sets here are marked by points A and B, respectively. 

Point A, representing the ESDV configuration for 15 RCVs only with an average valve distance 

of ca. 9.5 km, has the highest values of 𝐽1 (ca. 0.64) and 𝐽3 (ca. 0.45 /demand) at a normalised 

total annual valve cost of ca. 0.95. Point B represents the ESDV configuration for a mix of 8 

ASVs and 1 RCV with an average valve distance of ca. 15 km. Point B has the lowest values 

of 𝐽1 (0) and 𝐽3 (ca. 0.12 /demand) at a normalised total annual valve cost of ca. 0.94. Therefore, 

it can be concluded that point B in figure 6.6 is the optimal set for the ESDV configuration 

when 𝐽2 is in the chosen range of 0.9 to 1. 
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Figure 6.6: ESDV multi-objective optimisation results: Variation of normalised total 

inventory loss (𝐽1) with normalised total annual valve cost (𝐽2) in the range of 0.9 to 1. The 

colour of each data point represents ESDVs total failure rate on demand (𝐽3) as indicated in 

the vertical column. 

In the second optimal set selection example, it is assumed that the decision maker considers 

the hazard associated with a pipeline failure (i.e. normalised total inventory cost) as the priority 

aspect. Figure 6.7 demonstrates the ESDV multi-objective optimisation results focusing on 

normalised total inventory loss (𝐽1) below the threshold of 0.5. As it may be observed, there 

are 25 different possible ESDV configurations in total matching this criterion.  
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Figure 6.7: ESDV multi-objective optimisation results: Variation of normalised total 

inventory loss (𝐽1) (below 0.5) with normalised total annual valve cost (𝐽2). The colour of 

each data point represents ESDVs total failure rate on demand (𝐽3) as indicated in the vertical 

column. 

In order to decide the optimal set, cost-effectiveness analysis can be introduced. In figure 6.7, 

the coordinate system is divided into 4 different zones: Ⅰ, Ⅱ, Ⅲ and Ⅳ. Zone Ⅰ and zone Ⅳ 

respectively represent the scenarios for cost saving; low effectiveness; low/medium failure rate 

and cost increasing; high effectiveness; low-medium failure rate. The data sets in these two 

zones may be potentially accepted by the decision makers.  

Zone Ⅱ describes the scenario of valve cost increasing; low effectiveness; medium-high failure 

rate. As such, the data sets in this zone need to be avoided. In contrast, zone Ⅲ displays the 

scenario of the greatest cost saving; high effectiveness and low failure rate with the data sets 

in this zone. As such, it should be preferably considered as optimal sets. It can be readily seen 
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from figure 6.7 that the 25 different possible ESDV configurations lie on two different zones: 

zone Ⅲ with 3 possible configurations and zone Ⅳ with 22 possible configurations. As such, 

the 3 data sets in zone Ⅲ (namely group 1) should be considered as optimal solutions.  

For the purpose of evaluating the data sets in zone Ⅳ, the cost-effectiveness balance line is 

also presented in the figure (marked as a dashed line). The data sets above the line should be 

considered as less cost-effective and should be therefore avoided by the decision makers. On 

the other hand, the data sets below the line can be recognised as more cost-effective and may 

be considered as optimal sets. Therefore, there are 7 possible ESDV configurations under the 

cost-effectiveness balance line in zone Ⅳ (namely group 2) which may be favoured by decision 

makers. It is noteworthy that 𝐽2 depends highly on the single valve cost, 𝑉𝑃𝑁 (in this study the 

value used are 𝑉𝑃𝑁 (𝐴𝑆𝑉) = £ 140000 and 𝑉𝑃𝑁 (𝑅𝐶𝑉) = £ 60000; CPPEC, 2012). Thus more 

optimal sets (i.e. data sets in Zones Ⅲ and Ⅳ) are expected with a lower 𝑉𝑃𝑁, and less optimal 

sets are expected with a higher 𝑉𝑃𝑁. 

 

6.4 Concluding Remarks 

This chapter described the development and application of a comprehensive methodology 

combining multi-objective optimisation and Principal Component Analysis (PCA) for 

selecting optimal inline ESDV configurations for high-pressure pipelines striking a reasonable 

balance between risk reduction and valve cost. Such type of capability is fundamentally 

important given the huge quantities of highly hazardous materials being transported across the 

globe using high-pressure pipelines.  

The fundamental theory of the multi-objective optimisation method and PCA, including the 

Yanai’s Generalized Coefficient of Determination (GCD) criterion and the Restricted 

Improvement algorithm was first presented. A real planned, 1016 mm i.d., 150.2 km long 

natural gas transmission pipeline in China was chosen as the case study. Given that the pipeline 

is destined to pass through several populous cities, its safe operation is of paramount 

importance.  

Based on the results and analysis presented for the specific case study, the following key 

conclusions may be made: 



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 159 - 

 

• Having identified a necessary set of 6 optimisation variables for ESDV configurations, 

PCA was firstly applied to reduce the number of redundant optimisation variables. It 

was found that only for the first two PCs, their eigenvalues were greater than 1, which 

made the data set of variables essential in two-dimensional analysis. The first two PCs 

accounted 83.27 % of the total variability. 

• Both the GCD criterion and the total variance associated with the first k PCs were used 

to select the most promising subsets of optimisation variables from k indicators. It was 

found that with the increase in k, the marginal increase in total variance decreased and 

thus there was no significant increase in total variance observed above a certain 

threshold. In this study, k = 3 was selected according to Cadima’s criteria (2004) and 

the total variance of 3 PCs was 93.27%. 

• Turning to the GCD, when k = 3, the GCD was equal to 0.929, showing close agreement 

with the total variance. By using the Restricted Improvement algorithm, the indicators 

for the optimal set of optimisation variables were determined as ESDV type, ESDV 

spacing and number of ESDVs. For the total variance method, 63 possible subsets were 

tested in order to choose 3 optimal variables from 6 optimisation variables. The 

application of GCD criterion showed a significant computational simplification as 

compared to the total variance method. 

• Following the results of PCA, the selected 3 optimisation variables were applied into 

the multi-objective optimisation. The results of multi-objective optimisation were 

presented using scatter plots providing a geometrical visualisation of the Pareto Front 

and Set. It was found that normalised total inventory loss decreased as normalised total 

annual valve cost increased. In contrast, ESDV total failure rate showed a general 

growth with the increasing of both normalised total inventory loss and total annual 

valve cost. 

• In order to help decision makers to select the optimal set of ESDV configuration, two 

examples were given to further analyse the multi-objective optimisation results based 

on two perspectives: from a certain range of total ESDV costs and below a certain 

threshold of the inventory loss. The first example focused on normalised total annual 

valve cost in the chosen range of 0.9 to 1. It was found that the optimal ESDV 
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configuration was a mix of 8 ASVs and 1 RCV and an average valve distance of ca. 15 

km, which had the lowest values of the total inventory loss prior to complete valve 

closure following FBR failure and the total ESDV failure rate at a normalised total 

annual valve cost of ca. 0.94. 

• The second example targeted on the multi-objective optimisation results with the 

normalised total inventory loss below the assumed threshold of 0.5. Cost-effectiveness 

analysis was introduced to decide the optimal sets. Two groups of data sets were 

highlighted as the optimal solutions: the first included 3 ESDV configurations in zone 

Ⅲ, representing the scenario with the greatest cost saving; high effectiveness and low 

failure rate and should be preferably considered by decision makers. In the second 

group, 7 possible ESDV configurations under the cost-effectiveness balance line in 

zone Ⅳ, representing the scenario for cost saving; less effectiveness and low-medium 

failure rate may be considered by decision makers as the optimal solutions. 

In conclusion, the methodology developed in this chapter provides a fundamental modelling 

technique for complex multi-objective problems and the results can serve as a highly 

informative tool in practice. It successfully demonstrates the capability of employing the 

variable reduction techniques in the multi-objective optimisation study, with emphasis on 

computational simplification whilst still retaining good agreement with the output of a real-

world multi-objective problem. The results of the case study can assist decision makers to select 

the optimal inline ESDV configuration including the ESDV type, number and spacing as well 

as their combinations and operational settings for striking a balance among three objectives: 

the amount of total inventory loss prior to complete valve closure following FBR, the ESDV 

capital cost and the total failure rate for all ESDVs employed along the pipeline.  

  



                              DEPARTMENT OF CHEMICAL ENGINEERING 

- 161 - 

 

Chapter 7: 

Conclusions and Future Work 

7.1 Conclusions 

High-pressure pipelines are the primary mode of choice for transporting large quantities of 

hazardous fluids across the globe. The failure of such pipelines can lead to the release of 

significant amounts of flammable or toxic inventories, which may in turn present risks to life, 

environment and property. In order to mitigate such risks, various types of emergency 

shutdown valves (ESDVs), including Check Valves (CVs), Automatic Shut-off Valves (ASVs) 

and Remote Control Valves (RCVs), are installed along high-pressure pipelines as the front-

line emergency mitigation tool. Given the significant capital cost of ESDVs, which can become 

prohibitive depending on their type and number of units employed, their routine maintenance 

which can be especially challenging for offshore operations, the optimum inline ESDV 

configuration must be carefully determined to remain cost effective whilst providing a 

reasonably acceptable level of protection in the event of a pipeline failure. 

In light of the above, accounting for the critically important ensuing in-pipe transient fluid flow 

behaviour based on the Homogeneous Equilibrium Mixture (HEM) assumption, this thesis 

described the development of a rigorous and computationally efficient multi-objective 

optimisation model for selecting the optimal ESDV configuration for pressurised transportation 

pipelines. The model accounts for the valve type and combinations, cost, number of installed 

units and their failure frequencies. Its development, application and testing involved the 

following steps:  

• modelling and study of the dynamic response of ESDVs following the accidental failure 

of high-pressure pipelines, including: 

i. the investigation of pressure surges upon CV closure following Full Bore 

Rupture (FBR) of high-pressure pipelines 

ii. the investigation of ASV and RCV activation pressure on the efficacy in 

isolating the flow following pipeline failure 
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• simulating and analysing the efficacy of ESDVs using different inline valve 

combinations and spacings following the pipeline failure 

• developing a multi-objective optimisation method combined with Principal Component 

Analysis (PCA) and applying it to a real high-pressure transmission pipeline to 

determine the optimal inline ESDV configuration striking a balance between three 

objectives:  

i. the ESDV capital cost  

ii. the ESDVs failure rate (frequency)  

iii. the amount of total inventory escaping prior to complete valve closure following 

pipeline failure  

The following is a summary of the main findings in each chapter: 

In Chapter 2, the theoretical background for modelling pipeline transient flow, the numerical 

solution applied to solve the conservation equations and the pertinent boundary conditions were 

presented and discussed. The included the mass, momentum and energy conservation 

equations, the various hydrodynamic and thermodynamic relations for predicting the pertinent 

fluid properties, the Peng-Robinson Equation of State, the steady state isothermal flow model, 

the formulation of the Method of Characteristics and various boundary conditions to model the 

fluid as well as ESDV closure dynamics following pipeline failure.  

Also included in this chapter was a detailed review of the relevant studies focusing on the 

applications of the HEM model for predicting high-pressure pipeline decompression behaviour. 

Based on the review, the HEM model was shown to perform reasonably well as compared to 

measured data for pipeline decompression tests. Moreover, the HEM model was shown to have 

been successfully applied for investigating the dynamic response of ESDVs through the 

implementation of the appropriate boundary conditions. 

No studies were found to have addressed the fundamentally important questions of practical 

significance such as the resulting pressure surges upon CV closure, the impact of ASV and 

RCV activation pressure in isolating the outflow flow following pipeline failure, and 
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importantly, the efficacy of using different combinations of inline ESDV in limiting the amount 

of the inventory escaping prior to complete valve closure.  

Chapter 3 presented a review of multi-objective optimisation methods, including the general 

approaches to select the solutions, the specific techniques to visualise the Pareto Front and a 

survey of the applications of multi-objective optimisation methods. The review highlighted 

considerable progress has been made in applying multi-objective optimisation methods in 

providing a set of optimal solution for pipeline network design and operation. Very limited 

previous work involving the application of such methods to inline ESDV pipeline 

configurations was found.  

In the same vein, Brown et al. (2014) presented a multi-objective optimisation study balancing 

valve spacing in CO2 pipelines as a trade-off between risk reduction versus ESDV installation 

and maintenance costs. However, with the exception of the valve spacing, other important 

parameters related with ESDV configuration such as ESDV type & their combination, number 

and operational settings (e.g. activation & closure times) were not considered. 

Chapter 4 focused on modelling followed by comparing and contrasting the dynamic response 

of different types of ESDVs following the accidental failure of high-pressure pipelines. An 

ethylene pipeline was chosen as a case study given the chemical’s extensive pipeline 

transportation across the globe and its hazardous nature as being flammable, explosive and 

potentially toxic at high concentrations.  

In the first part of this chapter, the investigation of the resulting transient pressure surges upon 

CV closure for a wide range of ethylene pipeline operating pressures and temperatures was 

carried out. It was found that the pressure surge magnitude generally decreased with the 

operating pressure and temperature, varying non-linearly with the valve closure delay time. 

Remarkably, it was found that for the ethylene pipeline test case operating at a pressure of 90 

bar, the maximum amplitude of the pressure surge reached ca. 32 bar. This could potently lead 

to a sufficiently large thrust or bending forces acting on the pipeline segments risking 

undermining the pipeline mechanical integrity.  

In the second part of Chapter 4, the impact of the magnitude of ASV and RCV activation 

pressure on the total amount of inventory loss following pipeline failure occurring in between 

two ESDVs along the ethylene pipeline was investigated. The simulation tests involved FBR 
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and different generic sizes of puncture failures at three failure locations. It was found that for 

different failure locations, the ASV activation time was mainly affected by the distance 

between the valve and the rupture plane, and not the initial in-pipe flow. 

In the case of FBR and large puncture diameters failures (i.e. ≥ 50% of pipe i.d.), decreasing 

valve activation pressure resulted in a reduction in the total inventory loss prior to complete 

valve closure. However, the reduction in the total inventory loss did not change significantly 

with a decrease in the valve activation pressure. Turning to a small puncture (i.e. 10 mm), for 

the cases studied, both ASVs and RCVs failed to activate for relatively large valve activation 

pressures (i.e. more than 2.5 bar). 

Investigations involving comparisons based on using either ASVs or RCVs along the pipeline 

showed that ASVs offered significantly higher reduction in the total inventory loss prior to 

complete isolation as compared to RCVs. This was due to the additional operator action time 

required for the activation of RCVs, during which large amount of fluid would escape from the 

pipeline. However, using ASVs became less favourable as puncture size decreased. In such 

circumstances, the capital and operating costs of either of the valves will also be important 

factors governing their selection. 

In Chapter 5, the efficacies in minimising the total amount of inventory escaping based on the 

use of different ESDV combinations and spacing following pipeline FBR and puncture were 

investigated. Two typical high-pressure onshore pipelines were selected as case studies; one 

transporting ethylene (highly flammable, explosive and potentially toxic at high 

concentrations), the other transporting CO2 (an asphyxiant at concentrations >= 7% v/v). 

Two sets of investigations were performed. The first included the impact of RCV and CV 

spacing in minimising outflow following a puncture failure mid-way along a hypothetical CO2 

pipeline. It was found that the installation of two equidistant CVs along the pipeline 

progressively resulted in a reduction of the amount of cumulative mass discharged by ca. 50%. 

However, further increase in the number of CVs beyond 2 had little effect on further reducing 

the amount of cumulative mass discharged. Switching to RCV placed at both upstream and 

downstream of the puncture, no such limit was observed. However, the reduction obtained by 

increasing the number of RCVs became marginal above certain range due to the long valve 

activation time resulting in significant amount of inventory loss prior to valve activation.  
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In the case of using both RCVs and CVs at the same location (i.e. in tandem), significant 

improvement was observed in minimising outflow compared to only using one type of valve. 

This demonstrated the potential merits in the choice of using different type of valves at the 

same locations for ESDV optimisation. 

Next, the efficacies of ASVs, RCVs and CVs and their combinations were assessed by 

comparing the amount of total inventory loss following FBR located between two ESDVs 

along a hypothetical ethylene pipeline. It was found that for two ASVs installed along the 

pipeline, the amount of total inventory loss matched closely (within ca. +-10%) with initial 

mass of inventory prior to failure. This indicated that using ASVs enabled relatively fast 

isolation of the pipeline segment following FBR. 

Compared to using ASVs only, the combination of ASV and CV showed no significant impact 

on the reduction in the amount of total inventory loss and hence the duration of release 

following FBR. As such, the cost and reliability of emergency isolation systems should be 

carefully considered when adding CVs to pipelines already equipped with ASVs.  

In the case of combining RCV and CV, significant reductions in the total inventory loss as 

compared to emergency isolation based on RCVs only was observed. As such, installing 

additional CVs in high-pressure pipelines equipped with RCVs, could significantly reduce the 

duration of release, hence assisting faster accident consequence mitigation. 

Chapter 6 described the development and application of a comprehensive methodology 

combining multi-objective optimisation and PCA for selecting optimal inline ESDV 

configurations for high-pressure pipelines striking a balance among three objectives, namely 

the amount of total inventory escaping prior to complete valve closure following pipeline 

failure, the ESDV capital cost and the ESDVs failure rate. The background theory of the multi-

objective optimisation method and PCA, including the Yanai’s Generalized Coefficient of 

Determination (GCD) criterion and the Restricted Improvement algorithm was first presented. 

This was followed by the application of the constructed model to a real planned, 1016 mm i.d., 

150.2 km long natural gas transmission pipeline in China. Given that the pipeline is destined 

to pass through several populous cities, its safe operation is of paramount importance. 

Having identified a necessary set of 6 optimisation variables for ESDV configurations, PCA 

was firstly applied to reduce the number of redundant optimisation variables. It was found that 
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only for the first two Principal Components (PCs), their eigenvalues were greater than 1, thus 

making the data set of the essential optimisation variables in two-dimensional analysis. The 

first two PCs accounted 83.27 % of the total variability. 

Both the GCD criterion and the total variance method were used to select the most promising 

subsets of optimisation variables from k indicators. It was found that with the increase in k, the 

marginal increase in total variance decreased and thus there was no significant increase in total 

variance observed above a certain threshold. In this study, k = 3 was selected according to 

Cadima’s criteria (2004) and the total variance of 3 PCs was 93.27%. 

Turning to the GCD, when k = 3, the GCD was equal to 0.929, showing close agreement with 

the total variance. By using the Restricted Improvement algorithm, the optimal set of 

optimisation variables were determined as ESDV type, ESDV spacing and number of ESDVs. 

For the total variance method, 63 possible subsets were tested in order to choose 3 optimal 

variables. The application of GCD criterion showed a significant computational simplification 

as compared to the total variance method. 

Following the results of PCA, the selected 3 optimisation variables were applied into the multi-

objective optimisation. The results of multi-objective optimisation were presented using scatter 

plots providing a geometrical visualisation of the Pareto Front and Set. It was found that the 

normalised total inventory loss decreased as normalised total annual valve cost increased. In 

contrast, the ESDV total failure rate showed a general growth with the increasing of both 

normalised total inventory loss and total annual valve cost. 

In order to select the optimal set of ESDV configuration, two optimal set selection examples 

were given to further analyse the multi-objective optimisation results based on two selected 

important perspectives: from a certain range of total ESDV costs and below a certain threshold 

of the inventory loss. The first example focused on the normalised total annual valve cost in 

the chosen range of 0.9 to 1. It was found that the optimal ESDV configuration was a mix of 8 

ASVs and 1 RCV with an average valve distance of ca. 15 km, which had the lowest values of 

the total ESDV failure rate and the total inventory loss prior to complete valve closure 

following FBR failure at a normalised total annual valve cost of ca. 0.94. 

The second example targeted on the multi-objective optimisation results with the normalised 

total inventory loss below the assumed threshold of 0.5. In order to decide the optimal sets, 
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cost-effectiveness analysis was introduced, and the coordinate system was divided into 4 

different zones: Ⅰ, Ⅱ, Ⅲ and Ⅳ. Two groups of data sets were highlighted as the optimal 

solutions: the first included 3 ESDV configurations in zone Ⅲ, representing the scenario with 

the greatest cost saving; the most effective and low failure rate, should be preferably considered 

by decision makers. In the second group, 7 possible ESDV configurations under the cost-

effectiveness balance line in zone Ⅳ, representing the scenario for cost saving; less effective 

and low-medium failure rate, which may be considered as the optimal solutions.  

In conclusion, the mathematical tools, the systematic investigations and findings reported in 

this work are of paramount importance in practice, assisting pipeline operators to select the 

optimal ESDV configuration balancing safety against cost taking account of a myriad of design 

and operating parameters. A knowledge of the subsequent predicted time variant amount of 

inventory escaping following emergency isolation for the optimised ESDV configuration is 

particularly important as it serves as the source term for determining the consequences of the 

pipeline failure. Depending on the type of fluid being transported, these include radiative heat 

flux as result of a fire, explosion over-pressure, toxic dosage and environmental pollution. Such 

data ultimately dictate the minimum pipeline safe distances to populated areas and emergency 

response planning. 

In conclusion, the key outcome of this PhD study is the development of a robust analytical 

decision making tool for improving the safety of high-pressure transportation pipelines, thus 

protecting life, property and the environment. 
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7.2 Suggestions for Future Work 

7.2.1 Leak Detection Modelling 

In Chapter 4, it was found that for a small puncture (i.e. 10 mm), ASVs and RCVs might not 

activate due to the fact that the pressure drop at the valve location was relatively small (i.e. less 

than 2.5 bar) throughout the decompression. In practice, a pipeline leak, especially a slow leak 

following a small size puncture from a buried pipeline, can be very difficult to detect (Henrie 

et al., 2016). Such pipeline failure can lead to the continuous release of significant amounts of 

flammable or toxic inventories before it is detected, which may in turn present significant risks 

to life, environment and property. As such, future work should involve the development of a 

leak detection model for high-pressure transportation pipelines focusing on small puncture 

failures. The fast and accurate detection of leaks from such failures allows for efficient 

containment strategies such as the quick response for the ESDV closure, hence minimising the 

resulting cost and damage.  

 

7.2.2 Reliability Analysis for Other Control Devices  

The multi-objective optimisation study presented in this study primarily focused on ESDV 

itself (e.g. its type, number, closure dynamic, failure rate, capital cost, etc.). In practice, the 

reliabilities of other control devices installed along the pipeline may also influence the 

determination of the optimal ESDV configuration. For example, in high-pressure pipelines, 

compressor and booster stations are usually equipped with ESDVs and other control devices 

including joints, sensors and flow meters can influence the pipeline integrity (Grigoriev and 

Grigorieva, 2009). Therefore, the further extension of the current ESDV multi-objective 

optimisation method accounting for the reliability analysis of these control devices as an 

objective function would be useful. 
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7.2.3 Combining Pipeline Maintenance Optimisation Models with ESDV 

Multi-Objective Optimisation Study 

In order to maintain safe operation of high-pressure pipelines, appropriate maintenance 

optimisation strategies are required to maximise reliability. A number of such studies can be 

found in open literature (see for example Castanier and Rausand, 2006; Gong and Zhou, 2018; 

Chin et al., 2020). As part of future work, a combined approach involving pipeline maintenance 

optimisation strategies and the current ESDV multi-objective optimisation model would be 

extremely useful. 
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