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Abstract

This thesis focuses on the synthesis and characterisation of a new transparent con-

ducting oxide (TCO) – Zn1−xGaxSb2O6 (ZGSO). Polycrystalline powders of ZGSO

were obtained using a novel reaction technique, designed to minimise the evapora-

tion of antimony. Powder x-ray diffraction confirmed the powders to be phase pure

and with mass increases indicating nearly complete oxidation. Out of these powders,

single crystals of ZGSO were synthesised via a refined chemical vapour transport

(CVT) technique using Cl2 as a transport agent.

Investigations into the electronic properties of undoped single crystals indicated

n-type semiconducting behaviour. UV - Vis spectroscopy revealed a wide optical

band gap (3.38 eV) allowing transparency throughout the visible region. Substitut-

ing small amounts of Ga+3 onto the Zn+2 lattice site increased the electron carrier

density by three orders of magnitude, and created a degenerate semiconductor. Low

resistivities ∼ 5 × 10−4 Ω.cm were observed while retaining a wide enough band

gap to prevent opacity of visible light, therefore, proving ZGSO behaves as a TCO.

Energy dispersive x-ray spectroscopy (EDS) was used to quantify the cation stoi-

chiometry in the crystals. The gallium concentration was found to vary significantly

between samples and even across an individual sample indicating an erratic nature

to the doping process. X-ray diffraction revealed a reduction in lattice parameters

and correspondingly unit cell volume upon doping.

Lab-based x-ray photoemission spectroscopy (XPS) and synchrotron-based hard

x-ray photoemission spectroscopy (HAXPES) were used to measure the core levels

and valence band in doped and undoped crystals. Analysis of the core peak po-

sition revealed a shift to higher binding energies under the influence of doping, a

direct consequence of conduction band filling. Measurements of the valence band

using HAXPES significantly enhanced the intensity of the conduction band. This
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is explained by the changing photoionisation cross sections as a function of photon

energy. Similarly, HAXPES revealed an in-gap state that was attributed to the 5s

orbital of a fraction of Sb+3 existing in the crystals.

Data presented from an angle-resolved photoemission spectroscopy (ARPES)

study on a (001) surface in highly doped ZGSO revealed an electron band dispersion

in the valence band however displaying significant k broadening. The absence of

obvious cleavage planes in the trirutile structure prevented a quality cleaved surface

for measurement. Therefore, due to the poor quality of the data, quantification of

the conduction band’s effective mass could not be achieved.
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Impact Statement

The rare combination of high electrical conductivity and low opacity of visible light

exhibited by transparent conducting oxides (TCO’s) make them a vital component

in modern electronics; from smart windows to solar panels. However, increasing

demand and fundamental performance limits in the current crop of TCO’s restrict

use in a broader range of applications, leading to additional research to find new

candidates.

Recent computational calculations carried out by a collaborating group at UCL

predicted a new TCO - Zn1−xGaxSb2O6 (ZGSO) to exhibit these transparent con-

ducting properties. This project proposes a single crystal growth method to syn-

thesise this system for the first time. Research of single crystals is essential because

it allows an understanding of the mechanisms involved in the rare combination of

properties.

This work features a novel chemical vapour transport (CVT) technique, refined

to allow growth of ZSO and ZGSO single crystals. Techniques described in this

thesis have also synthesised polycrystalline samples with complete phase purity and

nearly ideal stoichiometry, improving on the literature methods.

Characterisation techniques employed by this project successfully prove the ZGSO

crystals are functioning TCO’s. However, a complicated defect structure due to in-

consistent doping leads to questions about the suitability of the chemical vapour

transport method for carefully controlling the doping of wide band gap semiconduc-

tors. Nevertheless, undoped crystals were determined to be of high quality, enabling

potential application as a substrate for thin-film growth, essential in the TCO in-

dustry.

This thesis uses various photoemission techniques to understand the electronic

band structure of the valence band. Calculations of the valence band are an essential
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tool used to predict many properties of a material. The data presented in this thesis

provides an experimental reference that can be used to fit and refine calculation

techniques.
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Chapter 1

Introduction

1.1 Transparent Conducting Oxides

Transparent conducting oxides (TCO) are a rare class of materials, engineered to

combine high electrical conductivity with low absorption of visible light, generally

considered to be mutually exclusive properties. To be an n-type conductor, electrons

must occupy the conduction band however, the wide band gap Eg required for

transparency (> 3.0 eV) prevents a significant number of electrons attaining the

energy to allow conductivity. This obstacle can be overcome with careful doping.

This combination of properties makes them hugely desirable for industry, par-

ticularly as n-doped thin-films and are a crucial component in a wide variety of

applications. Such examples include transparent electrodes in photovoltaic cells

[1, 2], as they allow light to pass through to the active region of the solar cell and

dissipate current. Similarly, they are used as transparent electrodes in flat panel dis-

plays [3, 4]. The high concentration of carriers they possess means they are opaque

to infrared light, making them attractive for energy-efficient window applications.

[5]. Additionally, TCOs are used in smart windows whereby the optical properties

can be altered by applying a potential difference to an electrochromatic layer [6].

Recently, research has also showed TCOs can be synthesised as flexible electrodes,

paving the way for a range of future technologies [7].

The first TCO was reported in 1907 by Bädeker [8] whereby upon thermally

oxidising cadmium metal, non-stoichiometric CdO was formed with n-type trans-

parent conducting properties. Despite a great deal of research into CdO, cadmium’s
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toxicity means the industrial applications are limited. Instead, the TCO industry

focuses heavily on a group of wide band gap oxides: In2O3, SnO2, ZnO and Ga2O3.

The largest share of the TCO market is held by Sn doped In2O3 (ITO) with an

estimated market value in 2020 to be around $3.46B [9]. This is primarily due to

its superior electrical resistivity ∼10−5 Ωcm and high transparency > 90 % in films

with thicknesses < 200 nm [10, 11]. Unfortunately, indium is a rare element in huge

demand, not just for ITO but its importance in the fiber optics industry (GaInAs)

[12] and, therefore, under increasing cost. Research has focused on finding a cheaper

and more sustainable alternative with comparable properties.

Furthermore, there is an additional desire to discover materials for use in a wider

use range of applications. TCOs are commonly used as electrodes on semiconducting

devices, and to function they must form an ohmic contact at the interface [13].

This requires band alignment between the layers which is dependent on the work

function or the energy between the vacuum level and the Fermi level. Particularly

with organic photovoltaic devices, the current crop of TCO’s do not possess work

functions great enough [14]. These additional requirements have led to an uptake

in research into new potential TCO compounds. Examples being the perovskites

SrSnO3 [15], BaSnO3 [16, 17] and SrGeO3 [18] as well as other structures such as

spinel Cd2SnO4 [19].

Given their application in devices, the TCO literature is dominated by thin-film

studies. However, single crystals, are vital for research as they allow unambiguous,

quantitative transport measurements enabling a clear comparison between materials,

particularly when dealing with transport data. Several early single crystal studies

proved key in understanding the mechanisms involved in electron transport [20].

Kanai et al [21] managed to grow bulk single crystals of ITO using the flux growth

method. This study highlighted a discrepancy between theory and experimental

data, particularly by showing the Hall mobility became independent of carrier con-

centration. This observation began a discussion into the mechanisms of degenerate

ionised impurity scattering. Another transport study on single crystals of ITO by

Wen et al [22], highlighted a requirement to rethink how the conduction band is

affected by Sn doping. Their mobility data was explained under the requirement

that a change in the conduction band’s effective mass occurs upon doping, later
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understood by Walsh et al [23].

1.2 ZSO

The project focuses on a new class of TCO the stibnate compound ZnSb2O6 (ZSO)

doped with gallium (ZGSO). ZSO or Ordonezite, is a naturally occurring mineral

first discovered in 1942 by Byström et al [24]. It has a trirutile structure with space

group D14
4h (P42/mnm) (136) and unit cell parameters a = 4.666 Å, c = 9.263 Å[25].

It is composed of six-coordinated ZnO6 octahedra bonded to eight six-coordinated

SbO6 octahedra. Figure 1.1 displays the unit cell of ZSO.

Sb
O

Zn

Figure 1.1: Crystal stucture for ZnSb2O6 obtained using structural data from Ercit et

al [25]

Previous research into ZSO has shown it has many useful applications notably as

a sensor. Several film studies have displayed its ability to detect NO2 [26, 27], H2S

[28], CO2, O2, CO [29] as well as benzene, alcohol and acetone [30]. Nanoparticles

of ZSO have also been shown to be useful as a photocatalyst in the degradation of

rhodamine - B and methyl orange [31, 32].

Several UV - Vis diffuse reflectance studies have showed ZSO to have a wide

optical band gap (3.0 - 3.5 eV) [31–35] allowing transparency in the visible light
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range. The literature values are discussed further in section 5.2.2.

Electronic transport measurements of nominally undoped ZSO have been under-

taken on polycrystalline samples. Kikuchi et al [36] indicated oxygen vacancies to

be essential in creating carriers for metallic conductivity. Likewise, Nishiyama et al

[37] and Katsui et al [38] conducted independent studies on the effect of cation sub-

stitution for Zn+2. They measured electrical properties on powder pellets showing

a decrease in the resistivity with Al+3 doping.

Recent theoretical research into cation doping in this material conducted by the

Scanlon Materials Theory Group at UCL have predicted that doping of Ga+3 onto

the Zn+2 lattice site should create n-type conductivity without significant detri-

mental impact to the wide band gap, therefore creating a TCO – Zn1-xGaxSb2O6

(ZGSO).

1.3 Thesis Outline

This project focuses on the single crystal growth of ZSO and ZGSO. Chapter 2

examines the theory behind transparent conducting oxides and how the usually

mutually exclusive properties of high conductivity and optical transparency can

exist in a particular class of metal oxides. The calculated band structure for ZSO is

presented at the end of the chapter, highlighting key features desirable for a potential

TCO.

The growth of single crystal ZSO and ZGSO by the chemical vapour transport

method is described in chapter 4. The refinement of the technique is discussed along

with the preparation method for phase pure and nearly fully oxidised polycrystalline

precursor powders. Electronic, optical, chemical and structural properties of the

crystals were obtained using the experimental techniques reviewed in chapter 3.

The majority of data collection was conducted at the Diamond Light Source and

ISIS Neutron and Muon source located at the Rutherford Appleton Laboratory

in Oxfordshire. Additional characterisation was carried out at the Department of

Chemistry at University College London, and the Department of Physics at the

University of Liverpool.

Doping of gallium into the ZSO lattice is expected to degenerately dope the
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crystals without detrimental effects to the transparency. Chapter 5 presents the

electronic transport and optical transmission results for both ZSO and ZGSO to

determine the accuracy of the theoretical prediction.

An investigation into the consistency of gallium doping is discussed in chapter

6 by characterising the cation stoichiometry of grown single crystals using energy

dispersive x-ray spectroscopy (EDS). This chapter also presents x-ray diffraction

data, employed to determine how gallium doping affects the lattice parameters.

The last experimental chapter, chapter 7, discusses photoemission data taken

during two synchrotron experiments at the Diamond Light Source, one on I09 (HAX-

PES) (hν = 5.92 keV) and the other on I05 (ARPES) (hν = 120 - 150 eV). Additional

data taken using conventional lab based XPS (hν = 1.48 keV) is presented. Core

level photoemission spectroscopy is used to determine binding energy shifts due to

conduction band filling as a function of doping. Using both XPS and HAXPES, the

density of states at the valence band was probed. By changing the photon energy,

the photoionisation cross section of relevant atomic orbitals can be enhanced with

respect to each other. The high photon energies used in HAXPES allowed the obser-

vation of the conduction band and similarly revealed an in-gap state sitting higher

in energy than the valence band maximum. At the end of this chapter, ARPES data

obtained from a (001) surface is presented and reviewed.

Finally, chapter 8 concludes the thesis, discussing the key points obtained during

this work and explores the potential for future research on ZGSO.
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Chapter 2

Theory of Transparent Conducting

Oxides

To understand how TCO’s can possess high levels of transparency while maintain-

ing a low resistivity it is essential to understand the underlying physics of this class

of compounds. This chapter discusses the origin of electron bands and the char-

acteristic band properties that TCOs have. It also includes a discussion on other

fundamental properties that TCO’s possess. The chapter concludes by explaining

why ZGSO should have the properties desired to be a transparent conducting oxide.

2.1 Band Theory

Individual atoms possess electron orbitals at well defined discrete energy levels.

When these atoms move closer together, their outermost orbital wavefunctions begin

to overlap. Due to Pauli’s exclusion principle, the allowed energy levels split to

accommodate these electrons; the more atoms, the more states. When dealing

with materials with ∼ 1022 atoms, these tightly packed states appear continuous,

forming what are known as bands. The characteristics of these bands are what

provide materials with their vastly different properties.

To understand the behaviour of these electrons the time-independent Schrödinger

equation for non-relativistic particles must be solved

[
− ~2

2m
∇2 + V (r)

]
Ψ(r) = EΨ(r) (2.1)
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Where ~ is the reduced Planck’s constant, m the mass of the electron, ∇2 is

the Laplacian, V (r) is the potential as a function of position vector r, Ψ(r) is the

wavefunction and E is the energy. In the free electron case i.e. in the absence of

potential, the solutions to equation 2.1 are

E =
~2k2

2m

Ψk(r) = eik.r
(2.2)

Where k is the wavevector stemming from De Broglie’s relation p = h/λ =

hk/2π = ~k with p being the momentum, h is Planck’s constant and λ is the

wavelength.

In a crystalline system, the potential is a real function with the periodicity of

the lattice. This potential originates from the Coulomb interaction between the

electron and the positively charged ions and electron-electron interactions. Bloch’s

theorem states that eigenstates of the Schrödinger equation in a periodic potential

can be written as the plane wave (equation 2.2) multiplied by a function with the

periodicity of the lattice uk(r).

Ψk(r) = eik.ruk(r) (2.3)

The periodic potential becomes significant at k values of ±nπ
a

where n is an

integer and a is the atomic separation. At this value, the wavefunction is made up

equally of waves travelling in opposite directions π radian out of phase. The prob-

ability density of these wavefunctions places electrons either close to or in between

the ions. This lowers or raises the potential energy of the electrons and opens up

a band gap, an energy range that no possible states can exist. The Kronig–Penney

model [39, 40] provides a mathematical derivation however it is outside the scope of

this work.

Values of k = ±nπ
a

are known as the Brillouin zone boundary. Away from the

Brillouin zone boundaries, the periodicity of the lattice has less effect on the energy

of the electron. Because of the periodicity of k-space, Bloch’s theorem states any

electron with wavevector greater than ±nπ
a

can be translated into the 1st Brillouin

zone using a reciprocal lattice vector. Furthermore, the symmetry of the recip-
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rocal lattice implies all band information can be displayed in what is known in

three-dimensional reciprocal space as the irreducible wedge. Figure 2.1 displays the

Brillouin zone for a simple cubic (SC) lattice where the letters signify high symmetry

points in k-space. The SC example is chosen because it has the highest symmetry

and therefore simplest reciprocal structure. Typical band structures are plotted

along these lines of high symmetry such as Γ−X −M −Γ−R−X vs E with Γ by

convention, to be the centre of the Brillouin zone.

�

�

�

�����

��

��

��

Figure 2.1: Three-dimensional Brillouin zone for a simple cubic lattice with atomic

spacing a.

Electrons in a solid will naturally occupy the lowest energy state available. The

electrons will fill corresponding to the density of states available, which considers

Pauli’s exclusion principle. Furthermore, their occupation is also determined by the

Fermi - Dirac distribution, which provides a probability of the state being occupied

due to thermal effects. The Fermi – Dirac function f0(k), is defined by

f0(k) =
1

exp
[
E(k)−µ
kBT

]
+ 1

(2.4)

Where E(k) is the energy of the state, µ is the chemical potential. kB is Boltz-

mann constant and T is temperature. At T = 0 the chemical potential is equal to

the Fermi energy EF which is defined as the energy at which all states below are
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filled.

The importance of the band gap becomes relevant when describing differences

between metals, semiconductors and insulators. In metals, the Fermi level lies in the

band, and therefore, even at absolute zero, electrons can create conduction under an

applied electric field. In a semiconductor, at absolute zero, the Fermi level lies in the

band gap with all filled states below known as the valence band. As the temperature

is increased, the Fermi – Dirac function permits electrons to populate states above

the Fermi level. If the band gap is small or the temperature is large enough, electrons

can reside in the conduction band allowing conductivity. Insulators are defined by

having band gaps too large for a significant density of electrons to be excited into

the conduction band.

2.2 Electronic Band Structure Characteristics for

TCO’s

The search for a new TCO begins with finding a host oxide structure with a wide

band gap, or the energy separating the highest occupied bands or valence band

maximum (VBM) and the lowest unoccupied bands or conduction band minimum

(CBM). Any photons impinging onto the material with energy greater than the

magnitude of the band gap are absorbed by valence electrons, exciting them into

unoccupied bands preventing transparency. For a TCO to be transparent through-

out the visible light range, this band gap should be greater than the energy of blue

light ∼3.0 eV. Furthermore, transparency can also be affected by the energy sepa-

ration between the lowest conduction band and the second-highest conduction band

(CBM+1) displayed in Figure 2.2. If the magnitude of this gap is not greater or

equal to the band gap, electrons residing in the conduction band may be excited

into the higher energy band in a process known as free carrier absorption [41].

For n-type TCOs, the conduction electrons must also be delocalised. Conduc-

tion bands are formed when the outer atomic orbitals between neighbouring atoms

overlap. This conduction band’s width is affected by the magnitude of overlap be-

tween the orbitals, a large overlap creating a broader band [42]. However, the overlap
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Figure 2.2: E v k band structure schematic indicating the energy separation between

the conduction band minimum (CBM) and second highest conduction band (CBM + 1).

must not be so considerable as to inhibit the band gap. Therefore, oxide compounds

where the atoms are close together or the outer orbitals are too spatially extended

are unsuitable for transparency [43]. Furthermore, the conduction path should be

isotropic in space created by the overlap of s orbitals. The energy E of the electrons

residing in the conduction band close to the Brillouin zone centre is the same as

equation 2.2 but with the electron mass m replaced by the band mass m∗.

E(k) =
~2k2

2m*
(2.5)

Electrons in a parabolic dispersion behave as though they are free but with a

different mass, signifying how they respond to magnetic and electric fields. This

parabolic approximation is suitable due to the weak interaction between electrons

in the VBM and CBM in TCOs [44, 45]. The dispersion is directly related to the

band mass by equation 2.6.

1

m*
=

1

~2

∂E(k)2

∂2k
(2.6)

A broad conduction band has a greater dispersion and therefore, lower effective

mass.
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The d-electrons also need to be fully occupied due to the colouration caused

by partially filled orbitals [46]. Only a few cations are appropriate for creating

TCO host lattices, elements with d10ns0 (n = 4,5) such as Zn, Sn, In and Sb [42].

Commonly used TCO host lattices such as ZnO and In2O3 have been shown to have

valence bands that are predominantly O 2p in nature [47–51]. This O 2p valence

band is highly localised and therefore weakly dispersing. In ITO, the effective mass

for holes is as high as 38 me [52] which in part explains why hole acceptors for p-type

TCOs are less common [53, 54] however this will be discussed further in section 2.3.

By nature, these host lattices are wide band gap insulators; however, to turn

them into an n-type TCO, they must be doped with extra charge carriers. This is

achieved in several ways, such as cation substitution or the introduction of cation

interstitials and oxygen vacancies. Cation vacancies behave as acceptors and are

therefore detrimental to n-type conductivity. King and Veal [55] provided a com-

prehensive analysis of the various mechanisms, however, as this thesis aims to create

n-type conductivity using cation substitution, this will be the basis of the discussion.

N-doping by cation substitution is achieved by replacing a host cation for one

with a similar size and higher valence creating a donor state that sits just below

the conduction band minimum. The ground state of hydrogen can approximate

the wavefunction of this donor state however the Bohr radius ao is replaced by the

effective Bohr radius a∗o

a∗o =
~εr
m∗e2

(2.7)

Where εr is the relative permittivity or dielectric constant of the material and

e is the electron charge. For ITO, a∗o is 13 Å[50], far more extensive than atomic

spacing, causing them to overlap at moderate dopings. At low doping levels, this

donor state sits close to the conduction band however if the donor concentration

increases, this state overlaps with the conduction band shifting the Fermi level into

the band creating a degenerate semiconductor. The critical carrier density nc at

which this transition occurs is governed by the Mott criterion [56].

n
1
3
c a
∗
o ∼ 0.25 (2.8)

At the critical doping the conduction band is now populated allowing a conduc-
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tivity but the material also largely retains the wide band gap. Shrinkage to the

fundamental band gap has been observed in ITO due to the donor state sitting

slightly lower in energy than the conduction band minimum [23].

Eg, the energy gap between the VBM and the CBM is known as the fundamental

band gap. For TCOs however, the optical band gap, Eopt, is more relevant as this

governs the transparency of the crystal. This is defined by the energy at which

strong optical absorption occurs due to band transitions and can differ from the

fundamental band gap. In2O3 provides a good example whereby the fundamental

band gap was determined by photoemission spectroscopy to be 2.9 eV but possesses

an optical band gap of 3.75 eV [57]. Walsh et al [58] determined that dipole selection

rules forbade transitions from upper valence band to the conduction band and the

onset of strong optical absorption would occur from states 0.8 eV below the VBM.

The optical band gap is also affected by electron population of the conduction

band. If the lowest energy states in the conduction band are filled, electrons being

excited out of the valence band via photon absorption cannot occupy these states.

The nearest unoccupied states are higher in energy. The corresponding increase in

the optical band gap is known as Burstein – Moss effect, ∆EBM [59, 60] and is

calculated using equation 2.9 and graphically represented in Figure 2.3.

∆EBM =

(
h2

8m∗

)(
3n

π

) 2
3

(2.9)

Where n is the carrier density. Accompanying the Burstein– Moss shift is an-

other effect known as band gap renormalisation ∆ERN , which causes a reduction

in the optical band gap as a function of doping occurring above the Mott criterion

[61, 62]. The origin of this effect remains a controversial topic in the literature. A

standard theory is this shrinkage of the band gap arises from Coulomb interactions

between conduction electrons and impurity atoms as well as between valence and

conduction electrons [63–65]. Jiang et al [66] successfully modelled the Burstein –

Moss effect and the two electrostatic interactions [67, 68] to explain experimental

band gaps in SnO2. Despite literature suggesting this may occur in ITO [57], Walsh

et al [23] conducted a density functional theory (DFT) study on the effect of dopants

into the In2O3 lattice. They concluded the origin of the band gap shrinkage came

primarily from hybridisation of the dopant s-orbitals with the In 5s conduction band
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Undoped Degenerately
      Doped

Figure 2.3: Left - Schematic of the E(k) vs k dispersion for an undoped sample with fun-

damental band gap Eg highlighted, the shading indicates the states are occupied. Right-

Band structure of a degenerately doped TCO with the bottom of the conduction band

populated and Fermi energy EF indicated. The Burstein – Moss shift, ∆EBM and the

optical band gap Eopt is also highlighted. The effect of doping induces a drop in energy

of both the conduction band and the valence band; however, the conduction band experi-

ences a greater drop. Therefore, the fundamental band gap in a doped material EFUN <

Eg in the undoped sample, a direct consequence of band gap renormalisation.

altering the dispersion. However, a recent study on La:BaSnO3 [69] determined the

renormalisation of the band gap was occurring solely due an electrostatic interaction

similar to that throughout literature. Therefore, band gap renormalisation appears

to be sensitive to the system under inspection. The effect ∆EBM and electrostati-

cally induced band gap renormalisation ∆ERN have on the optical band gap Eg is

shown in equation 2.10.

Eopt = Eg + ∆EBM −∆ERN (2.10)
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2.3 Families of Transparent Semiconducting Ox-

ides

Until now the discussion of TCO compounds has only been referring to the common

n-type doping situation, however, a few other members of the TCO class of materials

exists. For this section it is more precise to refer to these materials as transparent

semiconducting oxides (TSO) because they have not been degenerately doped to

become a conductor. Here the other members of this family are briefly discussed

and also why certain materials such as ZnO will prefer to be doped n-type.

For this discussion, it is essential first to define a few parameters. The first is the

electron affinity χ or the energy difference between the conduction band minimum

and the vacuum level. The second is the energetic difference between the valence

band maximum and the vacuum level known as the ionisation potential Ip. Using

just these two properties, transparent semiconducting oxides can be grouped into

three main classes: n-type, p-type and bipolar, with a representative simple band

structure displayed in Figure 2.4.

������

����

χ Ip

n-type p-type bipolar

n-type pinning energy

p-type pinning energy

Doping RegionCBM

VBM

Figure 2.4: Representative band structure for three different classes of transparent semi-

conducting oxide materials. Displayed is the electron affinity χ and ionisation potential

Ip. Additional labels are referred to in the text.

N-type TSO’s have a large electron affinity formed by the dispersive s-type con-
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duction band and a large ionisation potential owing to the localised states of the

oxygen 2p previously discussed. This is the typical band structure of the vast major-

ity of TSO’s. Doping of these compounds usually occurs by substitution of a cation

of higher valence such as Sn into In2O3 (ITO) donating a singular electron to the

conduction band. In ITO, the tin dopant hybridises with the conduction band and

therefore, the inclusion of tin creates scattering centres for the conduction electrons

and lowers the mobility. This is often referred to as conventional cation substitution

and is how the major TCO compounds such as F:SnO2 and Al:ZnO function.

This reduction in mobility has been overcome by non-conventional cation substi-

tution [70]. Doping of molybdenum into indium oxide creates two t2g spin up states

localised in the band gap and one spin down state high in the conduction band [71].

This down state provides the source of the single donor electrons but interestingly,

because Mo doesn’t hybridise with the conduction band, the conduction electrons

are not affected by this Mo scattering centre. This is similar to the doping of La

into BaSnO3 resulting in the record high mobilities ∼320 cm2/V.s [16].

P-type TSO’s have both a small electron affinity and ionisation potential. The

valence band maximum has been lifted in energy by an additional d or p state

hybridising with the O 2p orbitals inducing an upwards dispersion. Perhaps the

most famous p-type TCO is Cu2O, where an overlap of the Cu 3d and O 2p states

lifts the valence band and creates the reduction in ionisation potential and the

weakly overlapping Cu 4s induces a low electron affinity [72, 73]. The dispersive

valence band has been shown to have hole effective masses as low as 0.24 me [52].

However, it is unsuitable as a TCO with requirements for low opacity in the visible

range due to a small optical band gap (2.17 eV), but it is the foundation compound

for the entire copper based p-type TCO family. Figure 2.4 also displays a different

class of materials, the bipolar transparent semiconducting oxides but a discussion

on this class of materials will be reserved until the end of the section.

Certain wide band gap oxide materials will fall into one of these categories due

to the relative band edge alignment with respect to the vacuum energy and the

position of the Fermi level. Walukiewicz [74] successfully discusses why this is the

case. When semiconducting materials are heavily irradiated with gamma radiation,

a considerable amount of defect states are formed in the band gap which causes the
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Fermi level to stabilise and tends to be ∼4.9 eV below the vacuum level regardless of

material [75]. Around this exists a range of energies in which the Fermi level can shift

comfortably with the inclusions of donors or acceptors and remain uncompensated.

If the Fermi level moves towards the conduction band, as would be the case with

intentional n-type doping with donors, an energy exists where compensating defects

will be energetically favourable and spontaneously form. This Fermi level position is

called the n-type pinning energy. Similarly, if the Fermi level is shifted towards the

valence band by acceptor doping a p-type pinning energy exists where compensating

donor defects will form. Therefore in a semiconducting material, a range of Fermi

level positions exists where doping is possible without spontaneous compensation.

Walukiewicz argues this range of doping is relatively consistent between samples with

respect to the vacuum energy. In the case of n-type materials, this range extends

into the conduction band but not into the valence band. Therefore it is very difficult

to dope p-type without the formation of compensating defects. Similarly, in p-type

TSO’s the Fermi level region lies below the conduction band and into the valence

band. This range is depicted in Figure 2.4.

When discussing this family of compounds and their practical use in devices, it

is important to mention the transparent amorphous oxide semiconductor (TAOS)

class of materials. The most famous of these is amorphous In-Ga-Zn-O (a-IGZO), a

compound used as the backplane in thin-film transistors (TFT’s) first developed in

2004 by the Hosono group in Japan [76]. To work in a transistor this material must

be a semiconductor therefore, materials such as a-In2O3 were deemed unsuitable

due to the difficulty in reducing carrier concentration from easily formed oxygen

vacancies. Conventionally this backplane in flat panel displays has been amorphous

silicon (a-Si); however, there is an increasing demand in technology for larger screens

with better resolution requiring a material with superior electronic properties to a-Si

[77]. This has pushed the research towards TAOS materials due to their superior

and uniform electronic properties, the flexibility of the material, ease of production

such as room temperature fabrication, and the possibility of working with TCO

electrical contacts to create transparent electronics [78]. These materials work ef-

fectively because the isotropic nature of the overlapping cation s-orbital’s creating

the conduction band remains largely unperturbed by the structural disorder in the
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amorphous state.

N-type TAOS materials are relatively well established, each with their own ad-

vantages however, for the next step in the advancement of transparent electronics,

complementary metal oxide semiconductor (CMOS) devices are required forcing re-

search into a similar p-type device [79]. This requirement has actually created a

research market for bipolar transparent semiconducting oxide materials. Bipolar

TSO’s have both a relatively high electron affinity and low ionisation potential, cre-

ating a considerably reduced indirect fundamental band gap but with a large direct

band gap enabling transparency. This bipolar behaviour has been observed in SnO

with both a dispersive conduction band and valence band. The direct band gap is

2.7 eV [80] however a indirect band gap is observed to be 0.7 eV [81, 82]. Given

this materials ability to be doped p-type and n-type [83, 84], it has been touted as

a potential component in transparent thin film transistors (TTFT’s).

2.4 Electrical Conductivity in Degenerate Semi-

conductors

Providing the TCO has been sufficiently doped, and the metal-insulator transition

has occurred, the electronic properties will be analogous to conventional metal, albeit

with a smaller carrier concentration. To understand how electron transport occurs,

the semi-classical Boltzmann transport equation is used which treats electrons as

particles obeying Fermi – Dirac statistics [85].

The probability of a state k being occupied at position r and time t is given by

the probability distribution function f(k,r,t). At thermal equilibrium, the Fermi –

Dirac equation, f0(k), (equation 2.4) describes this occupation. To solve how the

probability distribution function evolves over time and in a steady state, the partial

differential is taken to be

df

dt
=
∂f

∂t
+
∂f

∂r

∂r

∂t
+
∂f

∂k

∂k

∂t
= 0 (2.11)

The probability distribution function changes due to scattering in and out of the

final state given by ∂f
∂t

∣∣∣∣
scattering

which can be described by Fermi’s golden rule [85]

however in the relaxation time approximation is given by

36



CHAPTER 2. THEORY OF TRANSPARENT CONDUCTING OXIDES

∂f

∂t

∣∣∣∣
scattering

=
f0(k)− f(k)

τ(k)
(2.12)

Where τ(k) is the scattering rate. This states if an applied field is removed the

system will tend back to its equilibrium state. The force on the electron is described

by the Lorentz force F = ~ dk
dt

= −e(E+ v×B) where E is the electric field and B

is the magnetic field. The Boltzmann transport equation is given by

∂f

∂t
= −v.∇rf +

e(E + v×B).∇kf

~
+
f0(k)− f(k)

τ(k)
(2.13)

Where v = ∂r
∂t

. Assuming a stationary state ∂f
∂t

= 0, and the system is close to

equilibrium, ∆f ≈ ∆f0, yields the equation

f(k) = f0(k) +
τ(k)e(E + v×B).∇kf0

~
+ τ(k)v.∇rf0 (2.14)

The Fermi function derivatives are defined by

∇rf0 =
∂f0

∂T
∇rT +

∂f0

∂µ
∇rµ (2.15)

∇kf0 =
∂f0

∂E
∇kE(k) (2.16)

where only the temperature and chemical potential are dependent on position.

The distribution function is now described by

f(k) = f0(k)+
τ(k)e(E + v×B).∂f0

∂E
∇kE(k)

~
+τ(k)v.

[
∂f0

∂T
∇rT +

∂f0

∂µ
∇rµ

]
(2.17)

that can be simplified using

∂f0

∂µ
= −∂f0

∂E
=

T

E(k)− µ
∂f0

∂T
(2.18)

leaving

f(k) = f0(k)+τ(k)
∂f0

∂µ

[
− e
~

(
~k
m
×B + E

)
.∇kE(k) +

~k
m

(
E(k)− µ

T
∇rT +∇rµ

)]
(2.19)
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∂f0

∂µ
is zero except for close to the Fermi level, suggesting only electrons near the

Fermi level participate in transport processes. The current density jx in a conductor

with an electric field applied in the x-direction is given by

jx = −e
∫
vxD(k)f(k)d3k (2.20)

Where D(k) is the density of states which in three dimensions is given by 2
(2π)3 .

The numerator takes into account Pauli’s exclusion principle. Applying the assump-

tion that the conductor is uniform in space (∇rT and ∇rµ = 0) and the magnetic

field is zero the current density is shown to be equal to the Drude result (Appendix

A) [86, 87].

j =
ne2τ

m∗
E = σE =

E

ρ
(2.21)

Where σ and ρ are the conductivity and resistivity respectively. To experimen-

tally determine the resistivity, Ohms law is applied

V = IR (2.22)

V being potential difference and R the resistance of the material. R is equal to

R =
ρL

A
(2.23)

With L being the length of the sample being measured and A is the cross-

sectional area perpendicular to current flow. The mobility of a material is a common

parameter used to characterise TCO’s, it is defined by the velocity of an electron

under an applied field.

µ =
v

E
=
eτ

m∗
(2.24)

Therefore a highly dispersing conduction band provides a high electron mobility

(µ ∝ 1
m* ∝ ∂E

∂k
). Combining Equations 2.23 and 2.24 gives

ρ =
1

µne
(2.25)
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In section 2.5 it is shown that an upper limit of carrier density exists in TCO

compounds therefore it is important to maximise the mobility to minimise the resis-

tivity. The mobility is a linear combination of the contributions from both impurities

µi and phonons µt described by Matthiessen’s rule.

1

µe
=

1

µi
+

1

µt
(2.26)

Figure 2.5 provides a visual representation of how the properties vary as a func-

tion of temperature in metals and semiconductors. In high purity non-magnetic

metals, where n is constant, the mobility is purely dependent on phonon scattering

which is shown to be inversely proportional to temperature [87] therefore ρ ∝ T [88]

This deviates at low temperatures due to lower phonon efficiency but this is less

relevant to the TCO systems so will not be covered.

In semiconductors, the temperature dependence on mobility is more complicated.

At low temperatures, ionised impurity scattering is prevalent due to an increased

density of scattering centres. As the temperature increases, the carriers gain more

energy, and the scattering cross section reduces. Carriers with more energy effec-

tively spend less time near the ionised impurity. The low temperature dependence

on mobility is proportional to T 3/2. At higher temperatures the phonon scattering

takes precedent, and the mobility is proportional to T−3/2 [89].

The carrier concentration is described in three regions. Electrons are frozen in

their impurity bands at low temperatures without the energy available for activation

into the conduction band. As the temperature increases the available thermal en-

ergy has activated all the donor state electrons. Finally at very high temperatures,

electrons are able gain a large amount of thermal energy and valence band electrons

can excite across the band gap, resulting in a steep rise in carrier density.

In the case of a degenerate semiconductor a combination of these properties is

expected. The donor ionisation energy becomes zero and therefore the carrier con-

centration is constant throughout all temperatures, akin to a metal. For mobility,

it becomes more complicated. A negative dependence is expected at high tempera-

tures due to increased thermal lattice scattering. However, at the lower temperature

region, the mobility becomes almost temperature independent. This is because of a

screening effect between the conduction electrons and the ionised impurities [90, 91].
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Figure 2.5: (a): Temperature dependence for the mobility, carrier density and resistivity

for a typical metal. (b) Temperature dependence for properties in a typical semiconductor

with impurity and phonon scattering contributions highlighted.

2.5 Further Optical Properties

By increasing the carrier density, the conductivity of a TCO will increase. However,

a maximum carrier concentration exists at which a TCO will cease to be transpar-

ent, governed by the materials plasma frequency ωp. The plasma frequency is a

property of any metal under the influence of an electromagnetic field. The system

can be considered as a liquid of charged particles (plasma) oscillating at a specific

frequency with respect to a background of fixed ions. The dielectric constant or

relative permittivity of the metal εr, is given by

εr = 1− ne2

ε0m∗ω2
(2.27)

Where ε0 is the permittivity of free space, and ω is the frequency of the oscillating

field. The plasma frequency ωp is defined by

ω2
p =

ne2

ε0m∗
(2.28)

The refractive index of a material is proportional to the square root of the relative
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permittivity and permeability. The permeability approaches unity in non-magnetic

systems. The refractive index can be written as

ε
1
2
r =

√
1−

ω2
p

ω2
(2.29)

If ω < ωp the refractive index becomes imaginary and the electric field cannot

propagate through the material, i.e. is reflective. However, if ω > ωp the refractive

index is real, the electric field can propagate through and the material becomes

transparent. The high electron density in metals causes the plasma frequency to

lie in the ultraviolet range, meaning that all visible light becomes reflective. This

is not ideal for a TCO. The plasma frequency and carrier concentrations for some

common TCOs are shown below in table 2.1. Conventionally, the plasma frequency

is referred to in units cm−1 however, the values have been converted to energy to

keep consistent with the units of the band gap.

Table 2.1: Carrier density and plasma frequency for several TCO compounds, La:BaSnO3

(LBSO) [92], Sn:In2O3 (ITO) [93] and Al:ZnO (AZO) [94]

TCO n ωp ωp

(x1020cm−3) (eV) (cm−1)

LBSO 0.89 0.589 4750

ITO 9.30 1.862 15023

ITO 6.70 1.579 12734

ITO 3.30 1.106 8920

AZO 1.09 0.652 4529

AZO 1.98 0.797 6432

The plasma frequency in the highly doped ITO films is approaching the red

portion of the visible spectrum (∼ 1.8 eV) and is therefore at the upper limit for

TCO carrier concentration.

2.6 Determination of the Optical Band Gap

Similar to that seen previously, Figure 2.6 displays a structure but with additional

labels relevant to the discussion in this section. The optical band gap Eopt for the
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Figure 2.6: Band structure displaying the optical band gap Ego in an undoped sample

and a degenerately doped sample with shading implying occupied states. Labels are

discussed in the text. The energy scale is arbitrary.

materials can be obtained by first applying the Beer–Lambert law [95] to transmis-

sion data (T) to obtain the absorption coefficient α

T (λ) = e−αd (2.30)

Where T is the transmission at a particular wavelength λ and d is the thickness

of the material. The band gap of the material is determined by analysing the

absorption coefficient as a function of the photon energy. It is commonly estimated

using the Tauc method [96] given by

α =
A

hν
(hν − Eg)r (2.31)

Where A is a scaling factor, hν the photon energy and the exponent r is depen-

dent on the nature of the transition [97].

• r = 1/2 for direct allowed transitions

• r = 3/2 for direct forbidden transitions

• r = 2 for indirect allowed transitions
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• r = 3 for indirect forbidden transitions

A linear extrapolation of the (αhν)1/r vs hν at the onset of absorption to the

intercept of the low energy background of the spectrum provides a value for Eg.

This method is deemed adequate for a material with a Fermi level lower in energy

than the conduction band as would be the case for an undoped sample.

However, this method is not applicable to degenerate semiconductors and is dis-

cussed in full by Dolgonos et al [98] following on from work undertaken by Hamberg

et al [57]. It relies on the understanding that the transition rate R for optical ab-

sorption of a photon by an electron from an initial state |i〉 to final state |f〉 is

governed by

R =
2

~2

∑
i,f

| 〈i|V |f〉 |2 τ−1

(ω − ωif )2 + τ−2
(Pi − Pf ) (2.32)

where P is the probability the inital and final states are occupied, ωif = (Ei −

Ef )/~ stating Heisenberg’s uncertainty principle and τ is an time broadening con-

stant and Ei and Ef are the energies of initial and final state respectively. If the

transition is assumed to take place between a parabolic valence band and conduction

band the transition rate can be expressed as [98]

R ∝
∫ ∞
xo

(x+ hν −W )1/2 Γ

x2 + Γ2
(1− Pc)dx (2.33)

Where x = ~2k2

2m∗
vc

+W −hν, xo = ∆EBM
g +W −hν, Γ = ~/τ, Pc is the probability

the conduction band states are occupied governed by the Fermi – Dirac equation

and m∗vc is the reduced effective mass. In the limit that the conduction band states

are not occupied and R ∝ α [57] it has been showed by Dolgonos et al [98]

α2 ∝ (hν −W ) (2.34)

This is the classic Tauc equation where W = Eg, provides the optical band gap as

displayed in Figure 2.6. In a scenario in which the conduction band is occupied, i.e.

a degenerate semiconductor, these assumptions do not hold correct. Hamberg [57]

showed equation 2.33, under the assumption that the Lorentzian is sharply peaked

(Γ is small), can be expressed as
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R ∝ (∆EBM
g )1/2

[
1− 2

π
tan−1

(
W + ∆EBM

g − hν
Γ

)]
(2.35)

Expanding α to first order terms yields the result [70]

α ∝ 1− 2

πΓ
(Eg − hν) (2.36)

giving the result of linear extrapolation of α to the abscissa intercept to be

Eg−πΓ
2

. Similarly, a series expansion on α2 gives

α2 ∝ 1− 4

πΓ
(Eg − hν) (2.37)

with a linear extrapolation of α2 to ~ν to be Eg − πΓ
4

. Combining these results

provides a corrected optical band gap Eg for a degenerate semiconductor, highlighted

by Figure 2.7. This method is not an exact determination of the actual optical band

gap in the material due to the assumptions made in the derivation however, is an

improvement on the Tauc method.

�� ��
�

�

��
��

��
��

��

������

��
���

��
��
��
��
��

�
��

��
��� ���

Figure 2.7: (a) Traditional Tauc plot extrapolation method for determining band gap

in undoped material. (b) Visual representation of the Dolgonos method employed for this

thesis in the degenerately doped samples. Figure adapted from Dolgonos et al [98]

2.7 Figure of Merit

There are two fundamental properties that can be used to judge a TCO’s perfor-

mance: the electrical resistivity and optical absorption. For comparison between
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TCO compounds, figure of merits (FOM) are used that take into account these

properties. There have several different formulations of what FOM to use [99–101]

that has been reviewed comprehensively by Knickerbocker et al [102]. Almost all

applications and studies on TCOs are carried out on thin-film specimens, therefore,

if comparisons are to be made between single crystal and thin-film materials, a FOM

must be used that is independent of thickness.

FOM =
1

ρ× α(550nm)
(2.38)

The absorption coefficient is a function dependent on wavelength, so 550nm,

the wavelength that eyes are most sensitive to, is chosen by convention. Table 2.2

highlights a few example conventionally doped n-type TCO’s from literature with

an associated FOM.

Table 2.2: Resistivity, absorption coefficient and FOM for thin-film TCO’s taken from

literature.

TCO ρ(300 K) α(550 nm) FOM

(mΩ.cm) (cm−1) (Ω−1)

ITO [103] 0.253 4825 0.829

ITO [10] 0.458 4991 0.437

ITO [10] 0.219 4332 1.054

F:SnO2 [104] 6.170 4326 0.039

Sn:GaInO3[105] 3.500 560 0.519

Al:ZnO [106] 0.049 6927 2.887

Despite possessing the highest absorption coefficient, Al:ZnO (AZO) has the

largest FOM due to its low resistivity property which heavily biases the result. The

absorption coefficient in this material is high and therefore less transparent compared

to films with a similar thickness. If TCOs are to be compared for a specific purpose,

different factors in the FoM might be weighted; however, for this study, the above

FoM definition will suffice.

2.8 Electronic Band Structure of ZSO

The electronic band structure of ZSO has previously been calculated by Matushima

et al [34] and Mizoguchi et al [107] using conventional density functional theory
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(DFT) techniques. Dr. Adam Jackson, working in the Scanlon Materials Theory

Group, collaborating on this project has recently carried out electronic band struc-

ture calculations on ZSO using a hybrid quasi-particle self consistent GW (QSGW)

method. Displayed in Figure 2.8 are the elemental projected band structure with

the corresponding density of states calculations.
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Figure 2.8: Calculated electronic band structure and corresponding density of states for

ZSO. Orbital characteristics are highlighted by relevant the colours and Brillouin zone for

the tetragonal structure is displayed in the inset. Both band structure and DOS were

calculated by Dr. Adam Jackson using a hybrid QSGW method.

The upper valence band is primarily consisting of highly localised O 2p orbitals,

common in the wide band gap oxides [108, 109]. The O 2p orbitals hybridise with

the fully occupied Zn 3d orbitals ∼ 6 eV below the valence band maximum. The

lower conduction band, centred at Γ, is formed due to the anti-bonding overlap of

Sb 5s and O 2p orbitals. It is important to note that these orbitals are not the only

contributors to the density of states at the valence band. This will be explored when

the orbitals are weighted for photoionisation cross sections in chapter 7.

The effective mass of the conduction band is calculated to be 0.22 me in the Γ - Z

direction and 0.27 me in the Γ−X direction indicating a three-dimensional character

to the electronic structure. Both DFT calculations predicted a band gap for ZSO
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to range from 0.9 to 1.8 eV, however DFT calculations are known to underestimate

calculated band gaps [110]. The QSGW method has provided a band gap ∼ 3.3

eV, comparable with the optical band gaps in literature. These literature values are

further discussed in section 5.2.2.

Additionally, by conducting defect calculations, it was predicted that substitu-

tional doping of Ga+3 onto the Zn+2 site should provide enough free electrons to

create n-type conductivity without detrimental effects to the wide band gap. There-

fore, creating a transparent conducting oxide. This prediction provides the basis of

this project.
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Chapter 3

Experimental Methods

This chapter reviews the experimental techniques used to measure and characterise

the many properties of grown single crystal ZGSO. Methods used to measure the

electrical transport and optical properties are covered in section 3.1, with character-

isation and photoemission methods discussed in sections 3.2 and 3.3, respectively.

3.1 Measurements

3.1.1 Resistivity and Hall effect

The Hall effect, discovered in 1879 [111], describes how electrons behave in a material

under both electric and magnetic fields. If a current Ix flows through a material

in the x-direction and a magnetic field is applied in the z-direction, a force and

therefore electric field EH is created in the y-direction because of the Lorentz force,

highlighted by Figure 3.1. The equation of motion for the momentum of an electron

undergoing collisions is displayed in equation 3.1.

dp

dt
= F− p(t)

τ
(3.1)

Where p is the momentum, F is the force, and 1/τ is the scattering rate. By

introducing the Lorentz force as F = −e[E + (v×B)]

m
dv

dt
= −e[E + (v×B)]−mv

τ
(3.2)
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x

y
z

B

I

Figure 3.1: Schematic of the Hall effect through a bar shaped crystal. The black circle

indicates the electron and its trajectory.

Where E is the electric field, v is the velocity and B is the magnetic field. When

the current is constant, the solutions to equation 3.2 are

0 = −eEx − eBzvy −m
vx
τ

0 = −eEy + eBzvx −m
vy
τ

(3.3)

By multiplying by −ne/τ and using the current density j = −nev and the

cyclotron angular frequency ωc = eB
m

it can be shown that in a steady-state, where

no current is flowing perpendicular to the direction of applied current, the Hall

electric field is

Ey = EH = −ωcτjx
σ

= − 1

ne
jxBz (3.4)

where RH = − 1
ne

is the Hall coefficient. In terms of measurable properties, RH

can be written as.

RH =
VHt

IxBz

(3.5)

With knowledge of the applied current I, thickness t, and magnetic field B,

the Hall coefficient is determined by measuring the potential difference VH in the

y-direction. The resistivity ρx of the material is measured by applying this same ex-

citation current and measuring the voltage drop between the two contacts separated
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by L shown in Figure 3.2. By using equation 2.23 the resistivity ρx is determined

using

ρx =
VxA

IxL
(3.6)

With A being the cross-sectional area. The measured values for the Hall coeffi-

cient and resistivity are used in equation 3.7 to give the Hall mobility µH .

µH =
RH

ρx
(3.7)

Resistivity and Hall effect measurements were carried out using two Quantum

Design PPMS-9 systems; one located at ISIS Neutron and Muon Source at Harwell

and the other at the London Centre for Nanotechnology. For measurements, crystals

were polished into a bar-like cuboid geometry, described in section 4.2. Figure 3.2

shows a schematic for the transport measurements.

x

y

j

B

Vx

VH

L

Figure 3.2: Schematic of the experimental geometry used in resistivity and Hall ef-

fect measurements. Silver shading indicates silver electronic contacts. Labels have been

discussed in the text.

Resistivity measurements were carried out using the four - terminal method.

Silver current contacts were annealed at 600 ◦C onto each end of the crystal and two
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voltage contacts were annealed on the side separated by distance L. This method

was employed to minimise the contact resistance between the silver contacts and

the sample surface. By measuring the potential difference between the two voltage

contacts, the voltmeter draws away very little current due to its high impedance

and the resistance, therefore resistivity (equation 3.6) of the material is accurately

determined. A fifth contact was attached opposite the current contacts to measure

the transverse voltage VH .

Samples were measured using an AC drive mode; this provided an AC square-

wave excitation of 8.33 Hz synchronised to the 50 Hz power source to reject noise.

The PPMS applied a DC current through the sample, records the voltage drop then

reverses the polarity and measures again. An accurate resistance was determined

using Ohm’s law by averaging the magnitude of the positive and negative voltage

drops. This method has an advantage over the DC mode, whereby it can remove

offset voltages. Temperature-dependent data was collected between 50 - 350 K at

20 K steps. For Hall effect measurements, the magnetic field was varied ± 1 T

at 0.25 T steps at every temperature interval, and the transverse Hall voltage was

measured. Equation 3.5 states the Hall coefficient is obtained by measuring the

Hall voltage at a particular magnetic field. In theory, at zero magnetic field, VH

should be equal to zero. Experimentally, this is not the case as there is a small Vx

component originating from Hall contacts not being exactly orthogonal with B and

I. Therefore, by measuring the magnetic field from -B to +B the Hall coefficient

could be obtained neglecting this offset. A negative slope of the Hall coefficient

indicated electrons were the dominant carrier type.

3.1.2 UV-Vis Spectroscopy

Ultraviolet-Visible Spectroscopy (UV - Vis) experiments were carried out using a

Shimadzu Solid UV-VisIR 3700 spectrophotometer in the Department of Physics at

the University of Liverpool. This setup comprises a light source, monochromator

and detector. The sources were halogen and deuterium lamps that generate a white

light into the monochromator. To choose a specific wavelength prisms and diffraction

gratings were utilised. Initially, a baseline spectrum was measured without a sample

in place and was set to 100 % transmission. The sample holder position had to be
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carefully optimised to maximise the transmission signal due to the small size of the

aperture to accommodate small crystals. A spectrum followed this with the sample

placed in the path of the beam. The crystals were mounted in a bespoke 3D-printed

holder (see Figure 3.3) to avoid any light being transmitted without passing through

the sample. The ratio of the baseline spectrum and the spectrum for the crystal

gives the sample’s transmission spectrum at a percentage.

Figure 3.3: 3D printed sample holder for UV-Vis spectroscopy with crystal displayed at

the centre.

3.2 Characterisation

Crystal characterisation is split into two sections: chemical composition of the sam-

ples was determined using energy dispersive x-ray spectroscopy (EDS) with the

crystal structure for both powder, crystal, and orientation measured using various

x-ray diffraction techniques. The theory of the method, as well as experimental

arrangements, is discussed in this section.

3.2.1 Energy Dispersive X-ray Spectroscopy

Energy dispersive x-ray spectroscopy (EDS) is an experimental tool used for ele-

mental analysis. The principle behind it relies on a two-step process; firstly, a high

energy electron beam strikes the material. This beam imparts its energy onto the

sample and excites core level electrons to either higher orbits or out of the sam-
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ple leaving behind a positively charged hole. The second step is an electron from

a higher orbital releases energy to fill this hole in the form of an x-ray. Figure

3.4 highlights this process. Moseleys law states that the energy E of the radiation

emitted is proportional to the square of the atomic number

E = C1.(Z − C2)2 (3.8)

where C1 and C2 are constants that describe the orbital character. By detection

of the x-rays, chemical information can be ascertained.
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Figure 3.4: Principle of EDS spectroscopy. Transitions of electrons from higher orbitals

into lower empty states produce x-rays. The labelling of the x-rays is highlighted on the

right side with a few important transitions.

This project uses a Jeol JSM-66610LV scanning electron microscope (SEM) ar-

rangement in the Research Complex at Harwell (RCaH), Oxfordshire. Thermionic

heating of a tungsten filament creates electrons that electrostatic fields accelerate to

high energies (20 kV). Condenser lenses narrow this electron beam to a spot size ∼ 1

nm. Finally, deflecting coils allow x-y scanning of the beam on the sample. Emitted

x-rays are detected using silicon drift detectors (SDD) built by Oxford Instruments,

which count the radiation’s intensity and energy. Energy resolutions achievable in

EDS are ∼130 eV [112]. Figure 3.5 displays a typical spectrum for ZGSO. The back-

ground of the spectrum originates from Bremsstrahlung radiation; the scattering of

electrons by the electric field close to the nucleus emits x-rays. By convention, peaks

are labelled in Siegbahn notation [113] described on the right-hand side of Figure
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1.4. Obtained data was analysed using the Aztec software (Oxford instruments),

which takes the relative peak intensity and applies x-ray absorption and matrix el-

ement corrections to obtain relative quantitative values for composition [114]. A

concise discussion of the analysis technique is carried out in chapter 6.

Figure 3.5: Example EDX spectrum for ZGSO with relevant highlighted spectroscopic

peaks. The Bremsstrahlung radiation background has not been subtracted.

3.2.2 X-ray Diffraction

Max von Laue discovered that x-rays could be diffracted by periodic crystal lattices

earning him the Nobel Prize in Physics in 1914 [115]. This thesis will utilise two

different applications of this. Firstly, by using x-rays with a known wavelength,

a materials crystal structure is determined. This technique is employed by powder

x-ray diffraction. Secondly, using a white x-ray source (broad range of wavelengths),

the crystallographic orientation of crystals can be determined using the Laue tech-

nique. This section covers the theory and experimental arrangements for the x-ray

diffraction techniques used in this project.

X-ray diffraction is a technique utilising Bragg’s law [116]

2d(hkl)sin(θ) = nλ (3.9)
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Where dhkl is the separation between lattice planes and n is a multiple of the

wavelength λ and θ is the angle between beam and plane. If a monochromatic,

collimated x-ray beam strikes a surface and diffracts, the beam will constructively

interfere, providing the path length difference between the waves is d sin(θ). Figure

3.6 highlights this process.

d

θ

Figure 3.6: Bragg diffraction of a periodic crystal lattice with a plane separation high-

lighted by d.

The production of x-rays occurs following a similar method to EDS. By firing

electrons at a target, emitted Kα and Kβ x-rays are collimated and directed towards

the sample. The crystal structure will then either reflect, transmit or diffract the

x-rays. A charge-coupled device (CCD) detects constructive interference patterns

from diffracted x-rays at known angles, therefore, deducing the d parameter.

Powder X-ray Diffraction

In powder x-ray diffraction (PXD) it is assumed that a powder is made up of lots of

microscopic crystallites (∼ 1 µm) all randomly orientated. A monochromatic x-ray

beam strikes the powder target; all planes orientated at the correct angle to satisfy

the Bragg conditions will diffract the beam. The diffracted beam is in the shape of

a cone known as a Debye - Scherrer cone, as seen in Figure 3.7. The cone occurs

because crystallites are angled to satisfy the Bragg diffraction, however, rotated

from each other by 2π with respect to the axis of the beam. The experimental
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schematic in Figure 3.7b is known as the Bragg - Bentano arrangement. The sample

is fixed in place at the centre of the apparatus. The source and detector rotate

around this centre point to increase θ and therefore 2θ. By increasing the angle,

different orientations will satisfy the Bragg conditions, and the detector will pick

up the intensity as a function of 2θ. Each crystal structure has a unique diffraction

pattern, and therefore, the powder’s phase/structure can be determined.
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Figure 3.7: Schematic of the PXD experiment in Bragg-Bentano arrangement. A Debye–

Scherrer cone is highlighted.

A Rigaku Miniflex diffractometer was used to determine the phase of powders.

This employs a Cu Kα x-ray source (λ = 1.541 Å) with 2θ chosen to be from 10

- 80◦. This diffractometer is based in the materials characterisation lab in ISIS

Neutron and Muon source. Phase identification was carried out using the inbuilt

PXRD software which has access to the Crystallographic Open Database (COD).

Accurate refinement of powders to determine the percentage of phase and lattice

parameters was not possible with this miniflex experimental set up as the zero-point

angle is not accurately calibrated. However, for phase identification, the system is

adequate.

Where accurate structural data is required, PXD measurements were conducted
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using a Rigaku SmartLab diffractometer, located at ISIS. The Smartlab provided

more accurate angular data at the cost of data acquisition speed. This arrangement

uses a rotating anode Cu Kα source, which provides a higher intensity of x-rays

because electron heating effects are minimised.

In theory, lattice parameters could be obtained by looking at a chosen peak and

using the Bragg diffraction equation to solve for d. However, the data was processed

using Rietveld refinement [117] employed by the GSAS-II software [118]. By apply-

ing a non-linear least-squares method, the technique fits a previously documented

structure to the obtained data. From the fit, structural properties such as unit cell

parameters and lattice occupancy are determined.

Laue Diffraction

Laue diffraction is a technique most commonly used when the crystallographic orien-

tation of a single crystal is required. Similarly, it is a useful technique to determine

twinning in a crystal. An x-ray beam with a broad range of wavelengths strikes

a sample. Certain wavelengths will obey the Bragg conditions at different planes

without the requirement for sample rotation. In back-reflection geometry, a CCD

is placed between the x-ray source and sample to detect the diffracted beam. Sim-

ilarly, the CCD could behind the sample in transmission geometry. The result is a

diffraction pattern with a large number of spots corresponding to plane reflections.

This method is also able to determine the rotation symmetry of chosen orientation.

For example, if the beam propagation is perpendicular to the ZnSb2O6 (001) face,

the resultant Laue pattern will also have a four-fold symmetry.

This thesis uses a Photonic Science Crystal Orientation system based in ISIS,

which creates a beam spot on the sample of ∼ 200× 200 µm2, and the high-resolution

Photonic Science x-ray Laue back scattered camera allows an orientation accuracy

∼ 0.1 ◦. The orientations were determined by simulating the expected diffraction

pattern using QLaue software and comparing to experimental data.
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CCD

Source

Figure 3.8: Schematic of the backscattering Laue process. Different wavelength photons

will constructively interfere at different angles. The CCD detects the diffracted x-rays.

3.3 Photoemission Spectroscopy

Photoemission spectroscopy (PES) relies on the photoelectric effect principle, first

discovered by Hertz in 1887 [119] when a change in voltage was observed when

shining ultraviolet light across two metal electrodes. The photoelectric effect was

later explained by Einstein, earning him the Nobel Prize in Physics in 1921 whereby

he formulated that photons contained quantized amounts of energy, dependent on its

frequency [120]. Upon measuring NaCl, Kai Siegbahn discovered the full potential

of PES to characterise the chemical composition of materials [121].

The photoelectric effect states that a photon striking a material with energy

(hν) can excite an electron out of the material, providing hν is greater than the

work function of the material φ. This electron is ejected with a kinetic energy Ekin

highlighted by the energy conservation equation 3.10.

Ekin = hν − φ− |EB| (3.10)

With EB is the binding energy of the electron in the solid. The ejected elec-

trons are emitted at all angles. By positioning an electron analyser, the kinetic

energy is measured. The kinetic energies are converted into binding energy us-

ing equation 3.10. Binding energies are calibrated by measuring the Fermi level of

polycrystalline gold in electrical contact with the sample. In XPS experiments, a
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standard calibration method involves measuring the binding energy of adventitious

carbon and setting C 1s to 284.8 eV [122], common in samples where charging may

occur. When electrons are photoemitted, the surface becomes positively charged,

conducting samples can gather electrons from the substrate. In contrast, insulating

materials are unable to do this, and usually, an electron flood gun is required to

provide a source of electrons. The corrected binding energies are a fingerprint to

the sample’s chemical makeup as each electron orbital has its own discrete binding

energy values.

Figure 3.9: Basic schematic of a PES experiment. Photons with energy = hν impinge

on a sample photoemitting electrons with kinetic energy Ekin and detected using analyser

and detector system

Figure 3.9 is a highly simplified depiction of a PE experiment. Generally, the

experiments most considerable variation originates in changing photon energy hν or

source.

• hν < 1000 eV - Ultraviolet photoelectron spectroscopy (UPS) and vacuum

- ultraviolet angle-resolved photoemission spectroscopy (VUV-ARPES). UPS

is beneficial for measuring valence band states due to high resolutions ∼ 10

meV . For ARPES, low photon energies imply a better momentum resolutions

however, this is discussed in section 3.3.4.

• hν ∼ 1000 - 2000 eV - Typical XPS photon energies, better suited to analysing
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low energy core levels of the surface layers of materials.

• hν > 2000 eV - Hard x-ray photoemission spectroscopy (HAXPES). Similar

to to XPS but the increased energy allows a greater probing depth.

This greater probing depth of HAXPES originates because of the increased pho-

toelectron inelastic mean free path (IMFP) λ of the material. The IMFP is a

measure of how far an electron can travel before being scattered in the material and

is dependent on the electron’s kinetic energy. Figure 3.10 shows the IMFP plotted

as a function of kinetic energy of example metals with the theoretical curve shown

in equation 3.11 [123].

λ =
143

E2
+ 0.054

√
E (3.11)
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Figure 3.10: Inelastic mean free path versus electron kinetic energy for four elemental

metals with theory line taken from Seah et al [123]. The IMFP data is taken from Powell

and Jablonski [124].

At low energies, hν ∼ 100 eV, electrons have a mean free path less than 10 Å

implying experiments using low photon energies are extremely surface sensitive.

Surface preparation in ARPES is essential and generally requires cleaving crystals
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in vacuum. The increase probing depth for HAXPES experiments make them less

susceptible to surface contamination.

Another difference in experiments is related to the photoionisation cross section

σ of the atomic orbitals. This is a measure of how likely an electron in an orbital will

interact with an incoming photon and is highly dependent on photon energy. Each

electron orbital has a unique σ photon energy dependence and are widely tabulated

by Yeh, Lindau, Scofield and Trzhaskovskaya [125–130]. Figure 3.11 displays three

relevant σ values plotted as a function of photon energy.

Figure 3.11: Example photoionisation cross sections for selected relevant orbitals as a

function of photon energy (hν). Units are referred to in kilobarns (=10−21 cm2)

There is an additional angular dependence of the photoionisation cross section,

particularly relevant at high energy sources [125–128, 131, 132] however it is not

explored for this project.

Finally, the kinetic energy and intensities of emitted electrons are affected by

spin-orbit coupling where electrons with different spin have different binding ener-

gies. This appears as a peak doublet in the XPS spectrum, with each peak rep-

resenting a j value where j = l ± s where j, l and s are total, orbital and spin

quantum numbers respectively. Furthermore, the intensity of each peak is governed

by
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relative intensity = 2j + 1 (3.12)

The magnitude of energy splitting between the two peaks increases as the atomic

number does however, nuclear shielding for outer orbitals causes the splitting to

decrease.

3.3.1 Electron Analyser

There are several types of electron detection systems however, all experiments used

in this thesis use a hemispherical analyser. It contains three primary components

highlighted in Figure 3.12. The electrostatic lens focuses and decelerates the elec-

trons onto the hemispherical analyser entrance slit. By scanning the lens potential

and choosing how much to decelerate electrons, the kinetic energy of the electrons

is selected. The hemispherical analyser consists of two concentric hemispheres of

radius R1 and R2 with potentials V1 and V2 applied respectively to create an elec-

trostatic field in between. The potential difference is set in such a way as electrons

will pass through the analysers central path, providing they have pass energy (Epass).

Electrons with energy (Epass± dE) will also pass through to the detector with the

lowest energy electrons being deflected most by the electrostatic field. This allows

a narrow energy range snapshot without the need for adjusting the lens.
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Figure 3.12: Schematic for a hemispherical electron analyser. The electrostatic lens

focuses electrons onto the analyser where they are deflected by the electric field set by the

potential difference between the two hemispheres. Electrons are detected at the detector.
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Ro =
R1 +R2

2
(3.13)

The energy resolution of the analyser ∆Ea is given by [133].

∆Ea = Epass

(
w

Ro

+
α2

4

)
(3.14)

where w is the width of the entrance slit and α is the acceptance angle. A lower

pass energy corresponds to a better experimental energy resolution but at the cost

of intensity. The total energy resolution ∆Etot of an experiment is given by

∆Etot =
√

(∆E)2 + (∆Ea)2 + (∆Emisc)2 (3.15)

∆E is the photon beam spread and Emisc is the resolution contribution from

other experimental effect [134].

Finally, the detector consists of a micro-channel plate (MCP), which amplifies

the signal enough to react with a fluorescent phosphor screen with a charge-coupled

device (CCD) camera used to record the signal.

3.3.2 Ultra-High Vacuum

The entire PE experiment, source to detection, occurs under a ultra-high vacuum

(UHV) typically < 10−9 mbar. This is required for several reasons: firstly, the

electrons must travel from the sample surface to the detector without encountering

scattering from residual gas molecules. Similarly, in certain materials, reactions with

residual gases can decrease the sample lifetime if not kept under vacuum. Finally,

the electron analyser must operate under vacuum due to the high voltage differences

between the two hemispheres.

3.3.3 XPS and HAXPES

Lab based XPS

Lab-based XPS was carried out in the UCL Chemistry department using an XPS-

Thermo K-alpha spectrometer equipped with a Al Kα x-ray source (hν = 1486.6

eV). The x-ray beam spot diameter was set as 400 µm on the surface, and a dual-

beam electron flood gun minimised charge compensation. Binding energies were
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referenced to the adventitious C 1s peak (284.8 eV). The experimental resolution

was determined to be 0.5 eV by fitting a room temperature Fermi function to the

Fermi level of polycrystalline silver.

I09 Beamline at Diamond Light Source

Hard x-ray photoemission spectroscopy (HAXPES) measurements were conducted

at the I09 beamline at Diamond Light Source, Oxfordshire. It is a third-generation

synchrotron facility with the ability to accelerate and store electrons up to 3.0 GeV.

Bending magnets or insertion devices, such as undulators, accelerate the electron

beam creating electromagnetic radiation for practical use.

The I09 branch of the beamline allows the capability of measuring both soft

(100 - 2100 eV) (XPS) and hard x-rays (2.1 - 20 keV) (HAXPES) by the use of two

undulators and an optics system that directs both sources onto the sample. Figure

3.13 displays the optics arrangement for the I09 beamline.

Figure 3.13: Schematic of the optics for the I09 beamline at the Diamond Light Source.

The hard x-ray branch features several focusing mirrors, a Si(111) double crystal

monochromator and further high-resolution Si channel-cuts. The result is a highly

focused and monochromated beam with beam spot 40 x 20 µm. The soft x-ray

branch is not relevant for the project.
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Turbomolecular and ion pumps on the end station maintain pressures below 10−9

mbar. A hemispherical electron analyser, VG Scienta EW4000, is placed at a 90◦

angle to the beam propagation and operated with a wide ± 30◦ analyser acceptance

angle to improve electron capture rate.

Samples were irradiated at a semi-grazing geometry with 11◦ between the sample

surface and the x-ray beam propagation. To obtain a binding energy reference, the

Fermi edge of a polycrystalline gold sample in electrical contact with the system was

measured. Additionally, by fitting a room temperature Fermi function to this edge,

the experimental resolution was determined to be ∼ 340 meV.

All XPS and HAXPES data was analysed using the CASA-XPS software, with

a Shirley background subtraction applied for all spectra.

3.3.4 ARPES

Theory

Angle-resolved photoemission spectroscopy is a technique able to probe the elec-

tronic band characteristics [133], a schematic is portrayed in Figure 3.14.

The theory relies on the same methodology as covered for PES. However, modern

two-dimensional detectors can take a snapshot of kinetic energy versus angle along

the direction of the entrance slit. By rotating the sample along 1 axis, it is possible

to map the photoemission intensity in two angular dimensions. The kinetic energy

and angle are converted into binding energy and momentum using equations 3.10

and 3.16. The electron momentum can be split into two components relative to the

surface: the parallel component k‖ and the perpendicular component k⊥ indicated in

Figure 3.14. The parallel momentum component is conserved because the crystal’s

surface does not disturb the translational symmetry in the x-y plane.

k‖ =
1

~
√

2mEkin · sin θ (3.16)

The k⊥ component is not conserved because there is a potential difference at the

surface-vacuum interface. One can assume a nearly free electron description for the

final state of the photoemitted electron and the perpendicular component can be

approximated using equation 3.17.
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Sample
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Figure 3.14: Schematic of ARPES principle. LV and LH correspond to linear vertical

and linear horizontal polarisations respectively with θ being the polar angle and ϕ the

azimuth.

k⊥ =
1

~
√

2m(Ekin cos2 θ + V0) (3.17)

Where V0, the inner potential, is defined as the energy gap between the vacuum

energy and the valence band maximum (VBM). If the materials studied have a weak

dispersion along the z-axis, the parallel component of the momentum almost wholly

determines the electronic structure. One advantage of using a synchrotron photon

source is the ability to tune the photon energy, allowing different kz points of the

Brillouin zone to be measured [135].

The energy resolution of an experiment is given in equation 3.15. The momentum

resolution is given by

∆k‖ ≈
√

2mEkin
~2

cos θ∆θ (3.18)

Where ∆θ is the analyser’s angular acceptance angle implying the momentum

resolution is improved at lower energies (typically hν < 150 eV).

The inelastic mean free path in Figure 3.10 indicates VUV-ARPES is far more

surface sensitive than XPS and HAXPES meaning the measured surface must be
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free of contamination. The photoemission intensity is primarily characterized by

the top few layers of the sample, which may not represent the bulk properties due

to lower co-ordination of the surface atoms and possible surface states.

I05 Beamline at Diamond Light Source

ARPES data in this thesis was collected using the I05 beamline, another dual-

purpose beamline at Diamond Light Source. One branch is for nano-ARPES, and the

other for high-resolution ARPES (HR-ARPES). Figure 3.15 displays the schematic

of the beamline [134].

Figure 3.15: Schematic of the I05 beamline optics taken from Hoesch et al [134]

Photon beams are created using an APPLE-II undulator, able to deliver linear

horizontal, linear vertical, and circularly polarised radiation at energies 18 - 240 eV.

Therefore the experiments are performed in the vacuum-ultraviolet (VUV) range.

The beam focused using a series of mirrors and slits to a sample spot size ∼ 50 x 50

µm2. I05 uses a collimated plane grating monochromator (cPGM) yielding a photon

beam energy resolving power ∆E/E = 20,000 below 100 eV (∆E∼ 2 meV) [134].

The end station is pumped using various turbomolecular and ion pumps, main-

taining low pressures for measurements (∼ 10−10 mbar). Samples are loaded onto

a manipulator with the ability to cryogenically cool samples down to liquid helium

temperatures (< 6 K). Additionally, the cryomanipulator allows the samples to move

with six-degrees of freedom. x, y and z axis controls the position with the polar
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θ, azimuth ϕ and tilt φ angles allowing the sample to be aligned accurately with

the beam and perform angular mapping. The end station is equipped with an VG

Scienta R400 electron analyser with an acceptance angle of ± 14◦.

The ARPES experiment in this thesis was conducted at a temperature of 160 K

and photon energies, hν = 120 - 150 eV. Similar to HAXPES, the energy resolution

was measured using the Fermi edge of polycrystalline gold and was determined to

be ∼ 55 meV. The obtained data was processed using the IgorPro software and

analysis functions developed by T. Kim.
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Synthesis of Single Crystal ZGSO

Single crystals of Zn1-xGaxSb2O6 (ZGSO) were grown using a multi-step process that

produced millimetre-sized, transparent single crystals. First, a polycrystalline pow-

der of the crystal was synthesised as a precursor to crystal growth. As this is a new

novel material, ZSO powders were not available for purchase. When the precursor

was obtained, it was used in a growth process known as chemical vapour transport

(CVT) where it disassociates and vaporises in a reaction with a transport agent and

recrystallises as a single crystal. This chapter explores how the CVT method was

developed and refined to synthesise both ZSO and ZGSO. Early attempts at crystal

growth produced small, disordered crystals so much effort was spent refining the syn-

thesis parameters. After one hundred growth attempts pristine, millimetre-sized

crystals were obtained, suitable for further measurements.

4.1 Precursor Powder Preparation

4.1.1 Preparation Methods from Literature

Before creating powders of ZGSO, a method for obtained undoped ZSO was de-

vised. The literature for synthesising polycrystalline ZSO powders focused on two

approaches: One used a reaction of Sb2O5 solution with 3ZnCO3.4Zn(OH)2 [36]

and another involved a solid-state reaction of ZnO and Sb2O3 at high temperatures

[37, 38]. Rebello et al [136] followed a similar method but used ZnO2 instead of ZnO.

Kikuchi et al [36] reported that, depending on the preparation method, powders were
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produced with significant variations in electronic properties. The solid-state reac-

tion yielded a powder with a resistivity of 107 Ω.cm and the solution method, ∼10

Ω.cm. ZSO is predicted to be a wide band gap insulator, therefore the solid-state

method, the technique with the fewest free carriers, was chosen to be the method

for this project.

Purchased powders of ZnO and Sb2O3 were mixed in stoichiometric amounts

with 3N (99.9 %) and 4N (99.99 %) purity, respectively. By choosing an initial

mass, m, for Sb2O3 the corresponding mass of ZnO powders was obtained using

equation 4.1.

mZnO =
mSb2O3

MSb2O3

×MZnO (4.1)

with M indicating the molar mass of each compound.

Grinding the powders with an agate pestle and mortar ensured they were mixed

homogeneously and the crystallites were of similar size. To obtain the ZnSb2O6

(126) phase, the antimony must be oxidised from a +3 to +5 oxidation state using

a high temperature reaction in an oxygen environment.

Two analysis methods were used to determine the success of the precursor prepa-

ration. Powder x-ray diffraction (PXD) was used to ascertain if the powder reacted

into the 126 structure or if any additional phases were present. The other method

was to establish if the mass has increased sufficiently. In an ideal reaction for un-

doped powder, ZnO and Sb2O3 provide four oxygen atoms per formula unit and

therefore, it must oxidise to reach the required six. The two additional oxygen’s

account for this mass increase.

%Mass Increase =
MO2

MZnSb2O4

× 100 = 8.58% (4.2)

This equation can be generalised for powders doped with Ga2O3 dopant value x.

%Mass Increase =
MO2

MZn1−xGaxSb2O4+x
2

× 100 (4.3)

Initially, powders of Sb2O5 were purchased to omit the requirement of oxidation

during reaction however, the quality of powders was poor. Figure 4.1 displays the

powder x-ray diffraction pattern for the as-bought Sb2O5 powder. The powder
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is predominantly Sb2O4 with low crystallinity. Similar irregularities in purchased

Sb2O5 powders was investigated by E. Glover [137].

Figure 4.1: PXD pattern of purchased Sb2O5. The reference pattern included is the

calculated diffraction pattern from cervantite (Sb2O4) [138].

Different powder preparation methods from the literature were recreated to de-

termine if any were suitable for this project. The methods are labelled N for

Nishiyama et al [37] and K for Katsui et al [38]. A variation of the Rebello et

al [136] method (R-method) was examined but using ZnO instead of ZnO2. The

N-method baked premixed stoichiometric powders at 900 ◦C for four hours. An

additional twelve hour bake was carried out to determine how duration affected the

reaction. The K-method involved three bakes at 600 ◦C in air for two hours with

intermittent grinding followed by a final bake at 800 ◦C for two hours. Finally the

R-method was a two bake process where the initial powder was reacted in air at 600

◦C for twelve hours, reground, pressed as a pellet, and baked for a further twelve

hours at 800 ◦C.

Results

Powder x-ray diffraction patterns for the N-method are displayed in Figure 4.2 and

table 4.1. Labels N1 and N2 represent a four and twelve hour bake, respectively.

71



CHAPTER 4. SYNTHESIS OF SINGLE CRYSTAL ZGSO

Figure 4.2: PXD diffraction patterns for both bakes following the N-method. The

reference ZSO diffraction pattern is taken from Byström et al [24]. Black arrows indicate

Sb2O4 peaks discussed in the text.

Table 4.1: Mass increase for ZSO precursor following the N-method

Method T Duration Mass Increase Expected increase

(◦C) (hr) (%) (%)

N1 900 4 6.71 8.58

N2 900 12 6.48 8.58

The N method appears sufficient in partially reacting the powder into the 126

phase. However, the black arrows highlight peaks corresponding to the 112 and

004 planes of Sb2O4 at 2θ = 29.1◦ and 30.3◦ respectively indicating partial non

- reaction. These peaks are suppressed in the longer duration bake, suggesting a

more completed reaction. However, the mass increase values imply less oxidation

has occurred indicating potential evaporation of the Sb2O4 rather than reaction.

Figure 4.3 and table 4.2 displays the results for the K-method. The integer

proceeding K indicates the bake number.

Despite the first bake, K1, reacting the powder predominantly into a 126 phase,

closer inspection of this pattern suggests evidence for ZnSb2O4, not Sb2O4 peaks, as

seen in the N-method. It is possible the bake was oxygen deficient. The powders have
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Figure 4.3: PXD patterns for the first bake K1 and final bake K2. The reference pattern

is a ZnSb2O4 pattern simulated from Gavarri et al [139].

Table 4.2: Mass increase for ZSO precursor following the K-method

Method T Duration Mass Increase Expected increase

(◦C) (hr) (%) (%)

K1 600 2 6.82 8.58

K2 600 2 6.96 8.58

K3 600 2 6.95 8.58

K4 800 2 7.06 8.58

reacted, however oxygen was not available to encourage reaction into the desired 126

phase. The final bake of K4 shows a loss of ZnSb2O4 peaks indicating the powder

is entirely in the correct phase however, the mass increase test suggests it still has

not reached the target of 8.58%.

Finally, Figure 4.4 and table 4.3 highlights the results for the R - method.

Table 4.3: Mass increase for ZSO precursor following the R-method

Method T Duration Mass Increase Expected increase

(◦C) (hr) (%) (%)

R1 600 12 7.46 8.58

R2 800 12 7.49 8.58

The diffraction pattern of R1 signifies Sb2O4 peaks, similar to that seen in the
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Figure 4.4: PXD patterns for both bakes described by the R-method with reference

ZnSb2O6 pattern [24]. Highlighted arrows indicate of the presence of a Sb2O4 phase.

N-method. The antimony has not oxidised entirely into the +5 oxidation state and

has also not reacted into the 126 structure. The absence of any additional phases

in the second bake indicate the powder fully reacted into the 126 phase. The mass

increase is in poor agreement with the expected value; however, improves on the

previous two methods.

Analysis of the diffraction patterns for R and K-methods indicate both were

able to provide a powder in the correct ZnSb2O6 phase. The two approaches were

identical in terms of temperatures used but differ in duration, number of bakes and

whether the final reaction was a pellet. The reason why ZnSb2O4 peaks appear

in the K-method and Sb2O4 in the other two is unclear. ZnSb2O4 peaks indicate

that zinc and antimony have reacted early but not oxidised whereas the presence

of Sb2O4 infers Sb2O3 powder has oxidized slightly but not reacted into the 126

structure. It is possible the environment for second bake of the K-method was

oxygen-deficient when compared to the other two methods. The N-method appears

not to be appropriate as neither bake duration encouraged the powder to react into

the correct phase fully. This indicates the importance of a lower temperature bake

as demonstrated by both K and R-methods relative success.
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The R-method managed to increase the powder’s mass closer to the desired value.

However, it still fell short of the expected value of 8.58 %. The longer duration of

the initial bake encouraged a more significant amount of oxidation than the short

bakes proposed by the K-method.

To explain why the powders were not achieving their required mass increase, the

partial vapour pressures of the components was studied to determine if evaporation

of any components was likely occurring. A powder with a higher vapour pressure at

a particular temperature is more favourable to evaporate and, therefore, more likely

to be the source of mass lost during the reaction. The melting point of ZnO is 1975

K at which point it disassociates and O2 evaporates [140]. Below this, temperature

the vapour pressure remains extremely low (log(p/atm) < -13 at 1000 K) [141].

The vapour pressure of Sb2O3 suggests log(p/atm) values to be around -2 at 930 K

[142, 143], eleven orders of magnitude greater than in ZnO. Therefore, it is concluded

Sb2O3 is the evaporating constituent in the reaction process, a conclusion shared by

Kikuchi et al [36]. For doped powders, it is also assumed little gallium is lost due

to evaporation due to the high melting point of 2100 K. Exactly how much Sb2O3

is lost is quantified using the method from Appendix B and results shown in table

4.4. δ
2

is the amount of Sb2O3 evaporated per formula unit.

Table 4.4: Quantification of Sb2O3 evaporating during the reaction of precursors from

the recreated literature methods.

Method δ Precursor Formula

R2 0.025 ZnSb1.97O5.96

N1 0.035 ZnSb1.96O5.94

K4 0.043 ZnSb1.96O5.94

Although not perfect, the R-method appeared to be the most successful method

to use as a starting point for precursor preparation. The method employed by this

project used a lower first bake temperature that was slowly ramped up to 600 ◦C to

achieve reaction whilst minimising the evaporation of antimony. The second bake

also used a gradual ramping technique from 800◦C to 900 ◦C as a pressed pellet.

This ensured the powder reacts entirely into the correct phase. Attempts to carry

out a final bake at 800 ◦C could not always guarantee a complete reaction. Figure
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4.5 shows the temperature profile for both bakes.
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Figure 4.5: (a) Temperature profile as a function of time for initial bake as a loose

powder. (b) Profile for the second bake as a pressed pellet.

Final powders were determined to be entirely in the 126 phase with a highest

mass increase measured to be 7.89 %. Although an improvement on the R-method,

the mass increase was still short of the desired target of 8.58 % indicating antimony

was still evaporating. Baking in air is unlikely to overcome this problem as the

high temperatures required to react the powder will always encourage antimony to

evaporate. Adding an excess of Sb2O3 would likely overcome this however it was

not explored in this project.

4.1.2 Preparation Using Argon Environment

To overcome the antimony evaporation a novel precursor preparation method was

implemented. A stoichiometric well-mixed blend of ZnO - Sb2O3 was placed in a

small Al2O3 crucible, ∅ ∼ 10 mm, with a lid and placed into a quartz ampoule with

one end pre-sealed. The tube was evacuated to a pressure < 103 bar to remove any

oxygen and other unwanted gases. The ampoule was subsequently filled with ∼ 400

mbar of argon at room temperature, which, when heated to 600 ◦C, will create an

internal pressure of ∼ 1.15 bar. The tube was sealed using an acetylene/oxygen gas

torch. Figure 4.6 shows a schematic for this arrangement.

The heating conditions used for all powders followed the improved ramping tem-

perature method displayed in Figure 4.5. As it does not undergo oxidation, the

resultant powder is ZnSb2O4 and zero change in the mass is expected which was
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Figure 4.6: Cartoon and photograph of reaction ampoule used to react ZnO and Sb2O3

into ZnSb2O4 under argon pressure.

achieved to within 0.2 %. After the first bake the powder was extracted from the

tube, ground using a pestle and mortar, then pressed into a pellet at 400 kg/cm2,

a value chosen arbitrarily. The pellet was placed onto a platinum lid, covered with

an alumina crucible, and baked in air atmosphere following the second bake rou-

tine. This second bake oxidised the powder creating ZnSb2O6. Figure 4.7 displays

both x-ray diffraction patterns with reference patterns taken from literature. The

diffraction patterns indicate no additional phases present in both the ZnSb2O4 and

ZnSb2O6 powders. Mass increase of the final powder was determined to lie consis-

tently between 7.91 and 8.25 %. This provided a lower δ value of 0.01 and as a

consequence, higher quality ZSO powders.

Following the success of the method, gallium doped powders were created by

mixing to the correct molar stoichiometry using the following equations

mZnO =
mSb2O3

MSb2O3

× (1− x)MZnO (4.4)

mGa2O3 =
mSb2O3

MSb2O3

×
(x

2

)
MGa2O3 (4.5)

with the mass of Sb2O3 was chosen arbitrarily and the gallium doping initially

x = 0.00 - 0.10. Section 4.2 discusses a requirement for additional gallium in the

growth process.
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Figure 4.7: Powder x-ray diffraction patterns for an undoped powder reacted under

the argon pressure method (bake 1) with secondary bake as a pellet (bake 2). The two

reference patterns, ZnSb2O6 and ZnSb2O4 were taken from structural files [24, 139].

4.1.3 Lattice Parameters

The lattice parameters of the powders were determined using powder x-ray diffrac-

tion measurements. The diffraction patterns for powders with different Ga doping

values (x = 0.00 and 0.06) are displayed in Figure 4.8(a) with (b) showing a zoom

of the 110 peak.

The peak position of the 110 peak is shifted to higher 2θ for the doped sample.

According to Bragg’s law, a shift to higher 2θ values corresponds to a decrease in

the d-spacing and shrinking in lattice parameters.

Slight asymmetry is observed in the 110 peak with tailing extending to lower 2θ

values. The asymmetry is an artefact of removing the incident Soller slit prior to

measurement to increase the photon flux. A Soller slit is conventionally installed

after the source to diverge the photon beam in the direction perpendicular to the 2θ

plane. Without this slit, reflections from the edge of the sample obey Bragg diffrac-

tion at what appears to be a lower 2θ creating peak broadening and asymmetry,

particularly at low 2θ.

By employing GSAS-II [118] the lattice parameters were determined and are
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Figure 4.8: (a) Powder x-ray diffraction pattern for undoped and 6% doped ZGSO

precursor powders (b) Zoom around 110 peak.

displayed in table 4.5. An example refinement shown in Figure 4.9.

Table 4.5: Lattice parameters for undoped and 6% doped obtained from Rietveld refine-

ment with comparative literature values.

Powder a,b (Å) c (Å) Rwp

Undoped 4.667 9.266 6.546%

6% Ga 4.663 9.264 7.730%

Byström [24] 4.67 9.26 -

Ercit [25] 4.66 9.26 -

The lattice parameters for the undoped powder are in excellent agreement with

the literature values. Doping has reduced the lattice constants, therefore, reducing

the unit cell of the crystal. This is further explored when the lattice parameters for

single crystals are determined in section 6.2.
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Figure 4.9: Example refinement of an undoped powder using GSAS-II software. The

difference curve is the sum of the experimental curve minus the fitted curve.

4.2 Single Crystal Growth

4.2.1 Chemical Vapour Transport Theory

Chemical vapour transport (CVT) is a crystal growth method, first documented by

Bunsen in 1852 [144]. He noticed Fe2O3 crystals were forming due to HCl gases near

volcanoes.

Although a form of the CVT technique was utilised by van Arkle and de Boer

[145] in the 1920s, it wasn’t until Schäfer [146, 147] comprehensively studied chemical

vapour transport systems in the 1950’s that the technique became a popular tool

for crystal growth.

Despite variations on the method, the general principles remain the same. An

initial precursor is volatilised by a transport agent and enters into a vapour phase.

The vapour transports to a place of deposition and recrystallizes. This zone in

which crystallization occurs is generally a place with a temperature different to that

of volatilisation. Experimentally this temperature gradient is usually created using

multi-zone furnace. CVT can take place in both an open and a closed system. If the

system is closed, as is common in most laboratory experiments, far less transport

agent is required as it can be effectively recycled. It is an ideal crystal growth
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method for systems where the crystal’s melting point is too high or if one of the

components has a high partial vapour pressure [148]. Figure 4.10 displays a cartoon

depicting the CVT process for an endothermic reaction in a closed system.
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Figure 4.10: Cartoon of the CVT process for a closed system in an endothermic reaction

and T1>T2, with T being temperature. Cl2 transforms the powder into gaseous phases

which is transported and deposited in the cold sink. The Cl2 is recycled in a closed system.

Binnewies et al [149] provided a particularly relevant example of why a transport

agent is required to grow ZnO crystals. As mentioned in the section 4.1, ZnO has a

high melting point and its vapour partial pressure is minimal below 1000 ◦C. If Cl2

is used as a transport agent, ZnCl2 and O2 gaseous phases form with high partial

vapour pressures even at low temperatures.

To successfully grow single crystals by CVT, several important factors have first

to be taken into consideration:

• Choice and quantity of transport agent

• Temperature for growth

• Duration of growth

Calculations can predict suitable transport agents for a particular system provid-

ing thermodynamic information of all phases is available. By choosing a transport

agent, typically halogens such as Cl, I or Br, and simulating reactions, values of the

equilibrium constants Kp can be obtained. It is shown that CVT reactions will only

occur if 10−4 < Kp < 104 [150]. As a general rule of thumb, the mass of transport
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agent added should be enough to create an internal pressure of around 1 bar dur-

ing the reaction. Furthermore, if thermodynamic data is available for the reaction,

temperatures at which growth will occur can also be predicted. This occurs when

the Gibbs free energy of the reaction ∆rG
0
T = 0.

lnKp = −∆rH
0
T

R.T
+

∆rS
0
T

R
(4.6)

∆rG
0
T = ∆rH

0
T − T.∆rS

0
T (4.7)

Topt =
∆rH

0
T

∆rS0
T

With T being the reaction, R the ideal gas constant and ∆rH
0
T and ∆rS

0
T being

the enthalpy of reaction and change in entropy of the reaction respectively.

The duration of growth must also be sufficient to allow the precursor to be

vaporised entirely, transported and deposited as a crystal. The rate of the growth

is generally measured in mg.h−1.

4.2.2 Single Crystal Growth of ZSO and ZGSO

Crystal growth of pentavalent antimonates (+5) is difficult to achieve using meth-

ods such as melt growth because the heavier pnictide elements (group 15) are more

thermodynamically stable in a +3 oxidation state rather than +5 at higher tem-

peratures [151]. This is due to the inert pair effect where s-orbitals with a higher

total quantum number n, in the case of antimony, 5s2 are poorly shielded from the

large nuclear charge’s effects and therefore require more energy to ionise. There

have been several reported successful CVT growths of +5 antimonates, such as rare

earth compounds RESbO4 [152, 153], Ni2InSb2O6 [151] and the trirutile compound

CuSb2O6 [154, 155] all grown using TeCl4 or HCl as a transport agent.

In Appendix C, a study of ZSO growth carried out using TeCl4 as a transport

agent is discussed. Unfortunately, due to the inclusion of tellurium into the lattice

during growth, this method was discounted.
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Crystal Growth using Cl2 as a Transport Agent

The initial study using TeCl4 as a transport agent proved a success with regarding

growing single crystals, albeit contaminated. Therefore, the method was refined to

remove the tellurium out of the growth and use Cl2 as a transport agent. Due to

very little thermodynamic information available for the ZSO system, calculations

to predict growth conditions were not possible. However, by looking at dominant

vapour phases during CVT reactions for similar compounds [149, 156], a transport

equation for undoped ZSO is assumed to be

2ZnSb2O6 + 6Cl2 � 2ZnCl2 + 2SbCl3 + 2SbOCl + 5O2 (4.8)

The introduction of gallium significantly increases the uncertainty in the trans-

port constituents. In CVT growths for Ga2O3 using Cl2, GaCl3 is a major vapour

phase [157], therefore likely to exist in the transport process of growing doped crys-

tals. From experience, the transport is known place from hot to cold (endothermic)

and therefore the enthalpy of reaction ∆rH
0
T > 0.

Cl2 is a gas at room temperature, and is therefore difficult to place a quantifiable

amount into ampoule without unwanted gases. To introduce Cl2 as a transport

agent, a method similar to that was discussed by Binneweis et al [149] was conceived.

By heating PtCl2 to temperatures > 500 ◦C, it decomposes into its constituents Pt(s)

and Cl2(g). The transfer of Cl2 into the reaction ampoule was carried out by the

following steps

• 1-3 grams of ZSO/ZGSO was placed into a quartz ampoule and a mass of

PtCl2 into another. The ampoules are connected to a vacuum system similar

to that displayed in Figure 4.11.

• The system was evacuated down to an internal pressure ∼ 10−6 bar and, the

valve subsequently closed.

• Using an acetylene/oxygen torch, the PtCl2 was heated down to the point of

decomposition.

• The bottom of the ZSO ampoule was placed in liquid nitrogen to encourage

condensation of the gaseous Cl2.
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• Using the torch, the ZSO ampoule was sealed at a length of ∼ 15cm, achieved

by carefully melting the quartz.

Figure 4.11: (a) Cartoon of the apparatus used to condense Cl2 into the reaction am-

poule. (b) Photograph of the arrangement displaying the decomposition of PtCl2, and

condensation of Cl2 in to the ZSO ampoule by condensation using liquid N2.

The mass of PtCl2 was calculated to ensure an internal pressure of 1 bar of Cl2

at 1000 ◦C is achieved. This temperature was chosen due to its success in the TeCl4

growths. The volume of the ampoule was predetermined to be 26.5 cm3.

mPtCl2 =
1bar. 26.5 . 10−3l . 265.99 g . mol−1

0.08314 l . bar K−1 . mol−1 .1273K
= 66mg (4.9)

This mass was open to change and continuously refined between growths on a

trial and error basis. Similarly, the temperatures involved in the growths were also

subject to change.

A two-zone furnace was used to create a temperature gradient across the ampoule

with either side controlled by a thermostat. The tube was placed horizontally and

centred between the two zones. The values set by the furnace thermostat and those

measured using a thermocouple are not identical. The temperature profiles for two

thermostat settings commonly used for this work are displayed in Figure 4.12. The
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temperature across the cold zone is seen to be non-homogeneous and varied by 7 ◦C

due to the position of the heaters in each zone.
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Figure 4.12: Temperature gradient across the two-zone furnace measured using a ther-

mocouple for two furnace thermostat settings, (a) TH = 1100 ◦C and TC = 1000 ◦C.

(b) TH = 950 ◦C and TC = 900 ◦C. TH and TC refer to hot and cold temperatures

respectively.

A reverse temperature gradient was employed for the first sixteen hours. This

reversal ensured the transport ampoule’s sink side was cleaned of any small powder

particles that can act as seeds for nucleation.

After the growth, a white layer of powder was found to be coating the ampoule’s

inner walls. By extracting the powder and conducting x-ray diffraction measure-

ments, it was shown to be SiO2 (Figure 4.14). This powder originated from an

attack on the ampoule during the transport process. Legma et al [156] observed

the same phenomena when growing WSe2 using TeCl4 and SeCl4. This attack was

determined to be strongest when the hygroscopic transport agent had been exposed

to air and therefore adsorbed water. They concluded tungsten oxychlorides formed

during transport due to water, reacted with the SiO2. Thus one of the components

during the transport of ZSO is likely to be a metal oxychloride. The attack occurred

heavily in the doped transport and less so in undoped therefore it is likely to be pre-
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Figure 4.13: Growth temperature profile versus time indicating the reverse gradient

method.

dominantly gallium oxychloride reacting with the ampoule [157]. To counteract this,

an excess of 100% Ga2O3 was added to precursor powders.

Figure 4.14: (a) Photograph of ampoule after crystal growth highlighting the attack on

the ampoule (b) XRD pattern of the extracted powder, the bottom reference diffraction

pattern is that of cristobalite (SiO2) [158].

Results

Table 4.6 displays a log for growths of ZSO and ZGSO,
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Table 4.6: Crystal growth log for several highlighted growths using Cl2 as a transport

agent. Displayed are conditions for growth and observations made. Three hundred thirty-

six hours corresponds to two-week growths and charge is equivalent to precursor powder.

Growth

Number

Duration

(hr)

Mass of

Charge

(g)

Mass of

PtCl2

(mg)

Dopant

Ga (x)

Thot

(◦C)

Tcold

(◦C)

Comments

54 200 0.75 60 0 1050 1000 -Full Transport of powder >0.5mm transpar-

ent crystals.

61 200 1.0 25 0 1100 1000 Transparent crystals

62 200 1.0 50 0 1100 1000 -Much smaller crystals, too much PtCl2

63 336 1.0 13 0 1100 1000 -Good sized crystals

64 336 2.0 20 0 1100 1000 -Well faceted transparent crystals ≈1mm

90% transport

67 336 2.0 30 0.01 1100 1000 -Blue/black large crystals

68 336 2.0 30 0.02 1100 1000 - ≈1mm black crystals, very cloudy tube

69 336 2.0 30 0.04 1100 1000 - ≈2mm black crystals

70 336 2.0 30 0.06 1100 1000 - ≈2mm black crystals

76 336 2.0 30 0.06 1100 1000 - >1mm black crystals, lots of dislocations

79 336 2.0 30 0.10 1100 1000 - Significant tube clouding, Large black crys-

tals

80 336 2.0 40 0.10 1100 1000 - Very brittle crystals, high density of grain

boundaries.

82 336 1.5 30 0.10 1100 1000 - Heavy ampoule attack, large black crystals.

91 336 2.0 30 0 1100 1000 - Complete transport, Transparent crystals

92 336 2.0 30 0.08 1100 1000 -Huge >3mm crystals

93 336 3.0 30 0.08 1100 1000 -Complete transport, large black crystals

One major issue with using PtCl2 as a transport agent is accurately determining

the amount of Cl2 condensing into the reaction ampoule. The actual mass of Cl2 is

likely to be less than the amount calculated. This is significant, given most successful

crystal growths occurred using an initial PtCl2 mass of 30 mg, subsequently creating

ampoule pressure of < 0.45 bar, far lower than the recommended value.

The transport rates using Cl2 are challenging to determine accurately as every

growth shows complete transport of the precursor. However, the lower limits for

transport rate in growths 54 - 80 range from 3.33 - 6.41 mgh−1 due to the mass

of charge changes. Growth 93 contained more charge, and because it fully trans-

ported, the transport rate is > 8.92 mgh−1. These changes are likely to occur due

to fluctuations in the quantity of Cl2 in the transport ampoule.

To visually compare crystals, they were polished down to a constant thickness (∼

150 µm). A schematic in Figure 4.15 highlights how crystal polishing works. Figures

4.15(a) and (b) are photographs and schematics of the polishing device, respectively.

A crystal is glued to a silver-coloured polishing disk with a large facet faced down

displayed in 4.15(c). This disk is attached to the brass post and sits on the silver-

coloured sleeve. The brass post provides weight, and by rubbing the polishing device
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over 25 µm diamond slurry, the crystal surface was eroded away down to a crystal in

4.15(d). This was an efficient abrasion method allowing quick erosion but it creates

a rough surface. To obtain a clear finish on the crystal, the same device was used

on 1 µm Al2O3 abrasive paper, providing a well-polished surface but at the cost

of abrasion speed. Eventually, the example crystals displayed in Figure 4.16 were

obtained.

Figure 4.15: a) Photograph of polishing device. b) Schematic of the polishing device.

c) As grown crystal glued onto disk. d) Crystal after rough abrasion. e) Crystal after fine

abrasion.

Figure 4.16 highlights a few polished crystals from successful growths with differ-

ent nominal Ga doping values. Undoped crystals are clear and transparent; however,

gallium’s inclusion provides the crystals a blue tint. Before polishing, the doped crys-

tals have a dark, nearly opaque appearance similar to those seen in the Appendix

C. Only when polished down to a thickness < 200 µm do they exhibit observable

transparency. The blue tint caused by gallium’s inclusion does not intensify upon

increasing the nominal doping. By observation alone, a 1% doped crystal is indis-

tinguishable from one of a higher dopant. 1% of doping refers to total percentage

of gallium on the zinc site, equivalent to (x= 0.01).

4.3 Conclusions

The work in this chapter has discussed the methodology used to synthesise single

crystal ZSO and ZGSO by the chemical vapour transport method. Polycrystalline

powders of ZSO and ZGSO were synthesised and characterised by x-ray diffraction,

to be entirely in the 126 phase. By calculating mass increases, the powders were
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Figure 4.16: Crystals polished to thickness ∼ 150 µm a) 64 (0% Ga), b) 67 (1%), c) 68

(2%), d) 70 (6%), e) 69 (4%) (grid lines represent 1 mm).

shown to be almost completely oxidised with little evaporation of Sb2O3, improving

on previously attempted methods in the literature.

For the first time, well faceted, transparent single crystals were synthesised using

Cl2 as a transport agent. Crystals grown nominally doped with gallium have a clear

blue tint.
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Chapter 5

Measurements

For a material to be considered a TCO, it must possess high electrical conductivity

and low opacity over visible wavelengths. The work in this chapter focuses on deter-

mining these properties. Using a physical properties measurement system (PPMS),

the resistivity, mobility, and Hall coefficients of undoped and doped samples were

measured as a function of temperature and doping.

Furthermore, UV - Vis spectroscopy was used to understand the optical proper-

ties of the crystals. By determining the onset of absorption of the light, the optical

band gap for the grown crystals is determined. Combining both the resistivity and

the absorption coefficient at 550 nm, a figure of merit FOM was determined to

quantify the performance of ZGSO in comparison to other commonly used TCOs.

5.1 Electronic Transport

5.1.1 Undoped ZSO

To understand the electronic properties of ZGSO, it is essential to first examine

the transport properties of the undoped host lattice ZSO, predicted to be a wide

band gap insulator. Figure 5.1 displays temperature dependent resistivity, Hall

mobility, and Hall coefficient data for two undoped crystals from growth 64. Room

temperature data is displayed in table 5.1.
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Figure 5.1: Electrical transport data for ZSO single crystals showing (a) resistivity ρ,

(b) mobility µ and (c) Hall coefficient RH as a function of temperature.

Table 5.1: Room temperature electronic transport data for two undoped ZSO crystals.

Crystal ρ µ n

(mΩ.cm) (cm2/V.s) (×1017cm−3)

64a 419.4 ± 83.9 30.0 ± 6.0 5.0 ± 1.4

64b 340.1 ± 68.0 34.7 ± 6.9 5.3 ± 1.5

The errors quoted in the table are primarily due to the large error in measuring

length L in equation 5.1.

ρ =
RA

L
(5.1)

Where R is the measured resistance and A is the cross section area perpendicular

to the direction of current. To determine the distance between the two voltage
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contacts, a grating built into a microscope was calibrated to measure lengths. The

obtained L was ∼ 500 µm in size, however as the silver contacts are generally not

painted perfectly straight, an error associated with this distance (∼ 100 µm) carries

through all obtained parameters. Figure 5.2 visualises this issue.

L

I

Figure 5.2: Schematic of the side view of a crystal showing the voltage contacts. The

direction of current I and the distance between the voltage contacts L are labelled.

Both undoped crystals follow similar trends with regards to their properties as

functions of temperature. A minima in resistivity is observed at ∼ 150 K with

maxima in mobility at ∼ 110 K. Furthermore, the data suggests neither sample

is an insulator. For wide band gaps (> 3.0 eV), concentrations due to intrinsic

carriers (valence to conduction band thermal excitations) can be calculated [86].

The concentration of intrinsic electron carriers ni is a function of both band gap Eg

and temperature T and given by the equation

ni =
√
NcNve

− Eg
2kT (5.2)

Where Nc and Nv are the density of states for the conduction band and valence

band respectively given by,

Nc = 2

[
2πm∗ekBT

h2

]3/2

(5.3)

Nv = 2

[
2πm∗hkBT

h2

]3/2

(5.4)

m∗e and m∗h are the effective mass of the electron and hole band, and kB is the

Boltzmann constant. At room temperature and for band gaps ∼3.0 eV, the expected

conduction band density is < 1 cm−3!
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To explain the carrier densities observed, an additional donor mechanism is ex-

plored.

Hall Coefficient

Firstly it is essential to identify the nature of the charge carrier. The negative Hall

coefficient states this conductivity is dominantly n-type, confirmed with a copper

test sample using identical wiring geometry as the crystals.

Given ZSO is predicted to be a wide band gap insulator, the n-type conductivity

is presumed to originate from doping, whether extrinsically or intrinsically. At high

temperatures, the Hall coefficient indicates the presence of conduction electrons.

However, as the temperature drops, the carrier density also decreases, suggesting a

freeze out of donor states – not enough thermal energy is available to excite electrons

from a donor state into the conduction band. Using semiconductor calculations [89]

and some prior knowledge about the material, the energy of the donor level with

respect to the conduction band can be determined. Furthermore, these calculations

can also provide an insight as to whether charge compensation is occurring. The

values for n obtained from Hall effect measurements provide a net carrier concen-

tration. Over the range of temperature measured, carrier density is dominated by

the ionisation of donors and expressed by equation 5.5 with Nd and Na being the

number of electrons in donor and holes in acceptor states. This method is valid,

providing intrinsic electrons are excluded.

n = −(N∗ +Na)

2
+

√
(N∗ +Na)2

4
+ (N∗(Nd +Na))

N∗ =
Nc

2
exp

(
−−Ec − Ed

kBT

) (5.5)

Where Nc is given by equation 5.3, Ec is the energy of the conduction band

minimum set to zero and Ed is how deep in energy the donor state sits below the

conduction band. The conduction band effective mass is assumed to be 0.22 me from

band structure calculations displayed in chapter 2. Figure 5.3 shows the results of

fitting equation 5.5 to the data.
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Figure 5.3: Fitting of equation 5.5 to experimental data for undoped ZSO. Fitting

parameters Nd = 8.2 × 1017 cm−3, m∗ = 0.22 me (a) Assuming Na is zero and adjusting

the energy of the donor state Ed. (b) Setting the Ed to 7.0 meV and adjusting the number

of acceptors.

Firstly it is apparent how significant, subtle variations in the value Ed makes to

the fit. This obtained value of 7.0 ± 0.2 meV for crystal 64a signifies an extremely

shallow donor level. The determination of the acceptor density is much less straight-

forward. Only when the acceptor density Na > Nd/100 does it begin to impact the

fitting, albeit detrimentally, contrasting with common semiconductor systems with

deeper donor levels where slight changes in acceptor density profoundly affect the

net carrier concentration [89]. Therefore the maximum acceptor density is assumed

to be Na ∼ Nd/100. This calculation assumes a simple, one donor, one acceptor

state system. It is possible a far more complicated situation occurs.

This study shows the donor level to be shallow; electrons can easily be thermally

excited across the narrow gap even at low temperatures. However, it can not be

ruled out that acceptor states are present in the ZSO system.

Mobility

The mobility plot in Figure 5.1 is indicative of semiconductor behaviour (Section

2.4). The two key influences on the mobility of a material are the thermal lattice vi-
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brations (or phonons) and impurity scattering. At low temperatures, where phonons

possess less energy, impurity scattering is the dominant process. Electrons interact

with positively charged scattering centres due to the Coulomb interaction. It be-

comes less significant at high temperatures as the electrons possess more energy and

interact with the scattering centre for a shorter period. As the temperature increases

the mobility increases until the thermal lattice vibrations become the dominant scat-

tering process and the mobility reduces. Theoretically, for semiconductors, the lower

temperature dependence on mobility should be ∝ T3/2 and at higher temperatures

∝ T−3/2 [89]. The temperature dependence for mobility in ZSO is determined by

fitting two linear traces to a log µ vs log T graph displayed in Figure 5.4.
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Figure 5.4: µ vs T for undoped ZSO with linear dependence traces displayed.

Table 5.2 displays the results obtained by a least-square fitting between 50 - 90

K and 130 - 350 K.

Table 5.2: Temperature dependence of Hall mobility in undoped ZSO crystals. (µ ∝ Tα)

for ZSO.

Crystal α (low T) α (high T)

64a 0.86 ± 0.09 -0.95 ± 0.01

64b 0.46 ± 0.10 -1.18 ± 0.01

Despite not agreeing with the expected dependence values, a positive and neg-
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ative dependence is still observed at low and high temperature respectively. Below

110 K the phonon influence is overcome by the impurity scattering in a process

explained above. At low temperatures there is a significant variation between the

two data sets. Impurity scattering appears less dominant in crystal 64b suggesting

less scattering centres. This would increase the relaxation time and create slightly

higher mobility in this material (µ ∝ τ).

The combination of mobility and the Hall coefficient contributes to the resistivity

dependence (1/ρ = µ/RH). At higher temperatures, the constant carrier concentra-

tion and reduction in mobility induces a rise in resistivity. The minimum observed at

∼ 150 K originates from the donor electrons becoming saturated in the conduction

band and a drop off in mobility as the temperature increases. At low temperatures

(< 100 K), both the carrier concentration and the mobility reduce and the resistivity

spikes up to values exceeding 1 Ω.cm

Harrison [159] has previously measured the electronic properties of single crystal

ZnO, with remarkably similar electronic properties to those presented in this study.

In ZnO, temperature dependence for the resistivity exhibits a minima at a slightly

higher temperature of ∼ 200 K. Hall measurements indicated a carrier density ∼1017

cm3, again comparable to the data obtained for ZSO. The origin of this conductivity

was determined to be due to both paired zinc and oxygen vacancies with additional

oxygen vacancies.

Discussion

It is essential to understand the origin of the carriers in undoped ZSO. Intrinsic

thermally excited electrons have been ruled out therefore, to be an n-type conductor,

ZSO requires some form of donor. Electron doping can occur in several ways: an

interstitial cation, oxygen vacancies, anion, or cation substitution. Nishiyama et al

[37] conducted a study of three polycrystalline ZSO samples. The sample prepared in

an oxygen-rich environment was determined to have the highest resistivity compared

to a sample prepared in ambient and N2 conditions, therefore concluding oxygen

vacancies play a significant role. The following equation governs the proposed source

of carriers.
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O×o 
 V ö+
1

2
O2 + 2e′ (5.6)

Which states oxygen vacancies (V ö) and electrons (e′) are formed as lattice

oxygen (O×o ) becomes oxygen gas (O2). Kikuchi et al [36] agreed with this conclusion

and commented that these vacancies originated from poor crystallinity in powders

therefore inducing cation disorder. Determining how this occurs in single crystal

ZSO is not so simple, given crystallinity is presumed to be high. Kikuchi also

suggested that cation disorder could be a direct provider for carriers with Sb+5

onto the Zn+2 site effectively providing three donor electrons. This disorder was

attributed to creating lattice instability inducing oxygen vacancies therefore the

actual mechanism remains undetermined.

An undoped single crystal was annealed in oxygen to investigate the relevance of

oxygen vacancies in this system. Crystal 64b was annealed at 750 ◦C in flowing O2

for twenty-four hours, and remeasured on the PPMS. The crystal showed no change

in transport properties, indicating either the crystals are already fully oxidised, or

the ionic mobility of oxygen through the ZSO lattice is low. This result is similar

to that obtained by Galazka et al when measuring single crystals of In2O3 grown

from the melt and by gas phase [160]. By measuring the electronic properties both

before and after annealing in a non-reducing atmosphere, they found a significant

difference in the melt-grown crystal’s electronic properties. The gas-phase grown

crystals were insensitive to heat treatment.

In contrast to this, Halliburton et al [161] conducted a similar study on CVT-

grown ZnO single crystals and discovered that annealing in a Zn atmosphere could

profoundly affect the electronic properties by inducing a ten-fold increase carrier

concentration. They concluded that zinc interstitials or oxygen vacancies or a com-

bination of the two formed due to the reducing atmosphere. Crystals grown by the

CVT method may be sensitive to reducing under certain conditions however inert

to oxidation. Future work on ZSO single crystals may help to understand this.

In chapter 4, the mass of precursor powders were recorded during the pre-reaction

stage, and it was repeated shown the mass increase did not reach the ideal value.

The starting powders entering the growth ampoule are possibly oxygen-deficient.

Given the growth environment does not contain any extra oxygen, the deficiency in
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powders would carry into the crystals.

If oxygen vacancies are assumed to be responsible for the electron donors and

an oxygen vacancy provides two electrons, the stoichiometry of oxygen can be cal-

culated. Figure 5.3 suggested a donor density Nd of 8.2 × 1017cm−3. Taking the

volume of unit cell of ZSO Vunit to be 201.5 Å3 [25] and each unit cell to contain

two ZSO formulas the fraction of oxygen vacancies is calculated using

NV ö

No

=
Nd

2

Vunit
12
≈ 1

150, 000
(5.7)

where NV ö is the density of oxygen vacancies and No is the density of oxygen sites

in the lattice. Even very slight deviations from ideal stoichiometry would profoundly

affect the conductivity in ZSO given how close in energy the donor state sits to the

conduction band.

In a similar compound ZnO, the role of oxygen vacancies on the observed n-

type conductivity has been debated a lot throughout the literature. Calculations

have shown the defect state created by oxygen vacancies is deep in energy below

the conduction band and therefore its role in the observed n-type conductivity was

determined to be insignificant [48, 162]. However, more recent work has shown that

despite sitting deep, doubly charged oxygen vacancies are crucial when discussing

conductivity [163, 164]. Given it had taken over half a century of research and

literature to arrive at this conclusion in a comparatively simple compound, it is

likely that ZSO will not be solved soon. If applicable, however, shallow oxygen

vacancies would explain the origin of n-type conductivity in ZSO.

There is also the possibility of an unintentional dopant entering the system such

as hydrogen. King et al [165] determined hydrogen can exists as a shallow donor in

In2O3 and SnO2 and may be responsible for unintentional conductivity. Chemical

analysis methods such as EDS employed by this project will not be able to detect

light elements such as hydrogen. As the crystals are grown in a closed system

without hydrogen it is hard to make the case that H doping is occurring. However,

it cant be discounted entirely as water may have adsorbed into powders pre-growth.
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5.1.2 Doped ZGSO

This section discusses the transport data collected for seven Zn1-xGaxSb2O6 (ZGSO)

crystals at a doping range (x = 0.01 - 0.10). Figure 5.5 displays the data with room

temperature values listed in table 5.3.
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Figure 5.5: Electrical transport data for ZGSO crystals showing (a) resistivity ρ, (b)

mobility µ and (c) Hall coefficient RH plotted as a function of temperature.

Hall Coefficient

The temperature dependence of the Hall coefficients is in stark contrast to what

was observed for the undoped crystals. Where previously a sharp drop in carrier

concentration occurred, now almost no temperature dependence is seen. Within

margins of the data fluctuations, the Hall coefficient remains constant because every

ZGSO crystal is degenerately doped and the Mott criterion has been met. Even at

low temperatures, the electrons are populating the conduction band. Due to a lack
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Table 5.3: Room temperature electronic transport data for ZGSO crystals with varying x.

* no temperature dependence of 99a is available however, the superior electronic transport

properties are stated.

Crystal Nominal

doping

(x)

ρ µ n

(mΩ.cm) (cm2/V.s) (×1020cm−3)

67a 0.01 1.9 ± 0.4 41.2 ± 8.2 0.8 ± 0.2

67c 0.01 1.6 ± 0.3 54.1 ± 10.8 0.7 ± 0.2

69a 0.04 1.5 ± 0.3 32.5 ± 6.5 1.3 ± 0.4

70a 0.06 2.5 ± 0.5 24.3 ± 4.9 1.0 ± 0.3

92c 0.08 1.1 ± 0.2 29.4 ± 5.9 2.0 ± 0.6

92d 0.08 0.8 ± 0.2 39.3 ± 7.9 2.0 ± 0.6

79d 0.10 2.2 ± 0.4 11.2 ± 2.2 2.5 ± 0.7

99a* 0.08 0.5 ± 0.1 48.8 ± 9.8 2.4 ± 0.7

of prior research into the material, the relative permittivity is unknown therefore,

an accurate critical carrier concentration at which the Mott transition occurs in

ZSO is undetermined. An estimate is made by looking at values in other TCO

compounds and applying the assumption that ZSO has a similar value. In ITO,

Edwards et al determined εr = 4 corresponding to a critical carrier concentration nc

to be approximately 8×1018 cm−3 [50]. Given this carrier concentration is an order

of magnitude lower than those in ZGSO crystals, it can be reasonably assumed they

are degenerate semiconductors.

The Hall coefficient’s absolute values are smaller than in the undoped crystals

and, consequently, the carrier concentrations are larger (RH ∝ n−1). This assumes

the only source of carriers in the Hall effect to be electrons. How the Hall coefficient

varies as a function of doping is discussed in section 5.1.3.

Mobility

Like the Hall coefficient, the mobility temperature dependence differs when com-

pared to the undoped samples. A slight reduction in the mobility at high temper-

atures occurs due to thermal lattice scattering, similarly to the undoped samples.
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However, the low-temperature dependence does not carry the same negative trend;

a direct consequence of being doped beyond the point of degeneracy. The conduc-

tion electrons are effectively electrostatically screened from the ionised impurities,

and little temperature dependence is observed despite a higher density of scattering

centres [90, 91]. Perkins et al [91] carried out a study on the gradient of the mobility

versus temperature for In:ZnO thin-films with carrier concentrations spanning three

orders of magnitude. They concluded there should be a negative temperature depen-

dence for mobility as the concentration increases and became almost independent

at carrier concentrations n > 5×1021 cm−3. Ambrosini et al [166] reached the same

conclusion measuring In2O3−δ. For ZGSO, this effect is unclear due to the noise in

the data and the comparatively small range in the crystal’s carrier concentrations.

The magnitude of the mobility is further explored in section 5.1.4.

The combined effect of a constant carrier concentration and a steady decrease in

mobility upon elevating temperature creates a metallic-like resistivity dependence.

At high temperatures, the resistivity follows a near-linear trend; however, the curve

begins to flatten off at lower temperatures as the mobility also does. Although the

limit of data collection is 50 K, a sharp increase in resistivity is not expected even

at cryogenic temperatures. Once again, a consequence of the samples being electron

doped beyond the Mott criterion.

The absolute value of resistivity has reduced nearly three orders of magnitude

with gallium’s inclusion as a dopant signifying the apparent success of the doping.

Upon doping, the crystal has moved from a semiconductor with very shallow donor

states to a degenerate semiconductor with metallic-like properties due to a significant

electron population of the conduction band.

5.1.3 Nominal doping vs Measured Carrier Concentration

The nature of substitutional doping suggests a consistent increase in carrier den-

sity is expected as the doping is exaggerated. Displayed in Figure 5.6 is the room

temperature carrier concentration n plotted against the nominal doping for ZGSO

crystals.
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Figure 5.6: Room temperature carrier concentration n versus the nominal doping of the

ZGSO crystals. A least-square fitting of the data is displayed ignoring the x = 0.06 value.

Errors for n are included in table 5.3.

The expected n line comes from the idea that each Ga substituting with Zn

should create an extra electron per formula unit. For crystal 70a (x = 0.06), the

data included in the figures is omitted from the discussion until the end of the

chapter as its behaviour is anomalous and provides an interesting case study.

The data suggests a positive trend concerning nominal doping is observed, albeit

quite substantially less than expected. A least-squares fit to the data suggests ∼0.25

e− / gallium. There are several possible explanations for this discrepancy. Firstly,

the actual gallium content is less than the nominal doping suggests indicating not

all of the gallium is successfully transporting into the crystals. Secondly, it can also

imply the precursor powders are Ga deficient due to some evaporation loss in the

powder preparation method. Given the high melting point of Ga2O3 and the excess

added into the growth, it is considered unlikely.

Finally, this discrepancy can be explained if charge compensation occurs in the

crystal. Carrier densities obtained from the Hall effect are a net value summed over

negative electrons and positive holes. Cation vacancies would behave as acceptors

increasing the hole concentration, although this scenario is less likely due to the
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high density of single crystals. Excess oxygen of around 0.02 per formula could

dope sufficient holes into the material; a distinct possibility given the flexibility of

oxygen content in oxide materials [167]. Another scenario is cation disorder; Sb+3

has a similar ionic radius to that of Ga+3 [168], which could be substituted onto

the Zn-site, forcing Ga+3 onto the Sb+5 site. Presuming an oxygen stoichiometry

of 6.00, would increase the antimony’s average charge, reducing the carrier density.

Around 2% (atomic) of Ga+3 on the Sb site could account for the discrepancy.

Nonetheless, it has been shown that nominal doping values do not correctly

portray the carrier concentration n. As the electronic properties are dependent

on the latter property, n, it is more concise to use this in the analysis. A further

discussion of this is carried out in section 6.1 when the samples’ chemical composition

is explored.

5.1.4 Carrier Concentration vs Mobility/Resistivity

Figure 5.7 shows the resistivity and Hall mobility for the ZGSO crystals plotted

against n with the colour scale representing nominal doping. Most error bars are

omitted but are found in table 5.3.

Initially the resistivity versus carrier concentration is reviewed. Providing the

mobility µ is constant, as the carrier concentration n is increased, the resistivity ρ

is expected to decrease with an inverse dependence (ρ−1 = neµ). The linear dotted

lines highlight these fits for 50 and 30 cm2/V.s. This linearity is not the case in

degenerate semiconductors. Ellmer and Mientus [169, 170] conducted a study on

the mobility dependence on carrier density for single crystal ZnO, In2O3, and SnO2.

Given the lack of data available for ZSO and the fact these three are all TCO’s, it

is reasonable to compare them. Over an extensive range of carrier densities (1015

- 1021 cm−3), a step-like drop in mobility is expected as the carrier concentration

increases. However, over the span of carrier concentrations that ZGSO crystals

possess, only a small drop is expected. An approximate predicted drop for ZnO

is highlighted in Figure 5.7 to provide perspective. This drop was attributed to

increased ionized impurity scattering [88]. The increase in the number of carriers is

accompanied by a rise in scattering centres and, therefore, scattering rate. As the

scattering rate is inversely proportional to the mobility, a slight drop is expected
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��

Figure 5.7: (a) Room temperature resistivity versus carrier concentration of ZGSO

crystals. (b) Mobility versus carrier concentration. An example error bar is displayed.

The ZnO prediction dotted line is taken from Ellmer and Mientus [169, 170].

even considering conduction electrons screening. The data for ZGSO suggests little

correlation between the mobility and carrier density. The highly doped sample (x =

0.10) does exhibit a significant decrease in mobility however, this sample is assumed

to have a high density of defects due to being over-doped, raising the scattering rate

significantly while maintaining the high carrier density.

Table 5.4 displays the most conducting ZGSO crystal and two highly conducting

TCOs from the literature (AZO = Al:ZnO).

Table 5.4: Room temperature resistivity, Mobility and carrier concentration data for

a highly conducting ZGSO single crystal with literature values for two conducting TCO

thin-films.

TCO ρ µ n

(m.Ω.cm) (cm2/V.s) (×1020cm−3)

99a* 0.5 ± 0.1 48.8 ± 9.8 2.4 ± 0.7

ITO [171] 0.089 54.1 13

AZO [172] 0.085 47.6 15

Both TCO’s used for comparison are thin-films created using the pulsed laser
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deposition method. The ZGSO single crystal has a resistivity an order of magnitude

larger than both thin films. Given the mobility is comparable for all three samples,

the variation in resistivity stems from the carrier concentration. These values are

far larger than any carrier concentration achieved in ZGSO. In an ideal scenario,

with no charge compensation it would require doping of x = 0.13 and x = 0.15 to

obtain these carrier concentrations. However, it has been shown in the x = 0.10

sample, that high levels of doping induces additional disorder.

The structure of the lattice is likely to prevent ZGSO attaining carrier concen-

trations comparable with those seen in ITO. The density of zinc sites in ZGSO is

∼1022 cm−3. The density of indium in In2O3 is ∼ 6×1022 cm−3 [173]. Assuming the

same doping mechanism, the same carrier concentrations can be achieved in ITO

with a fraction of the doping required for ZSO.

Galazka et al [174] reported melt grown single crystal La:BaSnO3 with a similar

resistivity to sample 92d but with a carrier concentration more than five times

smaller (3.3 ×1019cm−3). This arises from an exceptionally high mobility ∼ 220

cm2/V.s. They reported nearly complete electrical activation of La with almost no

compensation. Improvements to the mobility in ZSO by refinement of the synthesis

should further reduce the resistivity where the structure may be a limiting factor

achieve higher carrier densities.

5.2 Optical Properties

5.2.1 Transmission and Absorption Coefficient

The optical properties, particularly the absorption coefficient in the visible range

(550 nm) and the absorption edge/optical band gap were studied using UV-Vis

spectroscopy. Two undoped (64a and 96a) and four doped crystals (67a, 92c, 92d

and 99a) were measured. Figure 5.8 displays the obtained transmission data for the

crystals. All transmission measurements were carried out at room temperature.

The literature of TCOs is significantly dominated by thin-films studies and often

shows TCOs to have very high transparency ∼90 % [92, 93, 175], far higher than

the ZGSO crystals displayed. Transmission alone is misleading as it is a function

of the sample thickness (equation 2.30). Therefore, transparency must discussed in
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Figure 5.8: Transmission data for ZSO and ZGSO samples as a function of wavelength

between 300 and 700 nm. * indicates an undoped sample.

absorption coefficient terms if optical properties are to be compared. Similarly, it

is unfair to compare each crystal using transmission alone as the measured samples

have slightly different thickness. Table 5.5 shows obtained transmission data at

550nm with corresponding absorption coefficients.

Table 5.5: Transmission T , thickness d and absorption coefficient α for ZGSO crystals

at 550nm. * signifies undoped ZSO crystals.

Crystal x T (550nm) d α (550nm)

% µm cm−1

64a* 0.00 38.0 180 53.7

96a* 0.00 60.6 392 13.1

67a 0.01 26.0 202 66.7

92c 0.08 16.3 168 109.3

92d 0.08 12.8 120 171.2

99a 0.08 12.8 140 145.6

Figure 5.8 indicates the undoped samples have a higher transmittance in the

visible range when compared to the doped counterparts further reinforced by the

low absorption coefficients. It is therefore indisputable that doping is detrimental
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to transparency. Another clear difference between doped and undoped samples

manifests itself at the low energy end of the transmission data. Doped samples

exhibit an increase in absorption at wavelengths approaching the infrared, which

is potentially a problem as the crystals are coloured blue due to this. This trend

is common in TCO compounds; however, the absorption onset occurs at shorter

wavelengths in ZGSO than other compounds, usually ∼ 1000 nm [52, 176, 177].

Generally, two processes create low energy absorption: free carrier absorption,

where conduction electrons are excited to higher unoccupied states [178, 179], or

opacity of the material for low energy photons governed by the plasma frequency

calculated in equation 5.8.

ωp =

√
ne2

εom∗
[rad/s] (5.8)

Using an effective mass of 0.22 me, table 5.6 displays the three calculated plasma

frequencies. The undoped samples are omitted due to having little physical rele-

vance.

Table 5.6: Calculated plasma frequency for the three doped samples, m∗ = 0.22 me.

Crystal ωp ωp

(eV) (nm)

67a 0.71 ± 0.06 1758 ± 499

92c 1.10 ± 0.11 1126 ± 348

92d 1.11 ± 0.15 1118 ± 410

These calculated plasma wavelengths are longer than those measured in this

experiment; therefore, the plasma frequency is assumed to be the cause of this

absorption at visible light energies. The reduction in transmission towards the IR

range is attributed to be almost solely due to free carrier absorption. Electrons

residing in the conduction band are excited to higher energy unoccupied bands.

Peelaers et al [179], paying reference to SnO2, discussed the origin of this free

carrier absorption. The energy gap between the CBM and CBM + 1 is of the order

of 4 eV and therefore, direct transitions (∆k = 0) were not considered significant.

Instead, they examined indirect transitions where a scattering mechanism provided

additional momenta, allowing lower energy photons to excite conduction electrons

into higher unoccupied bands. These mechanisms are phonon scattering and im-

107



CHAPTER 5. MEASUREMENTS

purity scattering. Because phonon scattering is intrinsic to the material, it would

remain unaffected even if the crystal quality is improved [178]. At carrier densities

comparable with those obtained for ZGSO crystals, impurity scattering becomes

significant. A higher density of scattering centres generates a larger degree of free

carrier absorption, enhanced significantly if charge compensation occurs.

Crystal 67a, where the free carrier absorption appears considerable, is likely to

have a higher density of scattering centres than the other doped crystals purely due

to low crystal quality. This is further clarified when the absorption edge is discussed

in section 5.2.2.

An important point to note is there appears to be a difference between the ab-

sorption coefficients in table 5.5 for the two undoped crystals. The high α value is

attributed to crystal 64a being unclean during measurement. Crystals were previ-

ously characterised using an optical transmission microscopy arrangement at UCL

ChemEng department with the capability to measure transmission over the range

of 380 - 700 nm. Figure 5.9 displays the transmittance data for three crystals mea-

sured using UV-Vis spectroscopy and optical transmission microscopy. Transmission

data is in reasonable agreement for the two methods apart from sample 64a where

transmission is over 50 % higher in the microscopy data than the UV-Vis spec-

troscopy data. The large mismatch in data for the two 64a measurements leads to

the conclusion that this sample’s UV-Vis data is unreliable, possibly due to surface

contamination. Therefore, optical characterisation on this crystal is omitted for the

remainder of the chapter.

Fluctuations in the transmission microscopy data occur due to multiple reflec-

tions at the front and back surface of the crystal interfering with each other when

the sample thickness is uniform [180]. The microscopy beam spot size is 50 µm2,

compared to several millimetres for UV-Vis. During microscopy measurements, the

small spot size impinges on a smaller region of crystal with uniform thickness. Over

the large spot size used in UV-Vis, the sample thickness is likely to change slightly

and dampen any interference effects.

The absolute value of the absorption coefficient at 550 nm for the undoped ZSO

sample is compared to other TCO host lattices. Jain et al [101] reported In2O3 and

SnO2 thin films to have absorption coefficients of 5230 and 7410 cm−1, respectively.
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Figure 5.9: Transmission data using UV-Vis spectroscopy (solid line) and optical trans-

mission microscopy (dashed line) for three single crystals. 70a (dark) refers to a region on

the crystal covered at the end of the chapter.

Using this data it would appear the undoped ZSO is far more transparent than

these other lattice counterparts; however, it may not be reasonable to compare

single crystal and thin-film data.

Galazka et al produced melt grown single crystals of In2O3 [160] and BaSnO3

[174] which exhibited very low absorption coefficients at 550 nm (< 5 cm−1). The

In2O3 was also grown under a gas phase and exhibited lower transmission than their

melt grown counterparts (α ∼ 11 cm−1). This has a possible implication that vapour

grown ZSO are comparable with other TCO host lattices and, like In2O3, may be

improved further by growing from techniques such as melt growth.

5.2.2 Optical Band Gap

Displayed in table 5.7 are values for the optical band gap of ZSO obtained from

the literature. The variety suggests no agreed value for the optical band gap likely

due to the varying morphologies of the samples measured. Calculation methods

such as density functional theory (DFT) commonly underestimate the values for

semiconductor band gaps.

Similarly, the effect of doping on the band gap is also unresolved. Arunkumar
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Table 5.7: Optical band gaps of ZSO obtained from literature. * indicates the values

were calculated computationally. Experimental band gaps were obtained using UV - Vis

diffuse reflectance spectroscopy.

Literature Morphology Optical Band Gap

eV

Dutta et al [33] Nanoparticles 2.91

” - 3.5 *

Liu et al [176] Nanoparticles 3.3

” - 0.84*

Matsushima et al [34] Polycrystalline Powder 3.1

” - 0.9*

Arunkumar et al [31] Polycrystalline powder 3.35

Kikuchi et al [36] Thin-film 3.0

Mizoguchi et al [107] Polycrystalline Powder 3.5

” - 1.8 *

et al [31] measured a reduction in band gap down to 2.82 eV upon doping with

nitrogen. They attributed this reduction to N 2p states sitting higher in energy

than the O 2p host lattice valence band. However, this doping mechanism is less

relevant to that employed by this thesis.

The optical band gap for ZSO and ZGSO is determined using the appropriate

methods described in section 2.6. However, the interpretation of Tauc plots can

prove a challenge. This method has known difficulties with linear extrapolation,

particularly between the points where extrapolation starts and ends. Weidner [181]

covered this issue regarding SnO2 and explained why ambiguity in the extrapolation

point led to band gaps ranging from 3.6 - 4.4 eV in literature [175, 182]. A common

practice in thin-film analysis is to fix a cut-off (αhν)1/r value and extrapolate down

to the intercept of zero intensity, the abscissa of this intercept providing the Eg

values.

Figure 5.10 displays the absorption edge data for the five crystals displayed as

α vs hν and α2 vs hν. A standard cut-off intensity for linear extrapolation was

not possible in this case owing to the varying intensities between samples. Instead,

a least-squares method was employed fitting a linear line with a maximum value

chosen to be 90 % of the absorption edge maximum with errors assigned to be 1 %

of the measured best fit.

110



CHAPTER 5. MEASUREMENTS

��� ��� ��� ��� ��� ��� ��� ���

��
��
��
���
��
��



��
� ��
��
���
��
��



���
���
��

��	
���

������
 ������


(a) (b)

Figure 5.10: (a) absorption coefficient α versus hν (b) α2 versus hν.

Table 5.8 displays the extrapolated intercept values and optical band gaps cal-

culated from the Dolgonos method (section 2.6). This method is not applied to the

undoped sample 96a as it not a degenerate semiconductor. The optical band gap

for this crystal is determined by conventional Tauc analysis.

Table 5.8: Experimentally determined optical band gap values obtained from α and α2

vs hν plots following the method described in the text.

Crystal α α2 Optical Band Gap

(eV) (eV) (eV)

96a (x = 0.00) 3.32 ± 0.03 3.38 ± 0.04 3.38 ± 0.04

67a (x = 0.01) 3.42 ± 0.03 3.53 ± 0.04 3.64 ± 0.05

92c (x = 0.08) 3.43± 0.03 3.49 ± 0.03 3.55 ± 0.04

92d (x = 0.08) 3.38 ± 0.03 3.46 ± 0.03 3.54 ± 0.04

99a (x = 0.08) 3.15 ± 0.03 3.24 ± 0.03 3.33 ± 0.04

The most significant point to make here is the optical band gap for all samples lies

comfortably in the UV - Vis region of the spectrum, one of the essential requirements

for a transparent conducting oxide. The optical band gap in ZGSO single crystals

have been experimentally proven to be wide enough to allow transparency through

the visible light range.
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The nature of the fundamental band gap in ZSO is also unclear in the literature.

Matsushima et al [34] claimed ZSO may have a direct-forbidden band gap. Similarly

Dr. Adam Jackson, the computational collaborator, indicated the strong onset of

optical absorption may occur below the valence band maximum. This project is

focused on the optical band gap and therefore, on the direct-allowed transition (r =

2) from section 2.6. However, a measurement of the direct-forbidden band gap (r =

2/3) for the undoped material is provided to suggest the fundamental band gap in

ZSO is dipole-forbidden.

Figure 5.11 displays the absorption edge data for the undoped sample plotted

to determine the direct-forbidden band gap. A linear extrapolation reveals a direct-

forbidden band gap lying at 3.31 ± 0.02 eV, indicating the onset of strong optical

transitions occurs ∼ 60 meV below the valence band maximum.
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Figure 5.11: Tauc plot for undoped sample 96a used to estimate the direct-forbidden

band gap indicated by the arrow.

The remainder of this discussion focuses on the values for direct - allowed transi-

tions. Except for crystal 99a, it is clear the absorption edge, and therefore the optical

band gaps have shifted to higher energies upon doping, caused by the Burstein –

Moss effect. Figure 5.12 displays the energy shift of the absorption edge for the

three doped crystals with respect to the fundamental absorption edge of undoped

ZSO, plotted against their measured carrier concentrations n. The red dotted line
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indicates the expected Burstein – Moss shift for a conduction band of 0.22 me.
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Figure 5.12: Optical band gap shifts versus carrier concentration with the undoped band

gap set as 0.0 eV. Displayed also is the expected Burstein– Moss shift, EBM for an effective

mass of 0.22 me.

The weakly doped sample has an optical band gap shift close to what is ex-

pected due to the Burstein – Moss effect. However, in the higher doped samples, a

significant suppression of this shift is observed and even a reduction in the highest

doped sample. In part, this effect can be attributed to band gap renormalisation

effects occurring in materials with a carrier density above the Mott criterion [58].

The crystals are degenerate, which implies this possibility should be considered.

However, the literature suggests that the origin of band gap renormalisation

in oxide semiconductors is unresolved [55, 58, 61, 66, 69, 181]. Walsh et al [58]

conducted a study on the effects of Sn and Ge doping into the In2O3 lattice. They

determined both deviations from a parabolic band model and dopant choice have

profound effects on the expected optical band gap shift. When the conduction bands

effective mass is increased, the Fermi level is shifted higher in energy at a slower

rate upon conduction band filling. This theory implies an increase in optical band

gap upon doping, albeit slower than expected. Therefore, although this cannot

be discounted at this stage, it does not explain why highly doped samples have a

reduced shift compared to the weakly doped. Similar to the theory proposed by
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Walsh, Lebens-Higgins et al [69] conducted a study on La:BaSnO3 (BLSO) and

observed an increase in optical band gap, smaller than would be expected from the

Burstein – Moss effect. However, DFT calculations and photoemission experiments

showed this to originate from electrostatic interactions between the valence band

and conduction electrons, not from a changing conduction band dispersion.

Two studies in the literature exhibit a similar optical band gap shift vs carrier

density trend to ZGSO. Saw et al [61] conducted a study on In:ZnO and observed,

at low carrier densities ∼ 1019 cm−3, the absorption edge shift follows the Burstein

Moss shift, however, as n → 1021 cm−3 the trend became negative as the effects

of renormalisation increased. An increasing potential between the host lattice and

donors effectively reduced the optical band gap. Similar to what was discussed by

Lebens-Higgins [69].

The second study analysed is one carried out by Jiang et al on N:SnO2 [66]. They

observed a reduction of the band gap for increasing carrier concentrations, similar

to this study. The change in the optical band gap was modelled using the Burstein

– Moss effect and with the renormalisation calculated using an electron-electron

exchange interaction Eee
g determined by Camassel [67]

Eee
g =

(
e2

2πεrεo

)(
3

π

)1/3

n1/3
e (5.9)

where εr is the material static dielectric constant, εo is the permittivity of free

space and ne is the electron density. The electron-impurity interaction Eei
g was

modelled using the expression from Hwang [68]

Eei
g =

(
π4/3~2

31/3

)(
1

m∗vc

)
n2/3
e (5.10)

where m∗vc is the effective carrier mass. These interactions combined have the

effect of suppressing the optical band gap shift. Modelling using these three inter-

actions only allows an increase in optical band gap with increasing carrier concen-

tration albeit very small.

However, their negative trend was attributed to an additional interaction affect-

ing the absorption edge position, the Urbach tailing [183], first described by Franz

Urbach in 1953. A common problem in semiconductors, mainly oxides, is a high

defect and grain boundary density, the latter being less relevant in this project as
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these are not amorphous samples. The deviation from an ideal bulk crystal struc-

ture creates a decaying density of states extending into the band gap and causes

absorption below the fundamental band gap [184–186]. Ionised impurities exhibit

an attractive Coulomb force on conduction electrons and repulsive force on the va-

lence electrons which perturb band edges. The Urbach tailing has been attributed

to the apparent change in absorption edge position in SnO2 [187] and In2O3 films,

without any change in carrier concentration, in contrast to the band filling model.

The optical band gaps in samples with more disorder appear to shift to lower

energies without necessarily a change in the fundamental band gap. Urbach tailing

describes the absorption coefficient below the band gap and is given by

α = αoexp

(
hν

Eu

)
(5.11)

where αo is a characteristic material parameter and Eu is the Urbach energy,

which describes the exponential band tail width. When plotted on a log(α) vs hν

graph, this exponential tailing manifests as a linear region. Equation 5.11 indicates

the inverse of the gradient for this linear region reveals the Urbach energy. Figure

5.13 displays a schematic of the Urbach effect in a simple band structure.

Upon measuring the Urbach energies Eu for various doping levels of N:SnO2, the

optical band gap shift ∆E was accurately modelled using equation 5.12

∆E = −Eu + EBM
g − Eei

g − Eee
g (5.12)

The absorption edge data for ZSO is plotted in logarithmic form to determine

if Urbach tailing is occurring. Figure 5.14 displays an example of the linear trend

below the optical band gap in crystal 99a. Values for the Urbach energy are displayed

in table 5.9.
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Figure 5.13: (a) Simple undoped band structure showing occupied (shaded) valence

band and unoccupied conduction band. (b) Urbach tails highlighted in yellow showing

a reduction in the band gap. (c) Adjusted band gap showing the effects of band gap

renormalisation, Urbach tailing and conduction band filling. The figure is adapted from

Jiang et al [66]
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Figure 5.14: ln(α) vs hν data for sample 99a plotted for 100 meV below the calculated

optical band gap.

For consistency, the Urbach energies were extracted using a least-squares fit of
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Table 5.9: Urbach Energy (Eu) for ZGSO crystals. (* indicates undoped ZSO)

Crystal Eu

(meV)

96a* 81

92c 181

92d 214

99a 305

the twenty-five data points below the band gap, the inverse of slope equal to Eu.

The doped samples have larger Urbach energy values when compared to the un-

doped sample. This is expected as doping inherently creates disorder. Furthermore,

the sample with the largest Urbach energy, 99a, has the most significant optical

band gap shift suppression. The rise in carrier density is accompanied by the in-

crease in Urbach energy which can qualitatively explain the optical data observed.

Additional analysis to compare theory and experimental data is hindered due to

unknown material constants such as the static dielectric constant.

Crystal 67a, nominally doped x = 0.01, is not adequately described using the

Urbach empirical formula. In a log(α) vs hν plot (Figure 5.15), no linear trend below

the absorption edge is observed and therefore an Urbach energy is not obtained. The

absorption edge for this sample is unique compared to the other measured samples

(Figure 5.10). Despite the Dolgonos method revealing an optical band gap to be 3.55

eV, the onset of absorption occurs at a far lower energy ∼ 3.0 eV creating a broader

absorption edge. The transmittance spectrum in Figure 5.8 further reiterates this

point where unlike the other doped samples, the peak transmission occurs in the

green portion of the spectrum as absorption at blue wavelengths is enhanced.

In this crystal, the optical band gap is shifting due to the Burstein – Moss effect

however an additional mechanism is causing absorption at lower energies creating a

broad absorption edge.

Broadening of the absorption edge has been observed in other similar TCO com-

pounds such as ITO and ZnO [160, 188–190]. There are many attempts in the

literature trying to explain this effect’s origin and paying particular reference to

ZnO; the possible mechanisms are discussed. Wei et al [162] predicted native point

defects such as oxygen vacancies (Vo) to be responsible for near-edge absorption
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Figure 5.15: ln(α) vs hν data for 67a plotted for 100 meV below the calculated band-gap.

causing this apparent red-shift, a view shared by Mycielski et al [191]. More re-

cently, Irmscher et al [188] observed this effect and attributed it to Mie scattering

of light off spherical Zn nanoparticles formed during CVT growth, removed with a

high-temperature anneal. Although this theory cannot be ruled out in the ZGSO

crystal, the nanoparticles in ZnO created a significant larger degree of broadening

to what is observed in this study and therefore is considered an unlikely mechanism.

Most likely, a deep gap defect is prevalent in this crystal, causing the onset of ab-

sorption at lower energy [161]. This defect may also be responsible for the increased

scattering creating the free carrier absorption.

5.3 Figure of Merit

Combining the electrical transport and absorption coefficient data, a figure of merit

(FOM) is determined. Table 5.10 displays the resultant FOM for four ZGSO crystals

calculated using the equation from section 2.7.

F =
1

ρ× α(550nm)
(5.13)

In table 2.2, the highest thin-film FOM was determined to be 2.89. Using this

criterion every crystal is a better performing TCO. Given some of the films, particu-
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Table 5.10: Room temperature resistivity, absorption coefficient and figure of merit for

selected ZGSO crystals

Crystal ρ (300K) α (550nm) FOM

mΩ.cm cm−1 Ω−1

67a 1.9 66.7 7.9

92c 1.1 109.3 8.3

92d 0.8 171.2 7.3

99a 0.5 145.6 13.7

larly AZO (Al:ZnO) have resistivity an order of magnitude lower than ZGSO crystals

this better FOM originates from the absorption coefficient. The single crystals have

an absorption coefficient two orders of magnitude lower than the films implying the

crystals are significantly more transparent than any thin-film TCO.

Absorption coefficient values for single crystals are routinely lower than thin-

films and therefore carry a bias. For example, the literature shows ITO thin films to

have an absorption coefficient at 550 nm to be ∼ 5000 cm−1 [10, 103, 104] whereas

in single crystal In2O3, Galazka et al [160] measured absorption coefficients ranging

5 - 10 cm−1. Additional absorption mechanisms are likely to be present in thin-films

which create this apparent discrepancy. If a single crystal with absorption coefficient

∼ 10 cm−1 could feasibly be scaled down to a thickness comparable to a thin-film

(150 nm), 99.99 % transparency would be expected.

Therefore, comparisons of TCO’s using FOM’s, is only justified when dealing

with compounds with same morphology. The literature of single crystal TCO’s is

limited however Galazka et al [160] have reported electronic and optical properties

of single crystal In2O3 and Ga2O3 [160, 192]. Extracted data yields FOMs ranging

from 0.11 to 19.35. It is therefore concluded ZGSO should be a comparable TCO

with the other industry standard compounds.

5.4 Crystal 70a

To highlight the difficulty in achieving the desired performance and to explain the

high levels of disorder, 70a (x = 0.06), pictured in Figure 5.16 provides an interesting
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study.
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Figure 5.16: Photograph of crystal 70a. Two clear colours are evident with the left side

being darker than the right. Laue diffraction pattern indicates a single crystal with no

signs of twinning. The surface is (110) oriented.

This sample, a single crystal confirmed by Laue diffraction, displays two distinct

areas with different colours. One a lighter blue and the other a deep dark, less

visually transparent half. Optical data obtained for both halves of the crystal is

displayed in Figure 5.17. The transmission data provides a fair assessment of the

difference in transparency as both sides have the same thickness.

The transmittance in the light side of the crystal is higher than in the dark. The

optical band gaps are 3.26 and 3.38 eV for the dark and light sides of the crystal,

respectively, indicating an apparent disparity in the electronic structure between the

two sides. Likewise, the Urbach energies for the dark and light side are 373 and 247

meV, respectively.

This observation in a single crystal highlights a problem with the doping tech-

nique; clearly, the two sides have different properties and therefore varying elec-

tronic structures. Unsurprisingly this crystal has a low measured Hall mobility

(23.7 cm2/V.s). This is further explained in chapter 6 when the gallium content is

determined in this crystal.

If a single crystal can possess such variation in optical properties, then clearly

accurate controlling of the doping becomes very difficult.
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Figure 5.17: Transmittance and optical absorption data plotted as a function of wave-

length/energy for two different sections of crystal 70a.

5.5 Conclusions

The work in this chapter has revealed undoped ZSO to exhibit n-type semiconduct-

ing electronic properties possibly originating from an undetermined shallow donor

state. Using UV - Vis spectroscopy the optical band gap has been determined to be

3.38 eV.

The incorporation of gallium into the ZSO host lattice has created an n-type

degenerate semiconductor with resistivity three orders of magnitude less than their

undoped counterparts without significant detrimental effects to the optical proper-

ties. Therefore, proof has been provided that a new single crystal TCO, ZGSO, has

been synthesised for the first time. The blue tint to the ZGSO has been attributed

to free carrier absorption in the red/infrared region of the spectrum, making the

transmission peak in the blue region (∼ 400 nm).

Despite the overriding success of the crystal growth in achieving the goal of cre-

ating a new TCO, this chapter has also highlighted significant issues with doping.

Anomalous behaviour, especially regarding band gap shifting has been observed and

is attributed to large levels of disorder. This quaternary system has a very com-

plicated defect structure which, in semiconductor physics where stoichiometry is
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essential, has significant implications to the properties. Therefore, further improve-

ments to the growing methods are needed to improve performance and FOM.
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Chapter 6

Characterisation of ZSO and

ZGSO

In this chapter, structural and chemical analysis on ZSO and ZGSO single crystals is

carried out. The cation stoichiometry of the crystals were determined using energy

dispersive x-ray spectroscopy (EDS) performed with a scanning electron microscope

(SEM). Additionally, the EDS was employed to detect any unwanted contaminants

in the crystal. Finally, powder x-ray diffraction experiments on powdered single

crystals were performed to observe how the structure, in particular, the lattice pa-

rameters change under the influence of doping, similar to that carried out on the

polycrystalline precursor powders.

6.1 Energy Dispersive X-ray Spectroscopy.

Before the results of EDS are examined, it is important to explain the sources of

experimental error and how the data is analysed. One of the primary sources of

errors in EDS originates from irregularities in the surface measured. The intensity

of x-rays emitted from the medium or sample is dependent on the distance travelled,

governed by equation 6.1 [193].

I

Io
= exp

[
−
(
µ

ρ

)
ρd

]
(6.1)

Io is the starting intensity. I is the intensity after passing through a distance d

of material with density ρ and µ being the material’s mass absorption coefficient.
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Surface irregularities can affect the intensity of emitted x-rays as highlighted in

Figure 6.1.
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Figure 6.1: Schematic of how scratches and ridges affect the distance for x-rays to

travel. (a) An ideal flat surface situation. (b) The emitted x-ray must travel through

extra material/ridge before leaving the material, reducing intensity. (c) The emitted x-

ray has less material to travel through as it escapes through the trough, increasing the

intensity. (d) A reduction in intensity is caused by x-ray formation deeper into the material

due to the trough. The grey teardrop represents the volume that the electrons interact

with the atoms. Figure adapted Newbury et al [193].

Figure 6.2 displays a scanning electron microscope image of a representative ZSO

crystal, indicating the high-quality surfaces measured throughout this chapter.

Depending on the method undertaken, composition data obtained through EDS

carries an accuracy ranging from 2 - 25 %. The significant variation in these margins

of error originates from analysis using standards or using standardless methods

[194, 195]. Whilst standardless methods are acceptable for elemental detection, any

further quantitative data such as formula determination is not possible. This project

utilised a single standard quantitative analysis (SSQA) technique [196], which uses

a library of remote standards. By calibration of a single element, in this case cobalt,

reasonably high accuracy levels are obtained. This SSQA method employed by

AZtec has been shown to carry a relative error of < 5 % for heavier elements and
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Figure 6.2: SEM image of a representative crystal surface.

∼ 2 % when lighter elements are excluded [197, 198].

Errors quoted in this chapter are a measure of the precision, that is the standard

deviation divided by
√
N with N being the number of times the measurement was

taken. The high spatial resolution achievable in the SEM/EDS (∼ 50 nm) allows

many measurements over different regions of the sample (N = 12).

For the undoped samples the SSQA method was used; however, the analysis

technique was adapted for the doped samples by effectively creating a standard

from an undoped crystal. The deviation from ideal stoichiometry across the undoped

batch was found to be extremely low (see Section 6.1.1). Accordingly, one undoped

crystal (64a) was chosen to be a standard to reference the doped crystals. By

calculating the Sb:Zn intensity ratio of the standard, specifically of the Sb Lα and

Zn Kα peaks and fixing this ratio to be 2:1 (ideal stoichiometry) the Sb:Zn ratio in

all other crystals could be measured and the the occupancy of Zn (1-x) determined

using

1− x =
IZn,ZGSO
ISb,ZGSO

.
ISb,ZSO
IZn,ZSO

(6.2)

This analysis required several constraints; the first being the stoichiometry of

antimony was set to two. Therefore, it was not possible to determine if the value of

antimony dropped, only how the value of zinc compared. The value of x obtained
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from equation 6.2 was assigned to be the value for gallium because the concentrations

of gallium are low and therefore, the peak intensity of Ga Kα is weak. This analysis

assumes the cation’s stoichiometry will equal three (Zn + Ga + Sb = 3) and therefore

does not allow lattice vacancies or overfilling.

Additionally, the stoichiometry of oxygen was assumed to be six. EDS is a tool

which can detect elements with atomic numbers down to boron. However, accurate

quantification of light elements becomes tricky and fraught with error [194]. These

assumptions may be limiting for accurately stating the chemical composition of

ZGSO. However, it does enable accurate analysis of the ratios of the cations.

6.1.1 Results

ZSO Crystals

Displayed in Figure 6.3 is a background-subtracted EDS spectrum for undoped

crystal 64a.
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Figure 6.3: EDS spectrum from 0 - 12 keV for undoped crystal 64a with several important

emission peaks highlighted.

The spectra indicates a clean crystal with little addition of unwanted elements,

particularly chlorine, the transport agent involved in growth and silicon from the

ampoule. In some samples, small carbon and sodium peaks are detected; however,
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these are considered common surface contaminants and therefore discounted. One

advantage with the closed system CVT method is that crystals are grown with high

purity and with an absence of unwanted impurities. It is also worth noting Figure 6.3

indicates a small Al Kα peak at hν = 1.48 keV. Through a rigorous cleaning routine

involving aqua regia, deionised water and acetone, aluminium is determined a surface

contaminant, likely originating from the polishing process which used Al2O3 paper

as an abrasive.

For the analysis of three undoped samples, the inbuilt SSQA technique employed

by AZtec was used (see section 3.2.1). The technique totals the elements present

to 100 % and assigns each component a percentage, unwanted elements such as

aluminium are deconvoluted out of the results.

Figure 6.4 displays the atomic percentages of the two cations in the undoped

sample - dashed lines indicate ideal stoichiometry. Crystals labelled by an integer

were measured by EDS exclusively and characterised with no other technique.
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Figure 6.4: EDS obtained atomic percentages of Zn and Sb present in three undoped

crystals where Zn%atm + Sb%atm = 100 %

The constraint, Zn + Sb = 3 is applied to convert from atomic percentage to

formula unit. Table 6.1 displays the resulting values. This constraint indicates, in

each compound, either some Zn+2 occupies the Sb+5 site or vice versa but cannot

occupy the O−2 site. A reasonable assumption given the atomic radii of Zn+2, Sb+5
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and O−2 with VI co-ordination are 0.74, 0.6 and 1.4 Å respectively [168].

Table 6.1: Cation occupation for undoped crystals obtained by applying the constraint

Zn + Sb = 3.

Crystal Zn Sb

64a 1.002 ± 0.005 1.998 ± 0.005

64(2) 0.998 ± 0.002 2.002 ± 0.002

64(3) 1.001 ± 0.002 1.999 ± 0.002

Crystal 64a is taken to be the standard used to compare the Zn : Sb ratio in all

other doped crystals. The electron density n due to the stoichiometry of the cations

is determined by equation 6.3

n = (12− 2Zn− 3Ga− 5Sb)
2

Vunit
(6.3)

The elemental symbols are their occupancy values respectively, i.e Zn = 1 Sb

= 2 and Vunit is the unit cell volume. For 64a, the expected carrier density from

equation 6.3 suggests a p - type conductivity with nholes ∼ 9 × 1019 cm−3. However

this technique does not take into account the oxygen vacancies. Given how sensitive

the electronic properties are to crystal stoichiometry and the errors involved in EDS,

attempts to predict electronic behaviour from the chemical analysis are not realistic.

ZGSO Crystals

Table 6.2 displays the obtained Zn values and, correspondingly, the calculated Ga

values under the constraint of Sb = 2.

Table 6.2: EDS determined cation occupation for several ZGSO crystals under the con-

straints: Zn = 1-x, Ga = x, Sb = 2.

Crystal Zn Ga Sb x % nominal doping (%)

67a 0.99 ± 0.01 0.01 ± 0.01 2 1 1

67c 0.96 ± 0.01 0.04 ± 0.01 2 4 1

69a 0.98 ± 0.01 0.02 ± 0.01 2 2 4

92c 0.95 ± 0.01 0.05 ± 0.01 2 5 8

92d 0.95 ± 0.01 0.05 ± 0.01 2 5 8

79d 0.96 ± 0.01 0.04 ± 0.01 2 4 10
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Initial observations indicate that determined values for x, and the expected nom-

inal values of x do not match, highlighting an issue with the doping; however, this

is discussed in section 6.1.2.

In an ideal doping scenario, one gallium donor provides one single free electron.

Figure 6.5 displays the carrier concentration versus measured gallium content, sim-

ilar to what was carried out in chapter 5 but with measured gallium instead of

nominal doping.
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Figure 6.5: Values of the experimentally determined carrier concentrations plotted

against the calculated values for gallium occupancy. The dotted line indicates one gallium

provides one free electron.

The measured value of x and the carrier concentration do not follow the expected

trend. In all crystals, the carrier concentration is less than what would be expected

for the nominal doping. A deal of charge compensation is likely occurring in the

crystals, and the number of conduction electrons is higher than values indicated

from the Hall effect measurements.

The samples with a higher x value do tend to have higher carrier concentrations

but a linear trend is not observed.
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6.1.2 Doping Inconsistency

Throughout this project, a great deal of inconsistency between crystal properties

has been observed. Whether between different growths, across the same growth or

even in the same crystal, highlighted by the UV - Vis data for 70a. In this section,

EDS is employed to display how inconsistency in gallium concentrations is likely to

be a vital cause of this.

Figure 6.6 displays the measured gallium versus nominal doping for a large sam-

ple set over many growth batches.

Figure 6.6: Values of gallium determined from EDS versus the expected nominal doping.

Values are displayed as a percentage of doping. i.e Zn + Ga = 100%. The dashed line

highlights expected values (nominal doping = measured value.)

Little correlation is observed between the measured and expected nominal doping

values, further reiterating the difficulty in controlling the doping during growth. To

understand this further, a single growth batch 92 is analysed.

Table 6.3 displays the obtained cation stoichiometry for five crystals from growth

92 (x = 0.08). Figure 6.7 shows the EDS spectrum over the x-ray energy range 8 -

10 keV covering the Ga Kα1 and Zn Kα peaks.

The spectra is normalised to the intensity of Sb Lα peak, not shown as it lies

at energy outside of this range (3.6 keV). Firstly, it may seem equivocal to suggest
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Table 6.3: Cation occupation for batch 92 (x = 0.08) crystals under the constraints Zn

= 1 - x, Ga = x and Sb = 2

Crystal Zn Ga Sb Ga %

92 (1) 0.96 ± 0.01 0.04 ± 0.01 2 4

92 (2) 0.86 ± 0.01 0.14 ± 0.01 2 14

92 c 0.95 ± 0.01 0.05 ± 0.01 2 5

92 d 0.95 ± 0.01 0.05 ± 0.01 2 5

92 (5) 0.91 ± 0.01 0.09 ± 0.01 2 9
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Figure 6.7: EDS spectrum for five crystals from growth 92 displayed over energy ranges

8 - 10 keV normalised to the intensity of Sb Lα with relevant peaks highlighted

gallium presides in the lower doped crystals given how weak the intensity of their

peaks is. In chapter 7, HAXPES is used to prove that Ga does reside in the crystals.

The variation in Ga content is particularly prominent in the spectra for crystal 92

(2) and 92 (5). A reduction in intensity for the Zn Kα1 peak is complimented by

an increase in Ga Kα1, justifying the constraint where gallium is assigned to the

absence of zinc.

The doping inconsistency is further reiterated in table 6.3 with measured gallium

values ranging from 4 - 14%. From this alone, conclusive proof is provided that

controlling doping in crystals grown by CVT is difficult. This observation reinforces

the points made by Haseman et al [199] and Kumar et al [200]. They attributed
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variations in doping to changing local conditions across a growth ampoule.

An additional source for this inconsistency is proposed by measuring the infa-

mous crystal 70a. Twelve locations were measured on the light and dark side of the

crystal with spectrum of the Zn Kα doublet displayed in Figure 6.8.
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Figure 6.8: EDS spectra for crystal 70a taken from both light and dark regions on the

crystal normalised to the Sb Lα peak not shown.

For the light and dark sides, x is determined to be 2 and 5 % respectively

explaining the variation in optical properties across the two sides.

This variation suggests that the lighter side was grown under gallium deficient

conditions when compared to the darker side. It is possible that gallium transports

at a different rate during the growth. For instance, if the nucleation points in the

crystals are gallium rich because the gallium transports early in the growth, as

the crystals grow, less gallium is present in the vapour, and the remainder of the

crystal is gallium deficient. Likewise, this could be occurring in reverse with gallium

transporting late.

Doping ZSO crystals using the CVT method appears to be highly inconsistent.

Crystals grown in the same batch can exhibit very different doping concentrations,

likely due to local growth conditions. The variations of doping across a single crystal

also indicate a potential for varying transport rates of the gaseous constituents

during the growth process. This does not appear to be such an issue with the

132



CHAPTER 6. CHARACTERISATION OF ZSO AND ZGSO

undoped ZSO crystals due to the consistency in measured stoichiometry. This issue

of controlling the dopant into single crystal TCO compounds is not unique to the

CVT growth method. Zhang et al [201] determined the concentration of Sn into

Ga2O3 single crystals grown from the melt was between 1 and 1.8 % of what was

expected from nominal doping.

6.2 X-ray Diffraction

X-ray diffraction was carried out on ZSO and ZGSO powders obtained by grinding

a number of crystals from a particular growth. Unfortunately not enough powder

can be extracted from a single crystal for a reasonable measurement. For the un-

doped powder, the high degree of consistency between samples suggests the powder

of many crystals should be a fair reflection of the structure in a single crystal. The

data obtained from doped samples are be more prone to error given doping incon-

sistent throughout a growth, therefore a number of powders were created. Lattice

parameters are determined using Rietveld refinement with the Byström [24] struc-

ture used as a model to fit the data against.

Figures 6.9 and 6.10 display the results for both the undoped and a representative

doped refinement. Pictured are the difference (green) between the model (red) and

experimental data (blue cross).

The difference between the model and the experimental data suggests the fitting

was not an exact one. This can originate from a large variety of reasons and requires

rigorous analysis of the individual peak fittings. Figure 6.11 focuses on the 110 and

103 peaks for the doped sample. The model underestimates the intensity from

experimental data for the 110 peak and over estimates for the 103 peak, indicating

a degree of preferential orientation in the powders. For the purpose of this project

this is not an issue as the peak positions have been fitted at the correct 2θ values

and therefore the d spacing and lattice parameters remain unaffected. If additional

information such as site occupancy was to be determined, a better data set would

be obtained using single crystal x-ray diffraction.

The obtained lattice parameters and corresponding weighted profile residual val-

ues Rwp are listed in table 6.4. These values are graphically displayed in Figure 6.12.
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Figure 6.9: Rietveld refinement for powder x-ray diffraction pattern conducted on crys-

tals from undoped growth batch 64. Certain crystallographic planes are highlighted.

Also displayed are values obtained from the precursor powders taken from section

4.1.3.

Table 6.4: lattice parameters from Rietveld refinement with corresponding parameter

ratios and Rwp fitting values.

Powder a (Å) c (Å) c/a Rwp (%)

Undoped 4.667 9.266 1.985 7.401

Doped 1 4.663 9.265 1.987 7.914

Doped 2 4.663 9.264 1.987 8.126

Doped 3 4.664 9.265 1.986 9.215

Precursor Undoped Powder 4.667 9.266 1.985 6.546

Precursor 6% Ga Powder 4.663 9.264 1.987 7.730

The Rwp values or weighted profile residual factors are commonly used to deter-

mine the measure of agreement between the theoretical model and x-ray diffraction

data [202].
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Figure 6.10: Rietveld refinement fit for powder x-ray diffraction conducted on crystals

from doped growth batch 92.

Rwp =

√√√√√√√
N∑
i=1

[
wi
(
Iexpi − Icalci

)]2
N∑
i=1

[wi (I
exp
i )]2

× 100% (6.4)

Where wi is a weighting factor and Iexp and Icalc are the intensity of experimental

and calculated point respectively. The most important way of assessing the quality

of a Rietveld fit and the values obtained is by graphically viewing and analysing the

patterns and deciding if the results obtained are physically believable [203].

The undoped precursor powder and single crystal have the same lattice parame-

ter. Likewise, one of the doped samples is also in agreement with the initial precursor

powder. The inclusion of gallium reduced the lattice parameters and therefore, the

unit cell volume from 201.78 Å3 to 201.48 Å3.

The change in lattice parameters upon doping is common amongst semiconduc-

tors [204–206]. This effect is often described using Vegards Law [207] for the lattice

parameter doping dependence. For a cubic lattice
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Figure 6.11: Enhancement of peaks 110 and 103 for the doped samples. The difference

pattern indicated the model underestimated the 110 peak intensity and overestimated the

103 peak.

∆a

a
= βsizeNI (6.5)

where ∆a/a = ((adoped- aundoped)/adoped) with a being the lattice parameter, NI

is the dopant concentration and βsize is a coefficient defined by

βsize =
((ri/rH)− 1)

NH

(6.6)

Where ri and rH are the atomic radii of the impurity and host respectively. NH

is the host atomic density. Given there are two Zn atoms per unit cell and assuming

substitution only occurs by the mechanism of Ga+3 onto Zn+2 with ionic radii of

0.62 and 0.74 Å respectively, βsize is calculated to be -1.64 × 10−25 cm−3. The

negative sign indicates a reduction in lattice parameters is expected. Applying βsize

to equation 6.5, the predicted lattice parameters are displayed in Figure 6.13 with

experimental data included.

The experimental lattice parameters appear to decrease at a greater rate than

is expected for a gallium onto zinc substitution especially with regards to the a

parameter, this is highlighted by the increased c/a ratio in table 6.4. Vegard’s law is

sometimes accompanied by an additional electronic term, originating from electrons
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Figure 6.12: Lattice parameters for undoped and doped single crystals determined using

Rietveld refinement.

being doped into the conduction band [208–211]. The energy of the system can be

lowered if the conduction band minimum is also lowered in absolute energy [212].

This is possible by a hydrostatic deformation of the lattice. How the conduction

band shifts in energy under volume deformations is described using deformation

potentials [213]. This shift is also linear as a function of strain ε. There is an

additional elastic energy cost due to this deformation given by

Eelastic =
9

2
Bε2 (6.7)

Where B is the bulk modulus. By minimising the total energy with respect to

strain, a minimum is found to occur at non-zero deformation.

When taken into account, this additional term has been shown, in As doped Si,

to decrease the lattice volume despite it being predicted that βsize should be positive

[214], similarly used to explain the lattice parameter increase in La:SrTiO3 [215].

Currently determination of this effect is not possible in ZSO as the deformation

potential and the bulk modulus is unknown. Further computational calculations

would be essential to understand the lattice parameter variation in ZGSO. Further-

more, more data points are required to confirm the validity of Vegard’s law as a

linear trend can not be inferred from two data points.
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Figure 6.13: Lattice parameters of ZSO and ZGSO as a function of gallium doping

lattice with a predicted line due to ionic size mismatch.

Comparison with Literature

The lattice parameters for the undoped single crystal are compared with values in

literature displayed in table 6.5 and plotted in Figure 6.14. Only literature data

quoted to three decimal points are displayed to avoid rounding errors.

Table 6.5: Literature values for the lattice parameters in undoped ZSO.* = assumed

morphology given the preparation technique.

Study a (Å) c (Å) Morphology

This work 4.667 9.266 Polycrystalline/Single Crystal

Rebello et al [136] 4.66 9.24 Single Crystal

Balasubramaniam et al [35] 4.666 9.265 Nanoparticles

Dutta et al [33] 4.660 9.249 Nanoparticles

Arunkumar et al [31] 4.672 9.265 Micro-crystalline Powder

Filipek et al [216] 4.665 9.270 Polycrystalline Powder*

Ercit et al [25] 4.664 9.263 Single Crystal

Bystrom et al [24] 4.67 9.26 Single Crystal

Nishiyama et al [37] 4.667 9.260 Polycrystalline powder

Guillen-Bonilla et al [217] 4.66 9.26 Microwires/Microrods

Kikuchi et al [36] 4.68 9.29 Polycrystalline Powder
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Figure 6.14: Comparison of lattice parameters of ZSO obtained in this work and from

the literature.

The lattice parameters obtained for the undoped crystals are in reasonable agree-

ment with many of the literature values. The significant outlier is from data obtained

by Dutta et al [33] on nanoparticles of ZSO grown by the sonochemical method.

Given this is the only reported literature for synthesis of ZSO by this method, it is

likely to be the key factor behind this discrepancy. Additional strain may have been

induced during the growth.

6.3 Conclusions

In this chapter, additional characterisation measurements were carried out for grown

single crystal ZSO and ZGSO. Using the x-ray microprobe analysis method of EDS,

undoped crystals of ZSO were determined to be highly stoichiometric and free of

unwanted impurities. Taking one of the ZSO samples to be a standard for cation

ratios allows the determination of the gallium concentrations in the ZGSO crystals.

Comparing the gallium doping values to the measured carrier concentrations

suggests that more gallium is present in the samples than would be predicted if each

gallium atom donated a single free electron. This leads to the conclusion that charge

compensation is significant in ZGSO.
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Additionally the measured gallium concentrations across crystals indicates that

the CVT method is unreliable in controlling the quantity of dopant entering the

lattice. Crystals grown out of the same precursor powder were found to vary in

doping from 4-14 % doping, reiterating the points made previously in the literature.

This was further explored by studying the gallium concentration across an individual

crystal. The variations in gallium doping across both sides of the crystal indicated

that rates of transport of gaseous constituents may be significant to describe the

discrepancies observed.

Finally, in this chapter, structural measurements using powder x-ray diffraction

revealed the lattice parameters for ZSO and ZGSO. A reduction in lattice param-

eter was observed upon doping as expected by ionic size mismatch between Ga+3

and Zn+2. deviations from the expected values were discussed however additional

material research is required.
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Chapter 7

Photoemission Studies

Photoemission spectroscopy (PES) is a vital tool for understanding electronic prop-

erties of TCOs. This chapter uses three different methods; x-ray photoemission

spectroscopy (XPS), hard x-ray photoemission spectroscopy (HAXPES) and angle-

resolved photoemission spectroscopy (ARPES) to gain a better understanding of

the nature of the valence band in ZSO and ZGSO. Furthermore, photoemission

techniques were used to probe the density of states of the conduction band in the

degenerately doped samples. An initial discussion about the literature of PES ex-

periments on TCO’s is presented before explaining how they are used throughout

this study.

Core orbital peaks measured in CdO and SnO2 have often been shown to exhibit

an asymmetric line shape [44, 218–220]. This asymmetry has been attributed to

an additional satellite peak at a slightly higher binding believed to originate from

a screening effect caused by the conduction electrons reducing the kinetic energy of

the emitted photoelectrons.

The binding energies of these peaks can also vary as a function of doping. When

electrons are doped into the conduction band, the Fermi levels shifts in energy.

Binding energies in PES experiments are referenced to the Fermi level and therefore

band filling shifts core peaks to higher binding energies [44].

Some of the main results of this study were obtained using HAXPES. One of

the advantages of HAXPES compared to lower energy photoemission techniques is

the ability to probe the sample’s bulk due to the increased electron mean free path

(Figure 3.10). Swallow et al [220] successfully utilised the increased probing depth to
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determine fluorine interstitials existed a few atomic layers deep in F:SnO2, not just at

the surface. This highlights another motivation for using photoemission techniques;

the ability to determine the chemical state of the elements and not just the presence.

The binding energies of electrons in a given orbital are dependent on the chemical

state the atom resides in. If electrons are added to an atom, the interaction between

each electron and the positively charged nucleus is reduced due to the increased

screening. This effectively lowers the energy required to escape and therefore reduces

the binding energy. This is experimentally observed in Appendix C where tellurium

was observed in both a Te+4 oxidation states and another undetermined state.

One of the most common uses for core-level spectroscopy is determining chemical

composition [221, 222]. Intensity ratios of different peaks are directly proportional

to the chemical abundance. However, especially with regards to HAXPES, com-

position calculations can be laborious as they require knowledge of many factors

such as the inelastic mean free path of the material and differential photoionisation

cross-sections. Modern XPS analysis takes these factors into account using relative

sensitivity factors.

Conventional PES experiments are often used to probed the density of states of

the valence band. HAXPES has an advantage over conventional XPS when mea-

suring the conduction band in TCOs due to their typical s orbital character. The

intensity recorded by the detector is dependent on the photoionisation cross section

of the atomic orbital the electrons have been emitted from and is a function of the

photon energy. Changing the photon energy allows the intensity of peaks to be

enhanced with respect to each other. This was demonstrated by Sallis et al [223]

studying La:BaSnO3. Using conventional XPS photon energies (hν = 1.48 keV), the

conduction band (5s) could not be observed when compared to a valence band with

dominantly O 2p character. Increasing the photon energy to 4 keV enhanced this

feature and allowed observation of the conduction band. By measuring the width of

the conduction band, the magnitude of band gap renormalisation effects have been

determined by comparing with peak shift values [44, 69, 218].

Photoemission studies on the valence band have also revealed states that lie

within the material’s bulk band gap. Egdell et al [218, 224] observed a band gap

state in undoped SnO2 which was suppressed when doped with antimony. They
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attributed the in-gap state to the reduction of surface Sn ions (+4 → +2) due to

an absence of bridging oxygen. A hybrid 5p - 5s state was observed in the band

gap. These reduced surface Sn+2 ions were replaced by Sb+3 upon doping which sits

lower in energy and overlaps with the valence band.

Finally, HAXPES was used as a tool to experimentally prove the fundamental

band gap of ITO was 0.81 eV smaller than the previously measured optical band

gap [57] leading to the determination of the dipole-forbidden band gap [58].

The literature of ARPES measurements on TCOs is not so extensive, however,

the technique’s ability to probe the electronic structure in k - space has allowed

several interesting studies. By measuring the (100) surface of CdO, Piper et al [225]

observed quantised electron subbands just below the Fermi level in a surface elec-

tron accumulation layer [226]. Similar quantised electron subbands were observed

by Zhang et al [227] in undoped (111) In2O3. Furthermore, ARPES provides the

ability to resolve the nature of the band gap. For example, Joo et al experimen-

tally determined the indirect nature of the band gap in BaSnO3 [228] for the first

time. By measuring ARPES along several different cuts, they determined the CBM

was centred around Γ but the VBM located at the R point. Similar studies by

Janowitz et al [229] confirmed the direct nature of In2O3 and indirect nature of

Ga2O3 band gaps, all of which corroborate theoretical predictions. Finally, because

of the capability to measure both energy and momentum simultaneously, ARPES

has proved an invaluable tool for experimentally determining the conduction band

mass [227, 230, 231].

This chapter will focus on looking at HAXPES data for the core peaks in several

well characterised samples, and where necessary, provide conventional XPS data.

The Zn 2p3/2, Sb 3d doublet and O 1s core levels were measured and analysed,

focusing primarily on the binding energy positions, line shapes and peak shift as a

function of doping. In chapter 6, the EDS signal for the Ga Kα peak in a number of

ZGSO samples appeared very weak due to low concentrations of doping and therefore

it was hard to convince that gallium resided in the crystals. Using HAXPES, the

intensity of the Ga 2p3/2 peak is shown to be non-negligible.

The valence band of ZSO and ZGSO was measured using both XPS (hν = 1.48

keV) and HAXPES (hν = 5.92 keV). By changing the photon energy and therefore
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the photoionisation cross sections, key atomic orbitals are enhanced with respect to

each other. An estimate for the magnitude of band gap renormalisation occurring in

a doped sample is obtained from comparing both conduction band width and core

peak shifting.

Finally, the results of an ARPES experiment carried out on the (001) surface of

a highly doped ZGSO sample is presented. For reasons that will become apparent,

analysis of this data set is hindered.

7.1 Core Level Spectroscopy

This section focuses primarily on photoemission data for two crystals; one undoped

(64a) and one with nominal doping, x = 0.08 (92c).

The core level peaks measured in both conventional XPS and HAXPES tech-

niques are the Zn 2p3/2, Sb 3d doublet, O 1s, and C 1s. Binding energies are

referenced to the Fermi level of polycrystalline Au sample. Surface charging effects

were compensated using the C 1s (284.8 eV) peaks originating from residual con-

taminant carbon present on surfaces. In some highly doped samples, the conduction

band and therefore a Fermi edge was observed using HAXPES, enabling clarification

of the binding energy referencing technique.

7.1.1 Ga 2p3/2

The analysis method in the EDS section relied on the assumption that, when the

Sb:Zn ratio was more than two, gallium made up the remainder of the absent zinc

(Sb/(Zn + Ga) = 2). Although prominent for the highly doped samples (x > 0.10),

the Ga Kα peak in some doped samples appeared negligible. Here, HAXPES was

used as an additional technique to detect gallium and further prove that, although

not exact, the EDS analysis method is reasonable to assume gallium presides in the

bulk of ZGSO.

Figure 7.1 displays the photoemission data over the binding energy range cov-

ering the Ga 2p2/3 peak for both the undoped and doped sample. The signal to

noise ratio is large due to the small concentration of Ga. This could be improved

significantly by increasing the counting time, and would have been necessary if a
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rigorous analysis was required. For this project the presence of gallium has been

proved without the requirement for additional measurements.
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Figure 7.1: HAXPES spectra (hν = 5.92 keV) for Ga 2p3/2 peak in the undoped and

doped crystal showing a non-negligable intensity in the doped sample.

7.1.2 Peak Line Shape

Core peak spectrum data are analysed using the CasaXPS software, employing a

Shirley background substitution [232]. The Zn 2p3/2 peaks are fitted using a sym-

metrical pseudo-Voigt curve, a Lorentzian that describes the emission broadened

by a Gaussian which accounts for experimental resolution. Analysis of the Sb 3d

doublet is slightly more involved because the Sb 3d5/2 and the O 1s overlap in

binding energy. The higher binding energy Sb 3d3/2 peak is fitted using a similar

pseudo-Voigt curve and the Sb 3d5/2 peak is fitted using the following constraints:

• The spin-orbit splitting of Sb 3d is 9.41 eV [233].

• The area ratio of the two components is known. The degeneracy of one state

is given by (2j + 1) therefore the intensity ratio I of a doublet is defined by

I =
2j− + 1

2j+ + 1
(7.1)
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implying the d3/2:d5/2 ratio is 2:3.

• Finally, the full width at half maximum (FWHM) of the peak is the same

between the two components.

After applying these constraints, the remainder of the peak is assigned to O 1s

and fitted with another symmetrical pseudo-Voigt function. Displayed in Figure 7.2

is the peak fitting for the doped and undoped Sb 3d doublet.
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Figure 7.2: Zn 2p3/2 and Sb 3d doublet taken using photon (hν = 5.92 keV) for undoped

(top) and doped (bottom) samples. The Sb 3d peaks display the peak fitting of the Sb

3d5/2 and O 1s components, displayed as green and yellow curves respectively.

All peaks measured using HAXPES are fitted using symmetrical, pseudo-Voigt

line shapes, with the absence of any other components. Using conventional XPS,

an extra component at higher binding energy in the Sb 3d5/2/O 1s peak is observed

and displayed in Figure 7.3(a). Given the enhanced surface sensitivity of XPS and

the absence of this component in the Sb 3d3/2 peak, this is attributed to a surface

oxygen contaminant. Figure 7.3(b) displays the peak fitting of the lower binding
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energy peak into three components: Sb 3d5/2, O 1sbulk and O 1ssurface. The O

1ssurface sits ∼ 1.7 eV higher in binding energy than the bulk oxygen, consistent

with oxygen in an organic compound [234].
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Figure 7.3: (a) Sb 3d doublet for the doped crystal recorded using conventional XPS

(hν = 1.48 keV) and HAXPES photon energies (hν = 5.92 keV). The binding energies for

both peak positions are determined to be equivalent. (b) Peak fitting of the Sb 3d5/2/O

1s peak measured using XPS indicating the presence of a higher binding energy O 1s

component attributed to an oxygen surface contaminant.

Figure 7.3(a) also indicates that regardless of photon energy, peaks occur at

the same binding energy. In thin-film TCO compounds such as SnO2 and CdO,

peaks obtained using XPS have been measured at higher binding energies than

those obtained from HAXPES [44, 235]. In these compounds, a surface electron

accumulation layer occurs [55, 165, 225], which the lower photon energy sources

probe. This accumulation layer creates a band bending effect that rigidly shifts the

binding energy. This is not observed in this study and therefore a surface electron

accumulation or depletion layer [70], responsible for this effect, is assumed not to

occur in single crystal ZGSO.

Throughout TCO literature, and extending into the broad class of metal oxides,

the presence of conduction electrons induces an asymmetry to the core line shape

[44, 218–220, 236–240]. This was first explained by Kotani [241], and the idea is
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that when a core electron is photoemitted it leaves behind a hole. The unscreened

Coulomb attraction of this photohole forces a localised state below the conduction

band. Two different energetic final states are now available [181]:

1. The localised state remains unfilled, and a two-hole system forms. Conduction

electrons react to screen this doubly ionised state in the form of a plasmon

excitation. This state is referred to as unscreened.

2. A conduction electron fills this localised state, this electron can now effectively

screen the photohole and referred to as a screened final state. The photoemit-

ted electron carries more kinetic energy and therefore appears at lower binding

energy.

Ek = hν − φ− EB (7.2)

The difference in energy of these two final states manifests as a double peak

conventionally in the XPS spectrum. These two peaks can also be considered as

a main peak and one at higher binding energy separated by ∼ ~ωp, where ωp is

the plasma frequency [236, 242]. Given the small plasma frequencies in TCO’s, the

separation is of the order ∼1 eV, resulting in peak asymmetry.

Such examples are given by Sn1−xSbxO2 [218, 237] and thin-film samples of In2O3

[238, 239], SnO2 [220, 240] and CdO [44]. This effect can be enhanced by a surface

electron accumulation layer [243], that has already been dismissed in the ZGSO

crystals. However, the reason peak asymmetry is not observed in these samples is not

determined. Future experiments, such as electron energy loss spectroscopy (EELS)

[65, 224], could determine the plasma frequency’s magnitude and help understand

these spectra.

7.1.3 Peak Position

The binding energy of the core peaks for the undoped and doped samples measured

using HAXPES are displayed in table 7.1. Only the Sb 3d3/2 component is discussed

for the Sb 3d doublet as the information transfers to the lower binding energy peak

via the fitting constraints previously mentioned.
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Table 7.1: Binding energies of the Zn 2p3/2 and Sb 3d3/2 peaks for undoped and doped

sample measured using HAXPES (hν = 5.92 keV). ∆E = Edoped - Eundoped.

Peak Undoped Doped ∆E (eV)

(± 0.01 eV) (± 0.01 eV) (± 0.02 eV)

Zn 2p3/2 1021.44 1021.67 0.23

Sb 3d3/2 540.16 540.42 0.26

In the doped crystal, the peak position for both orbitals have shifted higher

in energy. This is a direct consequence of conduction band filling. Upon doping,

the Fermi level moves into the conduction band and correspondingly shifts the core

peaks to a higher binding energy. The magnitude of the peak shift for both core

orbitals is in reasonable agreement with the shift in optical band gap (0.17 ± 0.08

eV).

7.2 Valence Band Spectroscopy

7.2.1 Conventional XPS

Valence band spectra were recorded for the undoped and doped sample using con-

ventional XPS and HAXPES. Where required, data from additional samples is pre-

sented. Figure 7.4(a) displays XPS obtained valence band spectra for the doped and

undoped sample. An enhancement of the valence band maximum (VBM) up to the

Fermi level is displayed in Figure 7.4(b).

The peak at ∼ 10 eV is predominantly Zn 3d in character. The shift of this peak

is recorded in table 7.2. Additionally, the values of the VBM and its corresponding

shift is also recorded. The VBM was determined by linear extrapolation of the band

edge to zero intensity.

Table 7.2: Binding energies for key features in XPS valence band spectrum. ∆E =

Edoped - Eundoped

Peak Undoped Doped ∆E (eV)

Zn 3d 10.18 ± 0.01 10.38 ± 0.01 0.21 ± 0.02

VBM 3.01 ± 0.03 3.07 ± 0.03 0.06 ± 0.06

The uncertainty in the position of the VBM is larger than that of the Zn 3d
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Figure 7.4: (a) XPS valence band spectra for doped and undoped crystal measured

from BE = 15 → -5 eV using photons (hν = 1.48 keV). Spectrum are normalised to the

maximum intensity of the Zn 3d peak. (b) Zoom of the valence band maximum and Fermi

level with band edge extrapolation lines displayed. No intensity is observed at the Fermi

level for the doped samples.

because the peak position is well defined compared to extrapolating a linear fit onto

the band edge.

The shift of the Zn 3d peak is consistent with the observed shifts in the core levels

suggesting a rigid shift of the bands due to conduction band filling [44, 65, 218].

The VBM however, does not appear to experience the same rigid shift and instead

a smaller shift is observed. The valence band changes shape highlighted by EZn3d -

EV BM increasing from 7.17 ± 0.04 to 7.31 ± 0.04 eV, however the reasons for this

are undetermined.

7.2.2 HAXPES

Similar valence band spectrum were obtained using HAXPES (hν = 5.92 keV) and

are shown in Figure 7.5. Four prominent valence band features are labelled. The

peak labelled C consists primarily of the Zn 3d orbitals. The binding energies of

these features were calculated using the second derivative of the intensity curves and

are displayed in table 7.3.
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Figure 7.5: Valence band spectra for the undoped and doped crystal measured using

HAXPES (hν = 5.92 keV). The second derivative of the curves is displayed. Spectrum

are offset in the intensity from each other and relevant peaks are highlighted.

Table 7.3: Valence band peak positions for the undoped and doped samples with calcu-

lated shifts.

Feature Doped Undoped Shift (eV)

(± 0.05 eV) (± 0.05 eV) (± 0.10 eV)

A 13.00 12.82 0.17

B 12.04 11.88 0.16

C 10.38 10.17 0.22

D 8.44 8.23 0.21

A persistent ∼ 200 meV shift to higher binding energies is seen for the doped

samples features, similar to core lines and XPS valence band spectra. Figure 7.6

displays the valence band maximum and Fermi edge of both samples.

There are a few key comments to make about this zoomed spectrum. The first is

related to the values for the valence band maximum. Linear extrapolation of both

band edges reveals values to be 1.82 ± 0.05 and 1.87 ± 0.05 eV for undoped and

doped respectively. Both values are ∼1.2 eV lower in energy than those recorded

for the XPS spectrum. This discrepancy is discussed in section 7.2.4. The second

comment relates to the conduction band in the doped spectrum, which was not
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Figure 7.6: Valence band maximum and conduction band for doped and undoped crystal

measured using HAXPES (hν = 5.92 keV). A 6 x intensity enhancement displayed around

the Fermi level highlightnig the conduction band width wCB.

observed in XPS measurements. The reasons for this are related to the photoioni-

sation cross sections of the relevant atomic orbitals but is discussed in section 7.2.5.

Instead the energy width of this conduction band feature wCB is used to determine

the magnitude of band gap renormalisation in the doped sample.

7.2.3 Band Gap Renormalisation

Following the method employed by Egdell et al [218], by measuring the conduction

band width ∆EBM and subtracting the energy of the peak shift ∆Epeakshift, the

magnitude of band gap renormalisation ∆ERN is calculated.

∆ERN = ∆EBM −∆Epeakshift (7.3)

The width of the conduction band wCB is determined from the high binding

energy edge of the conduction band intensity measured to be 650 ± 50 meV. When

combined with the peak shifting of 200 meV gives a renormalisation value of ∼ 450

meV for this doped crystal. This calculation carries the assumption that the Fermi

level in the undoped sample sits just below the conduction band and the difference
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in Fermi energies is taken to be the Burstein – Moss shift. This is reasonable given

the determined shallow donor states in undoped ZSO.

The experimentally obtained conduction band width is compared with the pre-

dicted width due to the Burstein – Moss effect (Equation 7.4) with effective mass

0.22 me and carrier densities n taken from Hall effect measurements.

∆EBM =

(
h2

8m∗

)(
3n

π

) 2
3

(7.4)

The expected conduction band width is be 561 ± 112 meV, ∼ 100 meV less than

that observed. This is assuming a parabolic band model is acceptable in this system

[23, 44, 90]. There are several reasons the conduction band is greater in width than

expected: Firstly, the effective mass is smaller than expected and doping shifts the

CBM at an exaggerated rate. This is considered unlikely because, in other TCO

compounds, doping tends to flatten the conduction band [23]. Secondly, Mudd et al

[44] reported this phenomenon in CdO however this increased width was attributed

to a plasmon satellite of the conduction band, also considered unlikely in ZGSO due

to the absence of plasmon satellites in core level spectroscopy.

Finally, charge compensation can provide net carrier density values lower than

the conduction band’s actual occupancy. n is solved using equation 7.4 and de-

termined to be 2.62 ± 0.05 × 1020 cm−3 instead of the Hall value of 1.97 × 1020

cm−3.

This evidence of charge compensation helps to explain the discrepancies between

expected carrier densities from measured gallium concentration and Hall effect data.

7.2.4 Valence Band Maximum Discrepancy

This section discusses the difference between values obtained for the VBM from both

conventional XPS and HAXPES spectra. Figure 7.7 overlays the hard and soft x-ray

data for both undoped and doped samples to visualise this. The data is normalised

to the peak intensity of the Zn 3d peak. This is not an ideal normalisation as this

peak is not purely Zn 3d in nature with additional orbital components contributing

to the intensity however, peak fitting is complicated especially with the degree of

orbital hybridisation occurring in the valence band.
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Figure 7.7: HAXPES (hν = 5.92 keV) and conventional XPS spectra (hν = 1.48 keV)

for undoped and doped samples. For the doped sample the Fermi level is enhanced by 80x

to visualise the conduction band for the HAXPES spectrum.

The discrepancy at the VBM is immediately apparent. To explain this an in-gap

state is considered. Furthermore, given the wide optical band gap, this in-gap state

plays no significant role in optical transitions. A similar peak was observed by Egdell

et al [218] in Sb doped SnO2 however they attributed it to the reduction of Sn+4

to Sn+2 on the surface due to an absence of bridging oxygen. The feature reduced

upon doping with antimony as Sb+3 replaced Sn+2. Gallium doping is assumed

to play no role in this feature given its prominence in both doped and undoped

spectra. Furthermore, the feature also appears to be sample dependent. Figure

7.8 displays the valence band spectrum of three undoped and three doped samples

where a significant intensity variation of the in-gap state occurs.

Sample 64 (3) has a prominent peak at ∼ 2.5 eV, whereas it appears suppressed

in 64 (2). Similarly, in the doped spectra, a sharp peak is observed at the VBM in

two samples. EDS measurements suggest the cation stoichiometry to not vary sig-

nificantly between the undoped samples therefore deviations in cation stoichiometry

is not considered to be the cause of this.

It is proposed that this in-gap state is formed due to a reduction of Sb+5 to Sb+3,

shifting the energy of the 5s state. EDS measurements are insensitive to the chemi-
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Figure 7.8: Valence band data obtained using high energy photons. (a) Three undoped

samples normalised to the Zn 3d peak intensity. (b) Four doped samples. Clear variation

at the VBM is observed between samples.

cal state of the ions so is unable to detect this effect. Similarly to Egdell, this could

be a surface effect due to the absence of bridging oxygen. It could also be a more

fundamentally bulk issue with oxygen vacancies prominent in these samples. Addi-

tional research into quantifying oxygen vacancies could be crucial to understanding

this effect. Analysis of the O 1s peak measured in this experiment is unreliable

due to the potential surface contaminants. It could also originate from bulk cation

substitution with Sb+3 sitting on the Zn+2, given they have similar ionic radii [168].

This would occur in small amounts, therefore not observable in the core level spec-

troscopy. This state being of s-character also explains why it does not inhibit the

material’s transparency as the dipole-selection rules forbid s-s transitions. The rea-

son why this state is only observed using higher energy photons is discussed in the

following section.

7.2.5 Orbital Nature of the Valence Band Density of States

The shape of the valence band is highly dependent on the photon energy used to

measure. This section aims to explain why certain features such as the conduction

band and in-gap state are observed using HAXPES but not in conventional XPS.
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These changes originate primarily due to photon energy dependence of orbitals

photoionisation cross section σ. This is a measure of a photons probability to photo-

excite an electron out of the orbital and is strongly photon energy-dependent. In

section 2.8, a calculated density of states for the valence band of ZSO is displayed

indicating the top of the valence band to be heavily O 2p in nature with a strong

Zn 3d peak (BE ∼ 10 eV) [34, 107]. To compare with experimental data, the

calculated density of states needs to be modified. Photoelectron intensity is not

directly related to the DOS but to the sum of the photoionisation cross section

weighted partial density of states for each contributing atomic orbital [244, 245].

Dr. Adam Jackson, the computational collaborator on the project, has provided

DOS calculations for ZSO with relevant atomic orbitals weighted for both Al Kα

(1.48 keV) and HAXPES (5.92 keV) photon energies, broadened by a Gaussian to

replicate experimental resolution. Figure 7.9 displays the density of states.
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Figure 7.9: Photon energy weighted DOS determined using a hybrid QSGW calculation

for (a) Al Kα photon energy (hν = 1.48 keV) (b) HAXPES photon energy (hν = 5.92

keV). The top of the valence band is set to a binding energy of zero by convention.

Figure 7.10 displays the photon energy dependence of the atomic orbital pho-

toionisation cross section for all contributors to the valence band spectrum. Low

photon energy data was calculated by Lindau and Yeh [130] and compiled by Kalha

et al [246] with high energy data calculated by Trzhaskovskaya et al [126–128] and
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collected by Willis et al [247, 248]. Table 7.4 highlights relevant photoionisation

cross section values using in this research, ARPES experiments were carried out us-

ing photons hν = 120 and 148 eV so the cross section provided is that of Y Mζ (132.3

eV). Values for the HAXPES energies (5920 eV) were taken from the extrapolation

of the data.
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Figure 7.10: Photoionisation cross sections of relevant Zn, O and Sb atomic orbitals

as a function of photon energy in units of kilobarns = 10−21cm2. Dotted lines highlight

relevant photon energies. Data was taken from Lindau and Trzhaskovskaya [126–128, 130]

Table 7.4: Photoionisation cross sections for orbitals comprising the valence band in

ZSO. Values are in kilobarns (× 10−21cm−2). All data is displayed to as many significant

figures as available in the literature.

Technique Zn Sb O

4s 3p 3d 5s 5p 4d 2s 2p

ARPES (132.3 eV) 40 534.5 6052 66 41 352.3 367.7 577.2

XPS (1486 eV) 0.78 37 12 1.4 1.6 43 1.9 0.24

HAXPES (5920 eV ) 0.032 0.634 0.0588 0.081 0.092 0.682 0.033 0.001

Interestingly, O 2p orbitals contribute little to the photointensity of the valence

bands for both XPS and HAXPES. This is due to the comparatively low photoion-

isation cross section of the O 2p orbital. The significant change of the valence band

shapes results from an enhancement of the Zn 3p and Sb 4d intensity relative to the
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prominent Zn 3d peak. At XPS energies, the photoionisation cross sections of Zn

3p and Sb 4d are ∼ 3 and 4 times greater than Zn 3d, respectively. At HAXPES

energies they are ∼ 10 and 11 times enhancing their contribution to the spectral

intensity.

The contribution of Zn 3d to the spectral weight of the maximum peak also varies

significantly between the two energies, making the spectrum normalisation used

throughout this chapter purely a maximum peak intensity normalisation. However,

the most important discussion relates to the change of photoionisation cross section

of the Sb 5s conduction band. For this qualitative discussion, its change in cross

section is referenced against the prominent Zn 3d orbital. At Al K-α energies the

Sb 5s orbital is ∼ 8 times smaller than Zn 3d. However, at HAXPES energies, the

Sb 5s is ∼ 1.4 times greater, significantly enhancing the conduction band’s spectral

weight. This directly demonstrates how useful higher energy sources can be in

observing specific orbitals, particularly for s-orbitals [223]. This enhancement of the

Sb 5s orbital explains why the in-gap state is only observed in HAXPES spectra.

Figure 7.10 demonstrates in all atomic orbitals, except at very low energies hν

< 100 eV [130], the photoionisation cross sections decrease the photon energies

increase. Development of bright synchrotron sources can overcome these small cross

sections and have aided the development of hard x-ray photoemission experiments.

Figure 7.11 overlays the total DOS with the experimental data for the undoped

crystal. DOS calculations are by convention, set to have the top of the valence band

with zero binding energy therefore the binding energies must be rigidly shifted to

line up with experimental data. However, this is not a trivial issue. In this instance,

the VBM is set equal to the 3.01 eV value obtained from XPS. Under no rigid shift

of binding energy does the experimental data and the total DOS align.

This chosen alignment does appear to provide reasonable agreement at the higher

binding energy side of the spectrum however, significant discrepancies are noticed.

Most notably, the Zn 3d peak observed ∼ 2.0 eV higher in energy than calculations

suggest. This is not unique to this system as calculations on ZnO routinely under-

estimate the Zn 3d binding energies by values ranging 2.7 - 1.1 eV depending on the

calculation method [249, 250].

To explain the further discrepancies between the experimental spectra and cal-
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Figure 7.11: Comparison of experimental and calculated valence bands for undoped

samples at XPS and HAXPES energies. The top of the valence band has been set to 3.01

eV.

culated DOS, additional factors need to be considered. Particularly at high photon

energies, the experimental geometry becomes an important factor as the intensity

of photoemitted electrons is not isotropic. Additional asymmetry parameters of the

atomic orbitals must be considered by using the differential photoionisation cross

section [126–128]. Correcting calculations for experimental geometry may go some

way to reduce the differences between observed and calculated spectra [251]. How-

ever this is not explored for this project because the position of the Zn 3d band

will remain unaffected. Shallow d orbitals have a profound effect on the rest of the

valence band [165, 252]. The shallow d orbitals energetic positioning affects the hy-

bridisation with the other valence band atomic orbital contributors and, therefore,

the structure of the rest of the valence band. Improvements to the Zn 3d position-

ing could help negate discrepancies to experimental and theoretical data, similar to

work carried out on ITO [253].
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7.3 ARPES

This section discusses an experiment undertaken using an assigned in-house beam

time on the I05 HR-ARPES branch at the Diamond Light Source. For reasons that

will become apparent, analysis is not complete, however, obtained data is presented.

7.3.1 Experiment Plan

In ITO, Walsh et al [58] determined that doping of Sn into the In2O3 lattice tended

to flatten the conduction band owing to the hybridisation of the donor s-state with

the host conduction band. ARPES is an excellent tool to measure this effect due to

its ability to map the electronic band structure in reciprocal space. The objective

of the experiment was to measure the conduction band in highly doped ZGSO, in

doing so, determine the effective mass which could be compared with the predicted

value of 0.27 me along the Γ - X direction. The key experimental steps required to

fulfil this objective are discussed.

The conduction band is known to be centred at the Γ point. To compare with

band structure calculations, a surface must be chosen with a very well defined crys-

tallographic orientation aligned with the reciprocal lattice vectors. This experiment

aimed to measure the band dispersion along two cuts, Γ - X and Z - R as displayed

in Figure 7.12.

Measurements of these cuts is possible if the measured surface has a (001) orien-

tation. Due to the energies used in ARPES experiments, the photoelectron inelastic

mean free path is small ∼ 1 nm. Therefore the requirement for a surface free of con-

tamination becomes essential. Theoretically, ARPES can be carried out at higher

energies to reduce the surface sensitivity but at the cost of energy and momentum

resolution [254]. For the photon energies used in this experiment, ∼ 120 eV, a fresh

surface needed to be created by cleaving the crystal in a vacuum, discussed in section

7.3.2.

Upon obtaining a clean (001) surface, the sample needs to be aligned with the

beam by adjusting the tilt and azimuth angles to ensure that measurements occur at

the high symmetry points. Furthermore, by adjusting the photon energy, different

kz points could be measured enabling the determination of Γ and Z points. Finally,
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Figure 7.12: Brillouin zone of the tetragonal lattice with points of high symmetry indi-

cated. The two cuts Γ - X and Z - R are highlighted as red dotted lines with DFT band

structures for R - Z - R and X - Γ - X.

the Fermi level can be measured at the Γ point to measure the conduction band of

ZGSO.

7.3.2 Cleavage of ZnSb2O6

The first and perhaps most significant problem with carrying out ARPES mea-

surements on single crystal ZSO is their inability to cleave. The trirutile structure

contains no obvious cleavage planes or planes bonded by Van der Waals forces that

allow cleaving with minimal force. ZSO fractures conchoidally, common in brittle

minerals and is characterised by curving rippled surface similar to a shell’s surface.

The fracturing also implies ZSO does not cleave along atomic planes with defined

surface orientation making data analysis non-trivial. To overcome this, a method

was devised to cleave the crystal effectively.

To maximise the possibility of a high quality surface, the (001) orientation was

chosen. A Laue diffraction study on as-grown crystal facets revealed the (013) (110)

or (001) surface to be the most common suggesting the creation of a (001) surface
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may be possible. Furthermore, the (001) surface was determined to be ideal for

measuring the conduction band dispersion along Γ - X.

The crystal was characterised first using the PPMS therefore the geometry was

predetermined to be a cuboid. To ensure the smallest cross section of the crystal

was the (001) plane, the crystal was prepared in the following steps:

1. A suitable crystal was chosen using Laue diffraction with a large facet, orthog-

onal to the (001) plane - (110)

2. The crystal was polished down to a thickness of ∼ 200 µm perpendicular to

the (110) plane

3. The direction of the crystallographic c - axis was determined.

4. The longest sides of the cuboid were cut parallel to the c-axis.

Figure 7.13 displays a cartoon of a cuboid crystal with the orientation of the

surfaces projected.
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Figure 7.13: Schematic of the lattice orientation of a crystal required to ensure a cleaved

(001) surface.

For typical experiments at I05-ARPES, samples are placed onto Cu/Be sample

posts specifically designed for the six-axis cryo-manipulator and glued down with a

conductive silver epoxy. Ceramic top posts glued onto the top of the sample act as

levers and can cleave weakly bonded surfaces with little application of force. For

ZSO crystals, this method does not work as the crystals do not have weakly bonded
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planes therefore breaking the crystal requires more force than the ceramic top posts

could apply.

Grooves were etched into the sample posts, slightly wider than the crystal’s

thickness and deep enough to allow the crystal to sit. Likewise a sturdier aluminium

top post, ∅ ∼ 5 mm, also had a groove etched using a wire saw. The sample was

glued in using a conductive silver epoxy as depicted by Figure 7.14. A notch was

then cut into the crystal to induce a point of weakness. Upon applying force to the

top post the sample could cleave at the point of weakness and a fresh (001) surface

would be ready for measurement.
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Figure 7.14: Schematic of the cleavage method before and after cleave with the crystal

glued into the sample holder and top post. Applying force to the top post encourages the

crystal to break at the induced point of weakness.

Crystal 79d (x = 0.10) was chosen as a suitable candidate for ARPES due to

its high carrier density (n = 2.54 ×1020 cm−3), therefore encouraging a greater

conduction band intensity. It also had the desired facet orientation determined by

Laue to be (110) as seen in Figure 7.15.
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Figure 7.15: Laue diffraction pattern of the large face of the bar shape. The diffraction

pattern indicates the surface normal to the x-ray beam is (110) oriented and the c-axis

runs top to bottom.

The expected diffraction patterns were simulated using QLaue software, allowing

comparison with experimental data. The orientation and direction of the c-axis were

able to be confirmed. Figure 7.15 displays the two-fold symmetry expected by the

(110) plane.

7.3.3 Experimental Results

The sample was cleaved at 160 K in a vacuum < 10−9 mbar. The initial photon

energy was chosen to be hν = 120 eV and of linear horizontal polarisation. Using

the Fermi level of a sputtered polycrystalline Au sample, an energy resolution of

∼55 meV was calculated. The binding energies were also referenced to the Fermi

edge of the gold sample.

Under these conditions, a dispersing electron band was observed at a binding

energy of ∼ 8 eV. This dispersion was used to orientate and centre the sample. By

adjusting the photon energy, different kz points were probed, from which Γ and Z

were determined to be 121 and 148 eV. However, for reasons that will be covered,

the two high symmetry points were unable to be assigned a photon energy. Figure
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7.16 displays the photoelectron intensity as a function of photon energy (hν = 115

- 160 eV).

Figure 7.16: kz variation of ZSO (001) (a) Energy distribution curve plot as a function

of photon energy at normal emission. (b) Electron band structure calculations of Γ- Z and

Z - Γ.

Figure 7.17 displays the dispersions recorded at both energies, with kinetic energy

and polar angle converted into binding energy and momentum using equation 3.16.

Binding energies in ARPES are conventionally displayed as E - EF and are there-

fore negative however they are equivalent to the binding energies used throughout

this chapter. Intensities between E - EF = -3 and -9.7 eV are enhanced by 10 x.

For both dispersions, an intense localised peak is observed at ∼ -10.6 eV, at-

tributed to be of Zn 3d orbital character. This is a few hundred milli-electronvolts

deeper in energy than the spectrum analysed in XPS and HAXPES. However, as

this is a highly doped sample, this increased shift is likely due to the Burstein –

Moss effect. The top of the valence band between -3.6 eV and -6.5 eV, is assumed

to consist primarily of the localised O 2p states given the enhanced photoionisation

cross section at 130 eV (table 7.4). The dispersing features between -6 to -9.5 eV

distinguishes the two spectrum.

Displayed in Figure 7.18 are energy distribution curves (EDC) taken at both

photon energies obtained by integrating the intensities over ± 0.5 Å−1 from the

165



CHAPTER 7. PHOTOEMISSION STUDIES

Figure 7.17: (a) Valence band dispersion for measured at 121 eV for the plane perpen-

dicular to (001) surface (b) Dispersion at 148 eV. The intensity has been enhanced 10 x

between BE = -3 and -9.7 eV.

centres of the dispersions. Both spectra are normalised to the maximum intensity

of the peak with the majority Zn 3d character.

Linear extrapolation of the VBMs leading-edge provides values of 3.31 and 3.48

± 0.05 eV for hν = 121 and 148 eV respectively, indicating no intensity of the

localised state in the band gap previously observed in several samples using HAX-

PES. Unfortunately, no intensity is observed at the Fermi level and therefore the

conduction band is unable to be measured.

For now, this is where any meaningful ARPES data analysis ends, and the fol-

lowing section will focus on why this experiment did not meet its desired objectives.
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Figure 7.18: EDC’s for both photon energies used obtained over an integration of ±0.5

Å−1. (a) Energy scale of EDC taken to be -15 to 1 eV. (b) Zoom in at the valence band

edge and Fermi level of (a). Both EDCs are normalised to the Zn 3d peak.

7.3.4 Experimental Failures

When analysing ARPES results, experimental data needs to be complemented by

theoretical predictions such as electronic band structure. Figure 7.16 displayed a

lack of strongly dispersing features as a function of photon energy. Therefore, it is

not possible to determine, by comparison with band structure calculations, if 121

and 148 eV are energies corresponding to kz points at the Brillouin zone’s centre

and edge.

Assuming one of the energies does correspond to the Γ point, the absence of

photointensity at the Fermi level can be explained by a continuation of the dis-

cussion about photoionisation cross sections. Figure 7.19 displays the ratio of the

photoionisation cross sections for Zn 3d and Sb 5s. Compared to the Zn 3d value,

the conduction band intensity is most suppressed at the energies used for this ex-

periment. To observe the conduction band at these energies would require a great

deal of data collection around the Fermi level. By reducing the photon energy to ∼

26 eV, the conduction band would be enhanced with the added bonus of improved

energy and momentum resolution.
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Figure 7.19: Ratio of the photoionisation cross section ratio of the Zn 3d and Sb 5s

atomic orbitals as a function of photon energy.

The most significant discrepancy, however, is the k-space magnitude. Using the

unit cell of ZSO, Γ - X and Z - R equates to 0.67 Å−1, which looking particularly at

the 148 eV band dispersion in Figure 7.20 does not correlate. Even a 45◦ rotation

and assuming this is Γ - M / Z - A does not allow an accurate match.
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Figure 7.20: ARPES dispersion for photon energy = 148 eV. The lines imposed onto

the dispersion indicate suggested Brillouin zone edges for the corresponding points of high

symmetry.

Post experiment, LAUE diffraction was carried out on the surface to confirm

this was indeed the (001) surface. Figure 7.21 displays a photograph of the cleaved

surface as well as the LAUE diffraction.

The LAUE image confirms this is a (001) surface highlighted by the four-fold

symmetry only observable in this plane for a trirutile structure. The Laue diffraction

pattern’s poor quality is due to a high noise intensity from back reflection of x-rays off

the silver adhesive holding the crystal into the sample holder. The Laue diffraction

pattern shows many peaks corresponding to one reflection indicating many surfaces

with the same orientation, however, they are angled away slightly from each other. A

similar pattern occurs in crystals that are twinned. The Laue diffraction, combined

with the optical image indicates the fractured surface is uneven.

The large experimental beam spot used in ARPES covers many of these surfaces,

with the average orientation (001). This creates a significant broadening in the data

explaining the discrepancies in the k - space scaling. The spectra observed are the

sum of many (001) dispersions tilted away from each other slightly. Unfortunately,

this is likely always going to be an intrinsic property of ZSO due to the crystal

structure. Possible improvements to the method that may allow reasonable ARPES
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Figure 7.21: (a) Laue diffraction pattern of the cleaved surface of 79d (b) Simulated Laue

diffraction of the (001) surface at a detector to sample distance of 35 mm. (c) Optical

image of the cleaved crystal with ARPES beam spot size imposed.

measurements are discussed in the Future Work discussion at the end of this thesis.

7.4 Conclusions

This chapter has highlighted many successes of the photoemission experiments car-

ried out. Initially, HAXPES was used as a complementary experimental technique

to EDS to prove gallium’s existence in bulk ZGSO, where the intensity of the Ga

Kα peak in the EDS spectra was weak.

The peak shift of core levels under the influence of doping was determined using
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HAXPES. The presence of an electron accumulation or depletion layer was ruled out

by observation of HAXPES and XPS core lines occurring at the same binding energy.

Detection of a plasmon satellite, expected in the core lines of doped samples was not

possible because of the symmetric core line shapes. The reason why asymmetry is not

detected remains unexplained. Further work into determining the plasma frequency

in this material is required to explain the observations made in this chapter.

This chapter provided an excellent example as to why photon energy is an es-

sential factor to consider when planning out a photoemission experiment. In ZGSO,

conventional XPS measurements provided a probing of the valence band DOS. How-

ever, key features such as the conduction band and an in-gap state were not observed

due to the small photoionisation cross section of the Sb 5s orbital. By increasing the

photon energy to 5.92 keV, the photoionisation cross section of the conduction band

was enhanced with respect to the Zn 3d orbitals and a clear conduction band (width

∼650 meV) was observed, from which a value for the band gap renormalisation was

deduced.

The absence of a conduction band in ARPES experiments was also explained

analysing the photoionisation cross section ratios of Zn 3d and Sb 5s. Unfortunately,

the photon energies used in this study were highly detrimental to the observation of

a conduction band. Additional research at lower photon energies (∼ 20 eV) would

likely prove beneficial to measuring the conduction band.

Furthermore, ARPES analysis was hindered by the quality of the measured sur-

face. The cleavage did not provide a single (001) surface but many small surfaces

causing significant broadening to the valence band dispersions obtained.
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Conclusions

8.1 Summary and Conclusions

This thesis has presented the results for research carried out into synthesising and

characterising single crystals of the new transparent conducting oxide - ZGSO.

Before crystals were obtained, a precursor powder was synthesised, determined

by x-ray diffraction to be of the correct structure and with a powder mass increase

indicating close to complete oxidation. This was achieved by conducting a review of

methods in literature. A refined method was developed that minimised the evapora-

tion of antimony by carrying out an initial reaction of ZnO and Sb2O3 into ZnSb2O4

under argon pressure. An additional higher temperature bake in an air atmosphere

was shown to successfully react the powder into the ZnSb2O6 structure with mass

increases approaching the expected values. Single crystal ZSO and ZGSO were

grown out of the precursor powders by the chemical vapour transport method. The

conditions of growth such as duration and temperature were refined using TeCl4 as

transport agent. As a HAXPES study showed this to be an unsuitable transport

agent due to the inclusion of tellurium, a technique to use Cl2 was devised. Af-

ter nearly one hundred growth attempts millimetre-sized, transparent blue single

crystals were synthesised.

Chapter 5 explored the key properties that ZSO and ZGSO required to be consid-

ered a transparent conducting oxide. Electronic measurements of undoped crystals

suggested they possessed an n-type conductivity originating from a shallow donor

state, the origin of which remains undetermined. However, it can be said that ZSO
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falls into the transparent semiconducting oxide family of the n-type given that the

unintentional defects formed created n-type conductivity, similar to ZnO, In2O3 and

SnO2.

By doping of Ga+3 onto the Zn+2 site, a drop in resistivity was observed and

the temperature dependence of mobility and carrier concentrations indicated the

samples were degenerate semiconductors. A systematic change in mobility upon

doping was not observed however this is most likely an artefact of the varying crystal

quality rather than a intrinsic situation occurring in the crystals. Given the nature

of how the gallium defects are formed, we would expect to see a drop in mobility

with doping due to the impurity scattering the conduction electrons. The results

displayed here indicated that ZGSO has comparable electronic properties to well

established n-type compounds with a similar mechanism of doping such as ITO

and AZO. Only in n-type TCO compounds such as La:BaSnO3 and Mo:In2O3 do

we observe higher electron mobilities but as already mentioned in section 2.3, the

mechanism of doping is dissimilar. Unfortunately, though likely originating from

unpredictability of the CVT method, careful control of the electronic properties, in

particular the electron density eludes us, a key requirement in the development of

new TCO’s and an issue that would need to be overcome to become a functioning

material in industry.

UV - Vis spectroscopy measurements carried out on polished thin crystals re-

vealed high optical transparency in all crystals across the visible light range with

optical band gaps remaining > 3.3 eV even under the influence of doping. Variations

of the band gaps were discussed using effects such as: the Burstein – Moss shift,

band gap renormalisation, and band edge distortions described by Urbach tails. Sig-

nificantly, the optical band gap in all ZGSO single crystals remains large enough for

transparency for visible light. These results combined with the electronic measure-

ments provides conclusive proof that ZGSO is a new transparent conducting oxide

material. This discovery of the first trirutile TCO can be added into the catalogue

of known TCO’s that could potentially be applicable in technology, especially if the

desired application requires a compound with similar lattice parameters, to prevent

lattice mismatch at an interface.

To further understand the properties of the grown single crystals, the cation stoi-
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chiometry and lattice structure was determined and results were discussed in chapter

6. EDS measurements showed grown crystals of undoped ZSO to be highly stoichio-

metric with little composition variation of between samples. Similar measurements

of the doped samples indicated an erratic nature to doping of gallium into the ZSO

structure. Across one growth batch, gallium doping was determined to range from

4 - 14 %, indicating growth conditions were non-homogeneous across the sink in

the reaction ampoule. Furthermore, two sides of one single crystal was shown to

have significantly different optical properties. Using EDS the variation in optical

properties was explained by a change in gallium concentration across the sample.

Given that local growth conditions would not vary significantly, it was determined

that the rates of transport of the gaseous constituents should also be considered

when discussing variations of doping across crystals grown by CVT. Powder x-ray

diffraction and Rietveld refinement was used to determine the lattice parameters of

undoped and 6% Ga doped crystals. An apparent reduction in lattice parameters

was attributed, in part, to the size mismatch between the Ga+3 and Zn+2 ions.

Chapter 7 discusses photoemission spectroscopy experiments conducted on single

crystals of ZSO and ZGSO. The binding energy and peak shapes of core orbitals were

examined using conventional lab-based XPS (hν = 1.48 keV) and hard x-ray spec-

troscopy HAXPES (hν = 5.92 keV). The shift of peaks to higher binding energies

in doped samples was attributed to band filling due to conduction band electrons.

The absence of a higher binding energy component in the doped samples core lines

remains an unanswered question. TCO compounds generally have asymmetric line

shapes attributed to a plasmon loss feature however this was not observed in this

project. This chapter has shown the importance of photon energy when carrying

out photoemission spectroscopy experiments, especially when measuring the valence

band. The higher energy photons used by HAXPES enhanced the photoionisation

cross section of the Sb 5s conduction band with respect to the other valence band

features, and clear photointensity was observed. Measurements of the conduction

band’s width combined with the core line shifts allowed determination of the mag-

nitude of band gap renormalisation in a doped single crystal. Furthermore, this

enhancement allowed observation of an in-gap state, observed in many samples, at-

tributed to the Sb 5s orbital from a reduced Sb+3 ion, possibly at the surface due

174



CHAPTER 8. CONCLUSIONS

to an absence of oxygen.

Finally this chapter discussed an ARPES experiment conducted on the (001) sur-

face of highly-doped (x = 0.10) ZGSO single crystal. Two valence band dispersions

were presented taken at photon energies 121 and 148 eV. Unfortunately, the trirutile

structure of ZSO means no cleavage planes exist. Despite efforts to engineer a cleave

of the (001) surface, the surface was deemed poor, creating a significant broadening

of data preventing further analysis.

8.2 Future Work

The work described in this thesis has shown the overriding success of synthesising a

new TCO. However, throughout this project, many problems have been discovered

and discussed – the most significant being the inconsistency of doping.

The crystal growth method devised in this project allows very little control of the

dopant into the system. Reducing any fluctuations in local growth conditions with

a meticulous refinement of temperature gradients would likely still not alleviate this

problem as rates of transport of the gaseous constituents is likely to be a significant

factor. Therefore, the CVT method is probably not suitable for growing doped

crystals when accurate control of dopant is required. However, this crystal growth

method has achieved the main goal of proving this material behaves as a TCO.

Future work may explore other growth techniques such as from the melt. With

improvements to the method, the degree of charge compensation could be minimised,

resulting in an increase in mobility and therefore, conductivity.

The origin of the shallow donor state in undoped ZSO remains undetermined.

Defect calculations would prove vital in understanding the origin of this. Addition-

ally, techniques such as secondary ion mass spectroscopy could help understand the

role of oxygen vacancies in these samples [255]. However, this low electron density

n-type semiconducting behaviour property of ZSO provides the potential basis for

an exciting new project, that is to create a new transparent amorphous oxide semi-

conductor (TAOS). Similar compounds to ZSO such as In2O3 are unsuitable due to

high native electron densities from oxygen vacancies.

To create a TAOS a high quality powder is required. The method used to
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create the precursor powders prior to crystal growth was determined to produce ZSO

powders with high phase purity and close to complete oxidation. By taking these

precursor powders and sputtering via techniques such as pulsed laser deposition and

attempting to make a thin film, there is a possibility that a new ZSO TAOS material

could be created. Again, this would require an excellent understanding about the

defects creating the semiconducting behaviour in order to control the carrier density.

There is always a desire for research into new TAOS materials. It is predicted

that a mobility of 2 cm2/V.s [256] is more than sufficient for future large scale LCD

applications. For a ZSO TAOS, it remains to be seen if the electron mobility is

similar to its single crystal form. However, given IGZO’s electronic properties are

similar between crystalline and amorphous phases and the origin of the conduction

band in both ZSO and IGZO is also similar, it can not be ruled out.

Additionally, future research on a ZSO TAOS material would likely focus on

understanding other properties such as long term stability and how easily it can be

produced on mass for industry. If a TAOS can be made from the ZSO precursor

powders, then confirmation of these properties will determine where this material

stands amongst the catalogue of other TAOS materials.

This thesis has determined many previously unknown properties of ZSO and

ZGSO however, other unknown properties have often hindered additional analysis.

Electron energy loss spectroscopy experiments could quantify the plasma frequency

providing a lower energy photon limit for transparency and understand the core line

spectra’s shape. A single crystal diffraction study on a number of well-characterised

crystals would allow clarification of Vegard’s law. Additionally, computational calcu-

lations and determination of the bulk modulus of ZSO would allow an understanding

of the lattice parameter variation due to electron doping.

The valence band measurements obtained using both XPS and HAXPES tech-

niques highlight a discrepancy in the binding energy of the Zn 3d orbital in calcula-

tions and experiment. The work in this thesis has provided an experimental data set

that future calculations can use to refine theoretical models, helping to understand

the underlying theory in this class of materials.

Several methods can improve the outcome of any future ARPES experiments on

single crystal ZGSO. Improvement to the surface quality would undoubtedly improve
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the quality of data however, it has been suggested that a poor surface is likely

intrinsic to the trirutile structure. A smaller beamspot size would allow measurement

of one single (001) surface and remove the significant broadening observed in this

project. The nano-ARPES branch on I05 at Diamond Light Source can achieve

beamspots ∅ ∼ 600 - 700 nm with a zone plate and ∼ 5 µm with a capillary mirror.

Unfortunately, this beamline is unable to achieve the low photon energies (∼ 26

eV) suggested to enhance the conduction band intensity. If broadening could be

alleviated by a smaller beamspot size, the two kz Brillouin zone points Γ and Z

points could be accurately determined and a long exposure scan at Γ could increase

the chance of a conduction band measurement regardless of photon energy.

Finally, another key property of TCOs particularly with regards to potential

application as a component in semiconducting devices is the work function. This

can be determined from the high binding energy cut off values of UPS spectra. A

concise study on ZSO with different surface orientations would determine its viability

for future use in industrial application.
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Derivation of the Drude

conductivity.

The probability distribution function is given by (derived in chapter 2)

f(k) = f0(k)+τ(k)
∂f0

∂µ

[
− e
~

(
~k
m
×B + E

)
.∇kE(k) +

~k
m

(
E(k)− µ

T
∇rT +∇rµ

)]
(A.1)

and the equation for current density

jelectric = −e
∫

v(k)D(k)f(k)d3k (A.2)

=
−e
4π3

∫
v(k)f(k)d3k (A.3)

Assuming the electric field is applied in the x-direction, no magnetic field and

the conductor is uniform in space, the distribution function can be simplified to

f(k) = f0 − eExvxτ
∂f

∂E
(A.4)

therefore

jelectric =
−e
4π3

∫
vx(f0 − eExvxτ

∂f

∂E
)d3k (A.5)

The integral over the Fermi function can be omitted because at equilibrium their

are as many electrons with velocity −v as +v.
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jx =
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e2Exτ

4π3

∫ 2π

0

dφ

∫ π

0

sin θ cos2 θdθ

∫ ∞
0

v2
x

∂f

∂E
k2 dk (A.8)

=
e2Exτ

4π3
(2π)(2/3)

∫ ∞
0

~2k2

m2

∂f

∂E
k2 dk (A.9)

(A.10)

Converting to an integral over energy

dk =
m

~2kx
dE (A.11)

jx =
e2Exτ

4π3
(2π)(2/3)

(
~2

m2

)∫ ∞
0

∂f

∂E
k4 m

~2k
dE (A.12)

The partial differential ∂f
∂E

is approximated by a Dirac - delta function δ(E−µ).

The integral has the form

∫ ∞
0

f(E)δ(E − a) = f(a) (A.13)

therefore

jx =
e2τ

m
Ex(

k3
F

3π2
) (A.14)

Where (
k3
F

3π2 ) = n
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Appendix B

Calculation of the Mass Loss of

Sb2O3

During reaction of precursor powders, if the only source of mass loss is assumed to

from Sb2O3, the amount of evaporating is determined by measuring the mass of the

powder before and after reaction. In the reaction, a single antimony gains a single

oxygen to sufficiently oxidise from Sb+3 to Sb+5. The equation of reaction can be

written

xZnO + yGa2O3 + zSb2O3 + aO− δ

2
Sb2O3 = ZnxGa2ySb2z−δOx+3y+3z+2z−δ−1.5δ

Where the coefficients indicate a weighting of each compound. In ideal stoichio-

metric undoped ZSO, x = 1, y = 0, and z = 1. a indicates the amount of oxygen

reacted into the system and is given by 2z - δ. The mass change is therefore given

by

L =
MO(2z−2.5δ) −MSb(δ)

Mi

(B.1)

where MO and MSb are the molar mass’ of oxygen and antimony respectively

and Mi is given by

Mi = MxZnO+yGa2O3+zSb2O3 = MZnxGa2ySb2zOx+3y+3z

In a scenario with no mass loss due to evaporation (δ = 0)
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L =
MO(2z)

Mi

= 8.58%

Equation B.1 can be solved for δ

δ =
MO(2z) − L.Mi

MO(2.5) +MSb
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Appendix C

Crystal Growth using TeCl4 as a

Tranport Agent

TeCl4 has been shown to be a one of the more versatile transport agent in CVT of

metal oxides [257] and was the initial choice of transport agent for growing single

crystals. An assumed equation of reaction is given by equation C.1.

ZnSb2O6 + 4TeCl4 
 ZnCl2 + 2SbCl3 + 4TeOCl2 + O2 (C.1)

The mass of TeCl4 was calculated in the same way described in Chapter 3. The

transport agent was added into the reaction ampoule in a argon filled glove box

due to the hygroscopic nature of TeCl4. The reaction ampoules were evacuated and

sealed using the acetylene oxygen torch. The temperature of growth was optimised

on a trial an error basis as there is no thermodynamic information available for ZSO.

For the hot and cold side of the ampoule, ∼ 950 ◦C and 900 ◦C were determined

to be suitable conditions. Table C.1 displays the log for a number of growths of

ZSO and ZGSO using TeCl4 as a transport agent with a photograph of two growth

batches pictured in Figure C.1.
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Table C.1: Crystal growth log for several growths using TeCl4 as a transport agent.

Growth

Number

Duration

(hr)

Mass of

Charge

(g)

Mass of

TeCl4

(mg)

Dopant Thot

(◦C)

Tcold

(◦C)

Comments

15 200 1.0 30 0% 950 900 -40% powder transported, Small transparent

crystals grown in cold end.

17 200 1.0 60 0% 950 900 -50% transported, Small blue crystals grown,

3.8mg largest crystal

20 200 0.5 30 0% 950 900 -high proportion transported ∼80-90%

29 200 0.5 40 2% Ga 960 900 -Complete transport, large black crystals.

30 200 0.5 40 2% Ga 960 900 - 50% transported, small transparent crys-

tals, cloudy tube.

Figure C.1: Left- As grown crystals from batch 20 (undoped) Right- Crystals from

batch 29 (2% Ga doping). Grid spacing is 1mm

Well faceted crystals with dimensions ∼ 2 mm were successfully grown for both

undoped and 2% Ga doping levels. To check for any unwanted contaminants in the

grown crystals, a HAXPES survey was carried out by Dr Tien-Lin Lee using the I09

beamline at Diamond Light Source using a 5.92 keV photon beam. The survey scan

of binding energies ranging 1300 - 0 eV is shown in Figure C.2.

This survey highlighted a major issue in the crystals, Te 3d peaks observed at

around a binding energy of 580 eV. The tellurium has been incorporated into the

crystal during the vapour transport. Interestingly it is found in two oxidation states,

+4 and a lower oxidation state indicated by the doublet at a lower binding energy,

possibly metallic. How the Te+4 resides in the crystal is undetermined. There is a

large mismatch in ionic radius for Te+4 (0.97 Å) with Sb+5 (0.60 Å) and Zn+2 (0.74

Å) all with a VI co-ordination [168]. Neither cation lattice sites provide a good

match for a substitutional defect situation. The detection of tellurium impurities is
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AGENT

Figure C.2: HAXPES (hν = 5.92 keV) survey of undoped crystal from growth 37 with

a highlighted core peaks. Inset: Spectrum of Te 3d peaks.

in contrast to conclusions made by Prokofiev et al whereby they confirmed tellurium

was not detected in growths of CuSb2O6 [155]. The assigned tellurium doublet at

lower binding energy is also undetermined, possibly originating from interstitial

defects. It could also be a surface contamination of metallic tellurium however

investigations into this were not continued. TeCl4 is determined to not be a suitable

transport agent for growths of uncontaminated single crystals of ZSO. The success

of the growths indicated chlorine may be sufficient.
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H. Aksela. Phys. Rev. B, 20:3115–3123, (1979).

[234] G. Beamson and D. Briggs. High Resolution XPS of Organic Polymers: The

Scienta ESCA300 Database. Wiley, (1992).

[235] T. Nagata, O. Bierwagen, M. E. White, M. Y. Tsai, Y. Yamashita,

H. Yoshikawa, N. Ohashi, K. Kobayashi, T. Chikyow, and J. S. Speck. Appl.

Phys. Lett, 98:232107, (2011).

[236] D. J. Payne, J. P. Hu, R. G. Egdell, V. R. Dhanak, and G. Miller. Chem.

Phys. Lett, 443:61–65, (2007).

[237] R. G. Egdell, T. J. Walker, and G. Beamson. J Electron Spectros Relat Phe-

nomena, 128:59–66, (2003).

[238] A. Bourlange, D. J. Payne, R. G. Palgrave, H. Zhang, J. S. Foord, R. G.

Egdell, R. M.J. Jacobs, T. D. Veal, P. D.C. King, and C. F. McConville. J.

Appl. Phys, 106:013703, (2009).

[239] Y. Gassenbauer, R. Schafranek, A. Klein, S. Zafeiratos, M. Hävecker, A. Knop-

Gericke, and R. Schlögl. Phys. Rev. B, 73:245312, (2006).

[240] J. E. N. Swallow, B. A. D. Williamson, T. J. Whittles, M. Birkett, T. J.

Featherstone, N. Peng, A. Abbott, M. Farnworth, K. J. Cheetham, P. Warren,

D. O. Scanlon, V. R. Dhanak, and T. D. Veal. Adv. Funct. Mater, 28:1–10,

(2018).

[241] A. Kotani and Y. Toyozawa. J. Phys. Soc. Japan, 37:912–919, (1974).

[242] J. E. Inglesfield. J. Phys. C, 16:403–416, (1983).

[243] P. D. C. King, T. D. Veal, H. Lu, S. A. Hatfield, W. J. Schaff, and C. F.

McConville. Surface Science, 602:871–875, (2008).

[244] M. Gaowei, E. M. Muller, A. K. Rumaiz, C. Weiland, E. Cockayne, J. Jordan-

Sweet, J. Smedley, and J. C. Woicik. Appl. Phys. Lett, 100:201606, (2012).

[245] J. C. Woicik, E. J. Nelson, Leeor Kronik, Manish Jain, James R. Chelikowsky,

D. Heskett, L. E. Berman, and G. S. Herman. Phys. Rev. Lett, 89:077401,

(2002).

[246] C. Kalha, N. Fernando, and A. Regoutz. Digitisation of Scofield Photoionisa-

tion Cross Section Tabulated Data. (2020).

[247] J. Willis, C. Kalha, M.B. Trzhaskovskaya, V.G. Yarzhemsky, D. O. Scanlon,

199



BIBLIOGRAPHY

and A. Regoutz. Digitisation of Trzhaskovskaya Dirac-Fock Photoionisation

Parameters for HAXPES Applications . (2020).

[248] J. Willis, C. Kalha, M.B. Trzhaskovskaya, V.G. Yarzhemsky, D. O. Scanlon,

and A. Regoutz. Digitisation of Trzhaskovskaya Dirac-Fock Photoionisation

Parameters for HAXPES Applications, Part II . (2020).

[249] F. Oba, A. Togo, I. Tanaka, J. Paier, and G. Kresse. Phys. Rev. B, 77:245202,

(2008).

[250] Y. Kang, G. Kang, H. H. Nahm, S. H. Cho, Y. S. Park, and S. Han. Phys.

Rev. B, 89:165130, (2014).

[251] J. J. Mudd. Photoelectron Spectroscopy Investigation of CdO. PhD thesis,

University of Warwick, (2014).

[252] S. H. Wei and A. Zunger. Phys. Rev. B, 37:8958–8981, (1988).

[253] P. Erhart, A. Klein, R. G. Egdell, and K. Albe. Phys. Rev. B, 75:153205,

(2007).

[254] A. Sekiyama and S. Suga. J Electron Spectros Relat Phenomena, 137-140:681–

685, (2004).

[255] J. Scola, A. Benamar, B. Berini, F. Jomard, and Y. Dumont. J. Phys. D,

50:045302, (2017).

[256] T. Kamiya and H. Hosono. NPG Asia Materials, 2:15–22, (2010).

[257] H. Oppermann, W. Reichelt, and E. Wolf. J. Cryst. Growth, 31:49–55, (1975).

200


