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Abstract 

Biological processes are often mediated by complexes formed between proteins and various 

biomolecules. The 3D structures of such protein-biomolecule complexes provide insights 

into the molecular mechanism of their action. The structure of these complexes can be 

predicted by various computational methods. Choosing an appropriate method for modelling 

depends on the category of biomolecule that a protein interacts with and the availability of 

structural information about the protein and its interacting partner. We intend for the contents 

of this chapter to serve as a guide as to what software would be the most appropriate for 

the type of data at hand and the kind of 3D complex structure required. Particularly, we have 

dealt with protein-small molecule ligand, protein-peptide, protein-protein, and protein-nucleic 

acid interactions. 

Most, if not all, model building protocols perform some sampling and scoring. Typically, 

several alternate conformations and configurations of the interactors are sampled. Each 

such sample is then scored for optimization. To boost the confidence in these predicted 

models, their assessment using other independent scoring schemes besides the 

inbuilt/default ones would prove to be helpful. This chapter also lists such software and 

serves as a guide to gauge the fidelity of modelled structures of biomolecular complexes.  



3 

Introduction 

All biological processes are mediated by various molecular interactions. These include 

interactions between protein and protein, protein and small molecule ligands, protein and 

DNA, etc. Characterizing these interactions is essential for gaining biological insights. 

Experimental characterization is often cumbersome, expensive, and/or difficult to perform. 

Computational methods [1–4]⁠ are hence routinely used to model the 3D structures of the 

complexes resulting from such interactions. 

The computational methods fall into two broad categories – a) Those that exploit information 

from a related or homologous template structure (henceforth referred to as template based 

methods) or b) methods that attempt to model the 3D structures of complexes without any 

pre-determined structural bias. Such methods are often referred to as ab initio or as 

template-free algorithms, include the various docking programs. Many contemporary 

algorithms make use of a hybrid of methods a) and b) to predict the structure of the 

interacting 3D complex. Figure 1 shows a spreadsheet of many such methods. 

Most computational methods employ similar protocols for predicting the structures of the 

complexes  - viz, sampling different conformations and then evaluating/scoring them to find 

the most optimal mode of association. Each of the algorithms differs in strategies they use 

for these sampling and scoring steps [5]⁠ 

This chapter is written to serve as a practical guide to model complexes of 1) protein-small 

molecule ligands, 2) protein-peptide, 3) protein-protein, 4) protein-nucleic acid (DNA/RNA), 

and 5) macromolecular assemblies. In each subsection, one or a few representative 

methods are highlighted while some information is provided about alternate techniques. The 

choice of representative method has been based on our familiarity, the ease of access (with 

a preference for freeware) and overall popularity. We believe that once predictions have 
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been made their assessment is crucial in deciding their benefit or applicability and we list a 

few such software that can be used for assessment. 

We believe that the relevance of this chapter is enhanced given the current circumstances, 

when there is an all-out effort to discover or design therapeutic agents and vaccines against 

SARS CoV2. 
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1. Modelling protein-small molecule complexes 

Modelling protein-small molecule complexes is important for a wide range of applications 

from gaining insights into processes such as metabolism to designing therapeutics. While 

naturally occurring small molecules (~50-1500 daltons [6] ⁠) are integral components of 

metabolic and sensory pathways[7] ⁠, synthetic small molecules (>500 daltons) find 

applications in designing therapeutic agents. 

We envisage two different situations that would warrant the need for modelling protein-small 

molecule ligand complexes – a) to find a suitable small molecule ligand for a given target 

protein, and b) to find protein targets of a given small molecule. In both cases, we would 

also want to find the exact binding pose of a small molecule onto a particular target protein. 

The sections below cover the situation (a) in some length along with an illustrative example 

of finding suitable small molecule inhibitors to the Nipah virus glycoprotein[8] ⁠. The issues 

discussed in sections 1.2 -1.4 below are also applicable to the situation (b).  

1.1 Selecting the small molecule library 

When searching for putative binding small molecule ligands of given target proteins, it is 

essential to utilize a screening library. Two such popular libraries are PubChem[9] ⁠  and 

ZINC [10]⁠. PubChem hosts ~103 million chemical compounds annotated by physical and 

chemical properties, biological activities, toxicity, etc. One can create appropriate subsets 

based on the desired properties of the small molecules. The ZINC database hosts ~230 

million commercially available compounds categorized into pre-created subsets such as 

FDA approved drugs, derivatives of natural products and so on. The compounds in the 

ZINC database are also available in docking friendly file formats. User defined subsets 

based on physical and/or biological properties can also be easily created. 
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For our example of finding an appropriate inhibitor to the Nipah glycoprotein, we selected 

the ZINC12 clean drug-like subset. More on this in section 1.2 to 1.4 

Small molecules can also be selected from various other online libraries such as 

DrugBank, ChEMBL, ChemSpider, KEGG, ChEBI and Ligand Depot [11–16].  

1.2 Predicting small molecule binding pockets on the target protein. 

Many docking software that attempt to predict/build the complexes of proteins with their 

small molecule ligands often scan the entire protein surface for suitable binding pockets for 

the ligands. This exercise makes screening a large number of compounds computationally 

expensive and time consuming. This problem can be circumvented by localizing potential 

small molecule binding sites and then having the software scan these sites to 

conformationally optimize the protein-ligand complex. 

A small molecule binding pocket is a cavity on or inside the protein that can potentially 

harbour a ligand [17]⁠. Several methods such as ProBiS-CHARMMing, 3DLigandSite, 

PrankWeb, PockDrug-Server are among others that predict the binding pockets given a 3D 

structure of a protein predict the binding pockets given a 3D structure of a protein [17–27]⁠. 

DEPTH (http://cospi.iiserpune.ac.in/depth/htdocs/index.html) is one such method that uses 

the depth of amino acid residues along with the evolutionary information to predict putative 

binding pockets. The DEPTH server takes 3D structure of a protein as input (See Note 1 

and 2) and assigns probability scores to each of the amino acids to be a part of a binding 

pocket. A user tuneable cut-off score can be used to select binding pockets. These predicted 

binding pockets can then be used as an input to docking programs. 

For instance, DEPTH predicts two binding pockets on the surface of Nipah glycoprotein 

(PDB ID: 3D11). Interestingly, one of the predicted pockets overlaps with the region where 

http://cospi.iiserpune.ac.in/depth/htdocs/index.html
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the glycoprotein interacts with host cells proteins. Each of these pockets can be used for 

docking. 

1.3 Docking small molecules on a target protein: Sampling the ligand conformation and 
scoring 

Molecular docking, similar to other computational procedures, involves a sampling and 

scoring protocol. There are various sampling schemes such as the systematic incremental 

approach[29]⁠, shape based sampling[30] ⁠, genetic algorithms[31] ⁠, fragment based 

approaches[32]⁠ and Monte Carlo simulations[33] ⁠. The sampling generates various 

conformations of the small molecules called poses that are evaluated by a scoring scheme. 

The scoring includes physics based scoring schemes, empirical scoring functions or 

knowledge based potentials[34]⁠. 

Autodock[35]⁠ is one of several popular docking programs (Refer Table1 for other docking 

methods) that uses a Lamarckian genetic algorithm for sampling conformations. A semi-

empirical free energy force field is used to predict the binding free energy. Binding poses of 

a small molecule can be sampled on the entire protein surface or it can be restricted to 

binding pockets (such as the 2 pockets predicted by DEPTH for Nipah glycoprotein). Along 

with exploring the poses of the small molecule, protein side chain conformations can also 

be sampled to account for their flexibility  (flexible docking). The tutorial 

http://autodock.scripps.edu/faqs-help/tutorial/using-autodock-4-with-

autodocktools/2012_ADTtut.pdf describes the docking procedure elaborately. 

1.4 Shortlisting the compounds 

One method of selecting potential small molecule ligands is based on the energy values of 

their docked poses. If a small molecule is already known to bind a given pocket (control 

molecule), the score of its complex with the protein can be used as a cut-off to shortlist other 

ligands. All the complexes where small molecules are docked at this pocket that have energy 

http://autodock.scripps.edu/faqs-help/tutorial/using-autodock-4-with-autodocktools/2012_ADTtut.pdf
http://autodock.scripps.edu/faqs-help/tutorial/using-autodock-4-with-autodocktools/2012_ADTtut.pdf
http://autodock.scripps.edu/faqs-help/tutorial/using-autodock-4-with-autodocktools/2012_ADTtut.pdf
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better than the cut-off can be considered as potential binding molecules. In cases where 

control molecules are unknown, shortlisting the ligands is challenging and a consensus of 

more than one docking method can be employed to shortlist the ligands. The intersection of 

the top ‘N’ best scoring ligands from various docking software can be further subjected to 

the structural superimposition of the protein to calculate the ligand RMSD between poses 

predicted by different docking tools. All compounds that have ligand RMSD better than a 

preset threshold can be shortlisted for further validation. Such a jury approach ensures 

predictions with increased confidence[8, 36]⁠ 

For the Nipah glycoprotein, a subset of small molecules from the ZINC12 database was 

scanned on the DEPTH predicted binding sites using two docking software, Dock and 

AutoDock. 9 putative ligands were identified from the top scoring 150 molecules that overlap 

between Dock and Autodock runs. Such small molecules can then be experimentally tested 

to confirm their inhibitory activity. 

An alternative to docking for finding the exact binding pose of a particular small molecule 

onto a given target protein, is searching a structural database for regions of geometric and 

physico-chemical similarity of the binding pocket [37].  

2. Modelling protein-peptide complexes  

Several proteins such as MHCs, membrane proteins, etc, interact with peptides[38, 39] ⁠. 

Such interactions are estimated to account for 15% to 40% of known protein-protein 

interactions[40]⁠. Because peptides are usually associated with low levels of toxicity and are 

easy to synthesize [41] ⁠, they make for attractive therapeutic agents[42]⁠. In this section, we 

explore the different approaches for modelling protein-peptide complexes.  



9 

2.1 Predicting binding sites for peptide ligands 

Similar to the modelling approaches described in protein-small molecule ligand modelling 

(Refer section 1), some protein-peptide complex modelling methods require the binding site 

information. ACCLUSTER (http://zougrouptoolkit.missouri.edu/accluster) [43]⁠ is one of the 

several software[44–46]⁠ that can be used to predict peptide binding sites on the surface of 

a given protein(See Note 3). ACCLUSTER uses the standard 20 amino acids as probes to 

detect the poses that form stable chemical interactions with the protein surface. These poses 

are spatially clustered, and the largest clusters are predicted as potential binding sites. We 

tested the ability of ACCLUSTER to predict the peptide binding sites on HLA-B27 major 

histocompatibility complex that is known to bind to antigenic peptides. Starting with a crystal 

structure of HLA-B27 (PDB id 6PYL), without its peptide ligand, the true antigenic peptide 

binding site was one of the predictions.  

2.2 Modelling protein-peptide complexes 

As with most of the methods that deal with modelling complexes, the input here is the known 

3D structure of the target protein. The method of choice would depend on the information 

available about the peptide. If the structure and sequence of the peptide is not known, the 

structure of protein-peptide complex can be predicted using tools such as SPOT 

peptide(Section 2.2.1) [47] ⁠. If the sequence of the binding peptide is known, the 3D structure 

of the complex can be modelled using tools such as GalaxyPepDock(Section 2.2.2.1) [48] ⁠, 

Rosetta FlexPepDock (Section 2.2.2.2)[49]⁠, and HADDOCK [50] ⁠ (Refer table 2 for various 

methods of protein-peptide complex modelling). 

http://zougrouptoolkit.missouri.edu/accluster
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2.2.1 Predicting the sequence of the peptides and the structure of the protein-peptide 

complex 

The methods in this category fall into two classes, a) knowledge-based [51, 52] and b) de 

novo[53–55]⁠. Knowledge based methods make use of known structural information to 

predict the structure. The de novo methods, however, are independent of the known 

structural information and generally make use of physics based principles to predict the 

structure of the complex. In this section, we describe a prediction of the peptide that is most 

likely to bind histone transferase (Histone-lysineN-methyl transferase 2A) using the 

knowledge based method, SPOT-Peptide (http://sparks-lab.org/tom/SPOT-peptide)[47]⁠. 

The 3D structure of the histone transferase is used as the target protein. SPOT-Peptide 

superimposes this target protein on a library of known peptide binding proteins to identify 

suitable templates. Models are built using these templates and are assessed using 

DFIRE[56]⁠ and evolutionary alignment score. The models that are favourably scored from 

either of the scoring schemes are then filtered by a score based on template similarity, SP-

score to get final predicted models. 

All the predictions are associated with the three assessment scores and a list of residues of 

the protein that interact with the peptide. SPOT-peptide was able to successfully reproduce 

the transferase and peptide complex as one of the top predictions. The predicted complex 

is comparable to the crystal structure, with a peptide backbone RMSD of ~2.5Å.  

2.2.2 Docking peptides onto target proteins 

Docking a given peptide onto a protein can be guided by a template. Template based 

methods rely on structures of homologous complexes to model the 3D structure. If 

homologous templates are unavailable, template independent docking algorithms are 

employed [56]⁠. 

http://sparks-lab.org/tom/SPOT-peptide
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2.2.2.1 Template based docking of protein-peptide complexes 

The GalaxyPepDock server (http://galaxy.seoklab.org/pepdock) [57]⁠ is a template based 

docking program that uses structural similarity of the protein and sequence similarity of the 

peptide to identify the templates. To predict the complex of ubiquitin Nedd4 with the peptide 

PPXY (a motif of arrestin-related domain-containing protein-3), GalaxyPepDock takes a 3D 

structure of the ubiquitin and the sequence PPXY as inputs. Multiple models are generated 

by GalaxyTBM[58, 59]⁠ for each homologous template identified by structural and interaction 

similarity. Top 10 best energy models for each template are refined by energy based 

optimization and are presented as final predicted models. The predicted complexes are 

associated with details such as templates used for protein and peptide, sequence 

alignments, structure similarity score, interaction similarity score, accuracy and the residues 

on the protein predicted to interact with the peptide. The predicted model for ubiquitin and 

motif peptide complex (excluding the known crystal structure template), was built using a 

template with high structural similarity assessed by a metric called TM-score [60]⁠. 

2.2.2.2 Local docking of protein-peptide complexes 

Given a peptide sequence and a protein structure on which a binding pocket has been 

identified (Refer to section 2.1), local docking can be used to predict the 3D structure of the 

complex. One such method is Rosetta FlexPepDock 

(http://flexpepdock.furmanlab.cs.huji.ac.il/) [49, 61]⁠. The input is an approximate protein-

peptide complex (See Note4) where the peptide is placed near the binding pocket. The initial 

complex can be built using standard homology modelling tools. If the structure of homologs 

is not available, an initial peptide conformation can be manually constructed and placed in 

the vicinity of the binding site using tools such as Chimera[62]⁠. Rosetta FlexPepDock refines 

the initial complex structure in 200 independent FlexPepDock simulations. 100 of these are 

http://galaxy.seoklab.org/pepdock
http://flexpepdock.furmanlab.cs.huji.ac.il/
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performed in a high-resolution mode, whereas, the other 100 are performed with a low-

resolution pre-optimization followed by a high-resolution refinement step. These are then 

ranked according to the rosetta full-atom energy score. Ten best scoring complexes are 

presented as final predictions. 

Along with the initial approximate model, atomic constraints, if known, can also be provided. 

To better assess the predicted structure, a reference structure can be used as a comparison 

standard. The reference structure is often a structure of a similar interaction and is used to 

calculate RMSDs of the predicted complex. If the reference structure is not given as an input, 

RMSDs are calculated with respect to the starting conformation(input protein-peptide 

complex). Users can select the representative atoms for RMSD calculation, the default 

selection is peptide backbone heavy atoms. 

2.2.2.3 Blind docking of protein-peptide complexes 

When little or nothing is known about the peptide binding site or the peptide conformation, 

we can take recourse to blind docking. The software AnchorDock performs blind docking by 

employing a variation of molecular dynamics (MD) simulations[62, 63]⁠. The inputs are the 

structures of the target protein and a peptide with an extended initial conformation. A free 

peptide folding simulation is performed with explicit solvent to get a peptide conformation for 

docking. It localizes the conformational space by identifying the most probable peptide 

binding regions on the surface of the protein called anchoring spots using 

ANCHORSMAP[64]⁠. Once the anchoring spots are identified, an anchor-driven simulated 

annealing simulation is applied to the free peptide conformation around the anchoring spots. 

The simulation trajectories are clustered based on backbone RMSD and ranked based on 

the average potential energy of the system to get the final protein-peptide complexes (the 

one with the least energy). Refer to  https://link.springer.com/protocol/10.1007/978-1-4939-

6798-8_7 for a detailed protocol [65]⁠. 

https://link.springer.com/protocol/10.1007/978-1-4939-6798-8_7
https://link.springer.com/protocol/10.1007/978-1-4939-6798-8_7
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2.3 Assessing predicted models with various scoring schemes 

The modelled complexes can then be assessed by various protein-peptide complex scoring 

schemes such as the FoldX suite, that computes the interaction energy. In principle all the 

protein-protein assessment scores can also be used here. For more details on this, refer to 

section 3.3) 

3. Modelling protein-protein complexes 

Only ~6% of all estimated protein interactions have experimentally solved structures in the 

PDB leaving a substantial number of them structurally uncharacterized[65] ⁠. Computational 

methods can aid in modelling these uncharacterized structures. Similar to protein-peptide 

complex modelling methods, the protein-protein complex modelling methods have two 

broad categories i.e., template based prediction and docking. The section below describes 

some of these methods for dimeric complexes. Modelling of multimeric interactions is 

covered in section 5. 

3.1.1 Template based prediction of structure of a protein – protein complex given 

structures of the target proteins 

PRISM [66]⁠(http://cosbi.ku.edu.tr/prism/) is one of the several (Refer table 3) template based 

docking programs that predict the structure of the complex when the structures of both the 

target proteins are known. PRISM was used to model the falcipain-cystatin complex [66]⁠. 

Falcipain is a cysteine protease that is inhibited by cystatin. PRISM takes the structures of 

the targets falcipain and cystatin as inputs. The surface of the targets is then scanned 

through a library of known protein-protein interfaces to identify a template interface (based 

on the structural match). Models are built using the identified template interface and are 

http://cosbi.ku.edu.tr/prism/
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assessed using an energy function, FiberDock[67] ⁠. The lower the energy, the better is the 

model. PRISM built the best scoring model for the falcipain-cystatin complex using a 

template of Cathepsin B (a cysteine protease) and stefin A (inhibitor of cysteine protease) 

complex. The predicted model had the binding regions and relative orientation of the two 

proteins similar to that of the native falcipain-cystatin complex (PDB ID:1YVB) [68]⁠. 

In addition to the structure of targets, the template interface, if known, can also be provided 

as an input. PRISM will then only sample over the specified interface instead of the entire 

library of protein-protein interfaces. 

3.1.2 Template based prediction of structure of a protein complex when the structures of 

the constituent target proteins are not known 

To predict the structure of the protein-protein complex, where the structure of the two (or 

more) target proteins and that of their complex is unknown, template based prediction 

methods (Refer table 3) can be used. HOMCOS (http://homcos.pdbj.org/) [69, 70] ⁠ is one 

such method that is based on dimeric threading. It uses homologous dimeric templates to 

predict structures of complexes. Here, we use an example of constructing a complex of 

kinase CDK5 and Cyclin B1, with which it is known to interact specifically, as described 

comprehensively elsewhere [70] ⁠. To predict the structure of their complex, their structures 

(if structures are known) or sequences are inputs to the HOMCOS server. The HOMCOS 

server identifies the homologous dimeric templates for the target proteins CDK5 and 

Cyclin B1, by performing 2 rounds of BLAST over the PDB database, one for each of the 

given target. Of the detected dimeric templates, only those that involve homologs of both, 

CDK5 and Cyclin B1 are used to build models. The models are associated with statistics 

such as the percentage identity of aligned residues and contact residues, the number of 
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aligned contact residues and number of contact residues in the template homolog. Model 

selection can be assisted by these statistics and is at the discretion of the user. 

The HOMCOS server depends on dimeric homologous templates to predict structures. In 

the absence of such templates, monomer threading followed by oligomer mapping 

approaches can be used. SPRING(https://zhanglab.ccmb.med.umich.edu/spring/) [71]⁠ is 

one such method (Refer table 3) that models dimeric complexes. SPRING was used to 

model a homodimeric complex of a peroxidase, 1-Cys peroxiredoxin [71]⁠. To model the 

homodimeric complex, SPRING takes sequences of the two targets as inputs. In this case, 

the sequence of 1-Cys peroxiredoxin is used as both the targets. For each of the query 

proteins, the SPRING algorithm searches templates for threading. The target sequences 

are threaded onto each of the interacting monomers of the template. The models are then 

evaluated based on the SPRING score that is a composite of a threading Z-score, a 

structural alignment score (TM-align score) and a contact based potential. Models are 

ranked based on the SPRING score. The best scoring model of the dimeric complex of 1-

Cys peroxiredoxin had a TM-score of 0.75 and interface RMSD of 3 Å (See Note 5)  

3.2 Protein-protein Docking 

Protein protein docking can be used when no suitable templates for modelling the protein-

protein complexes are available. Docking samples various conformations/configurations in 

which the two proteins can associate with each other and scores them to identify the most 

probable mode/pose of association. 

Similar to protein-small molecule docking, protein-protein docking can be either local, here 

the search is localized with the help of user provided restraints, or blind, where the entire 

surface of the protein is sampled. The following section deals with local and blind docking 

of protein-protein complexes 

https://zhanglab.ccmb.med.umich.edu/spring/
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3.2.1 Restraint based local docking of protein-protein complexes 

As mentioned earlier (section 1.2), local docking methods try to localize (restrict) the 

conformational sampling space. In protein-protein local docking, the search space can be 

restricted using user provided restraints. The restraints can be a list of interacting residues 

of the two proteins, or more specifically be distances between specific amino-acids. Such 

restraints are often extracted from experimental data. Computational methods such as 

CPORT[72]⁠ (See Note 6), BIPSPI[73] ⁠, EVcoupling complex[74]⁠ (See Note 7) etc. can also 

be employed to predict the restraints. 

Local docking can now be performed using the identified restraints. HADDOCK 

[75]⁠(http://milou.science.uu.nl/services/HADDOCK2.2/) is one of the several 

software/webservers[refs] that perform local docking. The structure of the two target proteins 

and the restraints are inputs to HADDOCK. The residues that are known to contribute to the 

interaction but are of limited importance, called passive residues, can also be specified or 

HADDOCK can automatically select them. HADDOCK samples docking poses and performs 

clustering based on the pose similarity. All the clusters are provided as output. The best 

cluster is the one with the lowest HADDOCK and Z-score. The server also provides values 

for electrostatic, desolvation, van Der Waals and restraint violation energies (See Note 8). 

3.2.2 Blind docking of protein-protein complexes 

In the absence of reliable restraints, blind docking can be performed. Blind docking involves 

prediction of the structure of the protein-protein complex without any prior knowledge of 

interacting residues or restraints. The Z-dock webserver [76]⁠ (http://zdock.umassmed.edu/) 

performs such blind docking (Refer table 4 for other methods). It takes the structure of the 

two target proteins as input. If the structure is provided in the form of PDB IDs, the entire 

biological assembly or specific chains can be used for docking. It uses rigid body docking to 

http://milou.science.uu.nl/services/HADDOCK2.2/
http://zdock.umassmed.edu/
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sample conformations of the two targets onto each other. The docking poses are evaluated 

based on a score that involves shape complementarity, electrostatics and statistical potential 

terms. The top ‘N’ docking poses can be further evaluated based on the user’s choice. Z-

DOCK also provides the facility to select residues that can be part of the binding site or can 

be excluded from the binding site. 

3.3 Evaluating protein-protein complexes 

Most, if not all models that are built or predicted are scored based on their in house/known 

scoring schemes. The complexes can be evaluated by various independent scoring 

schemes to gain higher confidence in the prediction. The PIZSA [77, 78] ⁠ webserver 

(http://cospi.iiserpune.ac.in/pizsa/) predicts if the complex is a binder/non-binder using a 

knowledge based statistical potential. The predicted complexes can be uploaded on the 

webserver(See Note 1). A distance cut-off threshold for interface residue definition can be 

chosen between 4 Å, 6 Å and 8 Å. The best results are obtained at 4 Å. A Z-score value of 

greater than 1.2 indicates a stable association. 

Another scoring scheme from the FoldX suite [79] ⁠(http://foldxsuite.crg.eu/) can be used to 

assess the interaction by calculating the binding free energy. FoldX is an empirical force 

field developed for the fast evaluation of protein complexes. The standalone version can 

be installed and the protein complex can be evaluated using it. A negative value indicates 

a feasible interaction. 

http://cospi.iiserpune.ac.in/pizsa/
http://foldxsuite.crg.eu/
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4. Modelling protein-nucleic acid complexes 

Protein-nucleic acid interactions regulate various processes such as gene expression, DNA 

repair, replication of the DNA/RNA and several others [80] ⁠. Structures of protein-nucleic acid 

complexes are hence vital to get insights into the molecular mechanism of these processes. 

This section describes computational methods for predicting the structures of complexes of 

proteins with DNA/RNA. As with other sections, protein-Nucleic acid modelling also has two 

broad categories, template based modelling and docking. 

4.1 Template based modelling of protein-nucleic acid complexes 

Template based modelling is preferred over docking in the presence of a suitable 

template[81]⁠. The template based methods are of two types, homology modelling[82] ⁠ and 

fragment based assembly[80] ⁠ 

4.1.1 Homology modelling of protein-nucleic acid complexes 

In the presence of homologous templates, methods such as TFmodeller[82] ⁠ (Refer table 4 

for other methods) can be used to model a protein-DNA complex. TFmodeller takes the 

FASTA sequence of a protein as input. The template to be used if known, can be provided 

as an input. If not, TFmodeller identifies homologous templates using PSI-BLAST. The 

homologs are searched in a library of protein-DNA complexes obtained from the PDB. Each 

of the identified templates is used to build a complex of the query protein with the template 

DNA. The predicted models, a matrix of homologous interface contacts, the alignment used 

for the creation of the complex and a list of query positions interacting with the nucleotide 

along with their conservation are presented as output. 

For modelling protein-RNA complexes (Refer table 4 for various methods of protein-RNA 

complex modelling), MPRDock (http://huanglab.phys.hust.edu.cn/mprdock/) [83]⁠ uses a 

http://huanglab.phys.hust.edu.cn/mprdock/
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combination of template based modelling and docking. MPRDock allows flexibility of protein 

side-chains by considering an ensemble of protein structures that are modelled based on 

homologous templates. The RNA is considered as a rigid entity and is docked on each 

protein from the ensemble. The docked complexes are evaluated by an inbuilt scoring 

function. The lower the score, the better is the model. The input for MPRDock is the structure 

of RNA and structure or FASTA sequence of the protein. The binding interface and distance 

restraints (between amino acid and nucleotide residues) if known, can also be provided. The 

output consists of all the modelled Protein-RNA complexes along with their energy values. 

4.1.2 Fragment based modelling of protein-nucleic acid complexes 

Protein Assisted DNA Assembly[80]⁠  is a fragment based method that can be used to predict 

the DNA-protein complex or DNA-binding site on a protein. It has a library of small fragments 

of proteins (length of 6 to 12 amino acids) along with their interacting dsDNA (length of 4 to 

8 base pairs) obtained from the known DNA-protein complexes. An empirical interaction 

model generator performs docking using this library to build docking models. The models 

are then scored and filtered using a statistical knowledge based force-field (See Note 9) 

Similar to protein assisted DNA assembly, RNAx [84] ⁠ is a fragment based method for 

docking of RNA fragments. Refer to the tutorial http://modelx.crg.es/PADA1Tutorial for 

details of the commands for both RNAx and protein assisted DNA assembly. 

4.2 Docking of protein-nucleic acid complexes 

Protein-nucleic acid docking methods can be knowledge based or ab initio. Knowledge 

based methods can be applied if the information of the interface region is known, otherwise, 

ab initio methods are used. 

http://modelx.crg.es/PADA1Tutorial
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4.2.1 Knowledge based docking of protein-nucleic acid complexes 

Knowledge based docking uses information about the interface residues in the protein. The 

interface residues can be inferred from experiments or can be predicted computationally. A 

variety of sequence and structure based algorithms can be used to predict these interface 

residues on DNA/RNA and on protein (Refer table 4 for the methods). These interface 

residues can be specified as inputs to HADDOCK 

(https://milou.science.uu.nl/services/HADDOCK2.2/haddock.php) for docking DNA/RNA on 

protein[75, 85]⁠. HADDOCK takes structures of both, the protein and the DNA/RNA as inputs 

(See Note 10). With the specified input structures and restraints, HADDOCK performs rigid 

docking followed by semi-flexible and solvent refinements. The docking models are 

clustered based on structural similarity to one another (RMSD). The final clusters (predicted 

models) are selected based on the HADDOCK scoring function.  

4.2.2 Blind docking of protein-nucleic acid complexes 

NPDock [86]⁠ is an exclusively designed nucleic acid-protein docking method that can be 

used when the sequence of DNA that binds the protein of interest is known. It has been 

employed to characterize novel transcription factors such as PvDREB1A[87] ⁠. NPDock 

accepts structures of DNA/RNA and proteins as inputs. The DNA/RNA-protein rigid body 

docking is performed using GRAMM [88] ⁠ and scored using statistical potentials, DARS-RNP 

and QUASI-RNP [89]⁠ for RNA-protein complexes and a combination of QUASI-DNP, 

DFIRE[56]⁠ and Varani group potential[25]⁠ for DNA-protein complexes. The best scoring 

models are clustered based on structural similarity and refined using a simulated annealing 

protocol. The predicted models are the best scoring complexes in the three biggest clusters. 

The clash score of the best model of the biggest cluster is provided along with the plot for 

the change in score across the duration of the simulation. 

https://milou.science.uu.nl/services/HADDOCK2.2/haddock.php
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To get better confidence in the models generated by various software, the models can be 

further assessed using the EvaluateComplex function of ModelX. The command line 

parameters to be used are mentioned in the ModelX tutorial 

(http://modelx.crg.es/PADA1Tutorial) 

5. Modelling macromolecular assemblies containing various biomolecules      

Macromolecular assemblies are biological structures with dimensions in the range of few 

nanometers to micrometers. They consist of various proteins, peptides, nucleotides, etc. 

that together act as a functional unit. Elucidating the 3D structures of these macromolecular 

assemblies is crucial to understand their mechanism. Experimental methods of determining 

structures of assemblies are challenging due to the complexity and heterogeneity of the 

assemblies. Computational methods such as integrative modelling can aid in determining 

the structure of these assemblies. Integrative modelling uses various inputs obtained from 

multiple experiments, statistical analysis etc. to model the structure of the assembly[90–92]⁠. 

It follows a four stage process that involves data collection, representation and evaluation 

of models, sampling conformations and validation. These four stages are iterated until 

ensemble/s of structures that satisfy the input restraints are found. The following sections 

describe each of these steps. 

5.1 Data collection 

This stage involves finding data that describes the assembly. The description involves 

identifying copy number, shape and localization of each unique component, shape and 

symmetry of the overall assembly, relative orientations, envelope surface and contacts 

between the components. These data can be obtained from different independent 

experiments. For instance, the overall shape and symmetry of the macromolecular assembly 
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can be obtained by Electron Microscopy (EM) or Cryo-Electron Microscopy (Cryo-EM) 

(Refer Table 5 for data that can be extracted from various experiments). Along with 

experimental data, computational data such as homology models of individual components, 

statistical inferences from bioinformatics data, etc. can also be used to model the 3D 

structure of the assembly. The quality and quantity of the collected data affect the accuracy 

of the generated models (See Note11 and Note13). 

5.2 Data representation and model evaluation  

The data collected in the previous stage is represented as spatial restraints for modelling 

(Refer table 5). In cases where experimental data are not available, computational 

techniques play a dominant role in determining the inter-component structural data. Several 

methods that model Protein-Protein, Protein-DNA/RNA complexes [Refer Section 3.2.1 and 

4.2.1] can provide spatial restraints between the interacting components that can be used 

for macromolecular complex modelling. 

The features being restrained include angles, distances and relative orientations. These 

restraints are in the form of probability density functions that describe the assembly. All the 

specified restraints are combined into a scoring scheme and used to evaluate the generated 

conformations.  

Integrative modelling Platform (IMP) is one of the earliest software to perform integrative 

modelling. We use IMP to illustrate the workflow of the integrative modelling method. IMP 

provides IMP:Model and IMP:Restraint modules [93, 94] ⁠ to facilitate the representation of 

experimental data into spatial restraints. These modules can represent different 

experimental data to a single and compatible platform for representation and scoring.  
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5.3 Sampling and optimization        

Two different protocols can be followed depending on the symmetric or non symmetric 

nature of the macromolecular assemblies. In a symmetric complex, individual components 

follow a symmetrical pattern such as linear, spiral, circular (example: Rad51, Microtubules, 

Actin filaments). In a non symmetric complex, the different components do not follow a 

regular pattern (example: Ribosome, Proteasome, Chromatin, Intermediate Filaments). 

If the macromolecular complex is symmetric, then the symmetry restraint between the 

repeating units provide a symmetrical axis. Rigid body transformation of the repeating units 

around the symmetrical axis can be done using CLICK (a topology independent structural 

superimposition program) [95, 96]⁠to create a complete model of the multi-component 

macromolecular structure.  

If the macromolecular complex is not symmetric, then various conformations are sampled 

followed by optimization (See Note12). The computational assembly starts with sampling a 

random configuration. The scoring scheme constructed in section 5.2 evaluates the 3D 

structure/model. An optimizer minimizes the violated restraints, and the final score defines 

the quality of the optimized models.        

Depending on the type of experimental data, several methods exist in the IMP package and 

other softwares for computational optimization[97] ⁠. For instance, the IMP:MultiFit module for 

multi-component molecular docking and fitting on EM maps[1] ⁠, IMP:EmageFit module uses 

available subunit structures and EM class averages[98] ⁠, IMP:MultiFoXS for multi-state 

models using SAXS data [49]⁠  
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5.4 Ensemble analysis 

Models from section 5.3 are clustered based on structural similarity to get ensembles. 

Analyzing these ensembles allows us to evaluate the quality of the models. The analysis 

involves the assessment of probability distributions of component properties such as 

positions, contacts, and localization. Single peak distributions with a small standard 

deviation indicate precise input information. Lack of such single peak distributions indicates 

the possibility of alternate configurations/conformations or inconsistent input data. In such 

cases, the entire exercise can be repeated leaving out fewer or different set of restraints for 

validation or alternatively by getting more information about the assembly to get more 

restraints. If the ensemble analysis shows satisfactory results (See Note13 and 14), then 

the model can be further validated by experimental testing.  
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Notes 

1. The computational techniques are sensitive to clashes and orientations of side chains 

in the initial input models. The input models should be free of clashes. To remove the 

clashes chimera can be used. Open the structure in Chimera and go to Tools -> 

Structure editing -> Energy minimize. A more elaborate energy minimization can also 

be done to remove clashes and improve interactions using GROMACS [99, 100] ⁠ 

(Please follow http://www.mdtutorials.com/ till energy minimization). 

2. Model the protein structure to fill in missing atoms/residues (complete PDB) before 

predicting the binding pockets. Do not add hydrogens to the structure while predicting 

the binding pockets using DEPTH server. Use the complete PDB with no missing 

atom for docking. 

3. It is recommended to pre-check the PDB file for the presence of mutated non-

standard residues. The PDB file should have at least 31 and maximum 1000 amino 

acids. Additional inputs such as the peptide sequence and the residues that are away 

from binding site if known, can be provided. These additional inputs improve the 

computational efficiency of the method.  

4. The protein-peptide complex for Rosetta FlexPepDock should not contain any 

heteroatoms. 

5. The models built using SPRING only contains C-alpha atoms. The complete models 

can be further built using the predicted model as a template using MODELLER 

(Please follow MODELLER tutorial on Basic modelling at 

https://salilab.org/modeller/tutorial/basic.html). 

http://www.mdtutorials.com/
https://salilab.org/modeller/tutorial/basic.html
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6. CPORT over predicts the interface residues. In cases if a large number of interface 

residues are predicted, one can just take the interface residue prediction from any of 

the servers that CPORT uses to make the prediction. 

7. The coupling file provided by evcouplings contains information of both inter and intra 

target protein couplings. It is important to filter the table to only extract information 

about inter protein coupling. 

8. HADDOCK server has multiple services based on the type of restraint data. The easy 

interface is used when the number of interface residues are less and we are confident 

about them. The prediction interface should be used with tools that over predict the 

interface such as CPROT. Several restraints such as ambiguous interaction 

restraints, dipolar coupling restraints, pseudo contact restraints etc. can also be 

utilized in the Expert and Guru interface. Details about restraints that can be set up 

using the Expert and Guru Interface can be found in HADDOCK manual 

(https://www.bonvinlab.org/software/haddock2.2/manual/). Increasing the number of 

restraints can help reduce docking sampling space and improve prediction accuracy. 

9. The MYSQL dumps are extremely large and you may need to install MYSQL in an 

external device with at least 50GB space available. 

10. Important to note that the web server asks for residue numbers. So if the protein has 

multiple chains and the residue numbers overlap, it can create a problem. So the 

residues must be renumbered so that they are unique. 

11. The amount and quality of the data collected can significantly increase or decrease 

the accuracy of the models. Thus, the data for building and validating the models 

should be balanced in terms of quality and quantity. 

https://www.bonvinlab.org/software/haddock2.2/manual/
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12. Non-symmetric macromolecular complexes need to be sampled extensively during 

optimization compared to symmetric complexes. Inappropriate sampling and scoring 

strategy may present convergence issues to optimizing algorithms and can  lead to 

incorrect models. Thus, obtaining symmetry restraints (if present) can significantly 

improve the model quality. 

13. The clustering of the ensemble can lead to three possible outcomes. (1) A single 

cluster satisfies all restraints; This implies that the data is sufficient for determining 

the unique native structure. (2) Two or more clusters satisfy the restraints; Implies 

that data is insufficient to resolve a unique native structure or there are multiple 

conformations of the system. 3) No cluster satisfies the restraints; Implies that either 

the data is wrong or there has been an error in data interpretation. 

14. Integrative modelling uses experimental data having different resolutions to construct 

a 3D model. Thus, different parts of the macromolecular complex have different 

resolution and accuracy. 
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Table 1: Non-exhaustive list of protein-small molecule docking methods 

Tool URL 

AutoDock[101]⁠ http://autodock.scripps.edu/downloads/autodock-
registration/autodock-4-2-download-page/ (standalone) 

AutoDock Vina[102]⁠ http://vina.scripps.edu/download.html (standalone) 

DOCK[103]⁠ http://dock.compbio.ucsf.edu/Online_Licensing/index.htm 
(standalone) 

FlexX[32]⁠ https://www.biosolveit.de/FlexX/ (standalone) 

GOLD[31]⁠ https://www.ccdc.cam.ac.uk/solutions/csd-
discovery/components/gold/  (standalone) 

GLIDE[29]⁠ https://www.schrodinger.com/glide (standalone) 

LigandFit[33]⁠ Not available 

SwissDock[104]⁠ http://www.swissdock.ch/ (standalone) 

 

Table 2: Non-exhaustive list of protein-peptide complex modelling methods 

Tool Algorithm  URL 

Pro_Ligand[112]⁠ De novo Not available 

SPOT-Peptide[47]⁠ 
Knowledge-
based 

http://sparks-lab.org/tom/SPOT-peptide/ 

GalaxyPepDock[57]⁠ 
Template-
based 
Docking 

http://galaxy.seoklab.org/pepdock  

Rosetta 

FlexPepDock[49] ⁠ 

Local 
Docking 

http://flexpepdock.furmanlab.cs.huji.ac.il/ 

DynaDock[113]⁠ Not available 

PepCrawler[114] ⁠ http://bioinfo3d.cs.tau.ac.il/PepCrawler/ 

HADDOCK peptide 

docking[115]⁠ 
http://milou.science.uu.nl/services/HADDOCK2.2/haddock.php 

PEP-FOLD 3[116]⁠ http://bioserv.rpbs.univ-paris-diderot.fr/services/PEP-FOLD3 

AutoDock Vina[102]⁠ http://vina.scripps.edu/download.html (standalone) 

DINC 2.0[105]⁠ http://dinc.kavrakilab.org/ 

Surflex-Dock[106]⁠ https://omictools.com/surflex-dock-tool (standalone) 

pepATTRACT[107]⁠ 
Blind 
Docking 

http://bioserv.rpbs.univ-paris-diderot.fr/services/pepATTRACT/ 

MDockPeP[108] ⁠ http://zougrouptoolkit.missouri.edu/mdockpep/  

CABS-dock[109]⁠ http://biocomp.chem.uw.edu.pl/CABSdock 

http://autodock.scripps.edu/downloads/autodock-registration/autodock-4-2-download-page/
http://autodock.scripps.edu/downloads/autodock-registration/autodock-4-2-download-page/
http://vina.scripps.edu/download.html
http://dock.compbio.ucsf.edu/Online_Licensing/index.htm
https://www.biosolveit.de/FlexX/
https://www.ccdc.cam.ac.uk/solutions/csd-discovery/components/gold/
https://www.ccdc.cam.ac.uk/solutions/csd-discovery/components/gold/
https://www.schrodinger.com/glide
http://www.swissdock.ch/
http://sparks-lab.org/tom/SPOT-peptide/
http://sparks-lab.org/tom/SPOT-peptide/
http://flexpepdock.furmanlab.cs.huji.ac.il/
http://bioinfo3d.cs.tau.ac.il/PepCrawler/
http://milou.science.uu.nl/services/HADDOCK2.2/haddock.php
http://milou.science.uu.nl/services/HADDOCK2.2/haddock.php
http://bioserv.rpbs.univ-paris-diderot.fr/services/PEP-FOLD3
http://bioserv.rpbs.univ-paris-diderot.fr/services/PEP-FOLD3
http://vina.scripps.edu/download.html
http://dinc.kavrakilab.org/
https://omictools.com/surflex-dock-tool
http://bioserv.rpbs.univ-paris-diderot.fr/services/pepATTRACT/
http://bioserv.rpbs.univ-paris-diderot.fr/services/pepATTRACT/
http://zougrouptoolkit.missouri.edu/mdockpep/
http://biocomp.chem.uw.edu.pl/CABSdock
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AnchorDock[62] ⁠ Not available 

ClusPro 

PeptiDock[110] ⁠ 
https://peptidock.cluspro.org/ 

PIPER-

FlexPepDock[111]⁠ 
http://piperfpd.furmanlab.cs.huji.ac.il/ 

 

Table 3: Non-exhaustive list of protein-protein complex modelling methods 

Tool Algorithm URL 

Interactome 3D[65]⁠ Template 
based  

http://interactome3d.irbbarcelona.org/   

HOMCOS[69] ⁠ Template 
based 

http://strcomp.protein.osaka-u.ac.jp/homcos/  

PRISM[66]⁠ Template 
based 

http://prism.ccbb.ku.edu.tr/  

iWRAP [122] ⁠ Template 
based 

http://groups.csail.mit.edu/cb/iwrap/  

InterPreTS[123] ⁠ Template 
based 

http://www.russelllab.org/cgi-bin/tools/interprets.pl 

SPRING[71]⁠ Template 
based 

http://zhanglab.ccmb.med.umich.edu/spring/ 

Struct2Net[124] ⁠ Template 
based 

http://groups.csail.mit.edu/cb/struct2net/webserver/ 

Coev2Net[125]⁠ Template 
based 

http://groups.csail.mit.edu/cb/coev2net/  

COTH[117]⁠ Template 
based 

http://zhanglab.ccmb.med.umich.edu/COTH/  

ZDOCK[76]⁠ Docking http://zdock.umassmed.edu/  

Hex[118]⁠ Docking http://hexserver.loria.fr/  

ClusPro[119]⁠ Docking https://cluspro.bu.edu/login.php  

HADDOCK[120] ⁠ Docking http://www.bonvinlab.org/software/haddock2.2/ 

InterEVDock2[121]⁠ Docking http://bioserv.rpbs.univ-paris-
diderot.fr/services/InterEvDock2/ 

 

  

https://peptidock.cluspro.org/
http://piperfpd.furmanlab.cs.huji.ac.il/
http://interactome3d.irbbarcelona.org/
http://strcomp.protein.osaka-u.ac.jp/homcos/
http://prism.ccbb.ku.edu.tr/
http://groups.csail.mit.edu/cb/iwrap/
http://www.russelllab.org/cgi-bin/tools/interprets.pl
http://www.russelllab.org/cgi-bin/tools/interprets.pl
http://www.russelllab.org/cgi-bin/tools/interprets.pl
http://zhanglab.ccmb.med.umich.edu/spring/
http://zhanglab.ccmb.med.umich.edu/spring/
http://zhanglab.ccmb.med.umich.edu/spring/
http://groups.csail.mit.edu/cb/struct2net/webserver/
http://groups.csail.mit.edu/cb/struct2net/webserver/
http://groups.csail.mit.edu/cb/coev2net/
http://zhanglab.ccmb.med.umich.edu/COTH/
http://zdock.umassmed.edu/
http://hexserver.loria.fr/
https://cluspro.bu.edu/login.php
http://www.bonvinlab.org/software/haddock2.2/
http://bioserv.rpbs.univ-paris-diderot.fr/services/InterEvDock2/
http://bioserv.rpbs.univ-paris-diderot.fr/services/InterEvDock2/
http://bioserv.rpbs.univ-paris-diderot.fr/services/InterEvDock2/
http://bioserv.rpbs.univ-paris-diderot.fr/services/InterEvDock2/
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Table 4: Non-exhaustive list of some protein-nucleic acid complex modelling methods 

Tool Algorithm Type of 
nucleic acid 

URL 

MODELLER[135] ⁠ Homology 
modelling 

Protein/ 
DNA/RNA 

https://salilab.org/modeller/download_installation.html 
(standalone) 

Prime 2.0[146] ⁠ RNA http://www.rnabinding.com/PRIME/PRIME2.0.html  

MPRDock[83] ⁠ RNA http://huanglab.phys.hust.edu.cn/mprdock/ 

RNA Secondary Structure Prediction 

RNAfold[152] ⁠ Dynamic 
Programmi
ng 

RNA http://rna.tbi.univie.ac.at/cgi-
bin/RNAWebSuite/RNAfold.cgi 

Modelling Nucleic Acid structure 

3DNA[153] ⁠ Geometry-
Based 
modelling 

DNA/RNA http://web.x3dna.org/index.php/fibermodel 

3D-DART[154]⁠ DNA http://milou.science.uu.nl/services/3DDART/ 

3D-Nus[126]⁠ DNA/RNA https://iith.ac.in/3dnus/DNA%20Mismatch.html  

SimRNA[127] ⁠ RNA https://genesilico.pl/SimRNAweb/submit  

ModeRNA[128] ⁠ Template-
Based 
modelling 

RNA http://iimcb.genesilico.pl/modernaserver/submit/model/  

Binding site prediction 

DBSI[129] ⁠  
Structure-
Based 

DNA https://mitchell-
lab.biochem.wisc.edu/DBSI_Server/upload.php  

DISPLAR[130] ⁠ DNA https://pipe.rcc.fsu.edu/displar.html  

DR_Bind[131] ⁠ DNA http://dnasite.limlab.ibms.sinica.edu.tw/  

DNABINDPROT[1

32]⁠ 
DNA www.prc.boun.edu.tr/appserv/prc/dnabindprot/  

PRNA[133] ⁠ RNA http://doc.aporc.org/wiki/PRNA (standalone) 

aaRNA[134] ⁠ RNA https://sysimm.ifrec.osaka-u.ac.jp/aarna/  

DRNAPred[136] ⁠  
Sequence-
Based 

DNA/RNA http://biomine.cs.vcu.edu/servers/DRNApred/  

DP-Bind[137]⁠ DNA http://lcg.rit.albany.edu/dp-bind/  

Pprint[138] ⁠ RNA https://webs.iiitd.edu.in/raghava/pprint/submit.html  

PRIdictor[139] ⁠ RNA/Protein http://bclab.inha.ac.kr/pridictor/pridictor.html  

RNApin[140] ⁠ RNA https://webs.iiitd.edu.in/raghava/rnapin/submit.php  

PROMO[141, 142] ⁠ DNA http://alggen.lsi.upc.es/cgi-
bin/promo_v3/promo/promoinit.cgi?dirDB=TF_8.3  

TFBind[143] ⁠ DNA http://tfbind.hgc.jp/  

ConTra v3[144] ⁠ DNA http://bioit2.irc.ugent.be/contra/v3/#/step/1 

CiiiDER[145] ⁠ DNA http://www.ciiider.org/ (standalone) 

Modelling DNA-protein Complex (Structure of protein with DNA does not exist) 

TFModeller[82] ⁠ Homology 
modelling 

DNA-protein http://maya.ccg.unam.mx/~tfmodell/index.html  

https://salilab.org/modeller/download_installation.html
http://www.rnabinding.com/PRIME/PRIME2.0.html
http://huanglab.phys.hust.edu.cn/mprdock/
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAfold.cgi
http://rna.tbi.univie.ac.at/cgi-bin/RNAWebSuite/RNAfold.cgi
http://web.x3dna.org/index.php/fibermodel
http://milou.science.uu.nl/services/3DDART/
https://iith.ac.in/3dnus/DNA%20Mismatch.html
https://genesilico.pl/SimRNAweb/submit
http://iimcb.genesilico.pl/modernaserver/submit/model/
https://mitchell-lab.biochem.wisc.edu/DBSI_Server/upload.php
https://mitchell-lab.biochem.wisc.edu/DBSI_Server/upload.php
https://pipe.rcc.fsu.edu/displar.html
http://dnasite.limlab.ibms.sinica.edu.tw/
http://www.prc.boun.edu.tr/appserv/prc/dnabindprot/
http://doc.aporc.org/wiki/PRNA
https://sysimm.ifrec.osaka-u.ac.jp/aarna/
http://biomine.cs.vcu.edu/servers/DRNApred/
http://lcg.rit.albany.edu/dp-bind/
https://webs.iiitd.edu.in/raghava/pprint/submit.html
http://bclab.inha.ac.kr/pridictor/pridictor.html
https://webs.iiitd.edu.in/raghava/rnapin/submit.php
http://alggen.lsi.upc.es/cgi-bin/promo_v3/promo/promoinit.cgi?dirDB=TF_8.3
http://alggen.lsi.upc.es/cgi-bin/promo_v3/promo/promoinit.cgi?dirDB=TF_8.3
http://tfbind.hgc.jp/
http://bioit2.irc.ugent.be/contra/v3/#/step/1
http://www.ciiider.org/
http://maya.ccg.unam.mx/~tfmodell/index.html
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HADDOCK[50] ⁠⁠ Knowledge-
based 
Docking 

Nucleic acid-
protein or 
Protein-
protein 

https://milou.science.uu.nl/services/HADDOCK2.2/hadd
ock.php  

[147]⁠ Rigid Body 
Docking 

Nucleic acid-
protein or 
Protein-
protein 

http://www.sbg.bio.ic.ac.uk/docking/download.html 
(standalone) 

ParaDock[148] ⁠  Nucleic acid-
protein 

http://bioinfo3d.cs.tau.ac.il/ParaDock/php.php  

NPDock[86] ⁠ Rigid Body 
Knowledge-
based 
Docking 

Nucleic acid-
protein 

http://genesilico.pl/NPDock  

3dRPC[149] ⁠ RNA-protein http://biophy.hust.edu.cn/3dRPC  

HDOCK[150] ⁠ Nucleic acid-
protein/Protei
n-protein 

http://hdock.phys.hust.edu.cn/  

PatchDock[151] ⁠ Nucleic acid-
protein/Protei
n-protein 

https://bioinfo3d.cs.tau.ac.il/PatchDock/  

 

  

https://milou.science.uu.nl/services/HADDOCK2.2/haddock.php
https://milou.science.uu.nl/services/HADDOCK2.2/haddock.php
http://www.sbg.bio.ic.ac.uk/docking/download.html
http://bioinfo3d.cs.tau.ac.il/ParaDock/php.php
http://genesilico.pl/NPDock
http://biophy.hust.edu.cn/3dRPC
http://hdock.phys.hust.edu.cn/
https://bioinfo3d.cs.tau.ac.il/PatchDock/
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Table 5: Very few software suites do most/all steps of integrative modelling. This table is a 

list of methods that could be used for the conversion of experimental data into spatial 

restraints for macromolecular assembly modelling. References to studies where such 

methods were utilized is provided in the last column. 

Experimental 
Technique 

Measured Data Structural Data Example 
Reference 

Chemical cross-
linking 

Mass/charge ratio of joint 
fragments 

Upper limit on pair 
distance between reacted 
groups 

[155–157]⁠ 

Forster 
Resonance 
Energy Transfer 
(FRET) 

The yield of fluorescence 
energy transfer 

Distance between donor-
acceptor pairs 
 

[158]⁠ 

Electron 
Paramagnetic 
Resonance 
(EPR) 

Dipole-dipole coupling 
between electron spins 
 

Distance between pairs of 
spin labels 
 

[159, 160]⁠ 

Small Angle X-
Ray Scattering 
(SAXS) 

Scattering intensity as a 
function of momentum 
transfer 

Pair distribution function 
or shape envelope. 
 

[161, 162]⁠ 

EM and Cryo-
EM 

Shape envelope Volume restraints 
 

[163–166]⁠ 

Deuterium 
Exchange Mass 
Spectroscopy 
(DXMS) 

Rate constant of H/D 
exchange 
 

Solvent exposure 
 

[167]⁠ 

Radical 
footprinting 

Rate constant from the 
dose-response curve 

Solvent exposure [168]⁠ 

Circular 
Dichroism (CD) 

Mean residue ellipticity as a 
function of wavelength 

Secondary structure 
content 

[169]⁠ 
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Figure1: Spreadsheet of select protein complex structure modelling methods that can be 

used depending on the information available. The boxed methods that span various sections 

indicate applicability of the method in multiple categories. 
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