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This dissertation is concerned with the small-noise asymptotics of stochastic differential equations and stochastic partial differential equations. In the first part of the manuscript, we present an overview of large deviations theory in the context of stochastic differential equations, with a particular focus on describing the long time behavior of the system in the presence of point attractors. We then present results describing a novel algorithm for computing the quasi-potential, a key quantity in large deviations theory, for two-dimensional stochastic differential equations. Our solver, the Efficient Jet Marcher, computes the quasi-potential $U(x)$ on a mesh by propagating $U$ and $\nabla U$ outward away from the attractor. By using higher-order interpolation schemes and approximations for the minimum action paths, we are able to achieve 2 nd order accuracy in the mesh spacing $h$.

In the second part of the manuscript, we consider two important problems
in large deviations theory for stochastic partial differentiable equations. First, we consider stochastic reaction-diffusion equations posed on a bounded domain, which contain both a large diffusion term and a small noise term. We prove that in the joint small noise and large diffusion limits, the system satisfies a large deviations principle with respect to an action functional that is finite only on paths that are constant in the spatial variable. We then use this result to compute asymptotics of the first exit time of the solution from bounded domains in function spaces. Second, we consider the two-dimensional stochastic Navier-Stokes equations posed on the torus. In the simultaneous limit as the noise magnitude and noise regularization are both sent to 0 , the solutions converge to the deterministic Navier-Stokes equations. We prove that the invariant measures, which converge to a Dirac mass at 0 , also satisfy a large deviation principle with action functional given by the enstrophy.
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## Chapter 1: Introduction to the dissertation

The mathematical modeling of rare events in physical systems is a difficult, yet practically important problem. In many real-world applications, it is often the unexpected outcomes that have the greatest impact - whether it is the spontaneous failure of an engine or a short-term flash crash of the stock market [52]. Both data-based and simulation-based methods for estimating rare event probabilities typically suffer from the issue of small observation counts, which tend to yield estimates of very low statistical power. Significant research is conducted into fields like importance sampling [11] to improve our ability to observe rare events via simulation, but the presence of small sample sizes remains as a significant computational hurdle.

Instead, this dissertation takes the perspective of quantifying probabilities of rare events by applying analytic tools directly to the probabilistic mathematical models themselves. These types of results are typically placed under the umbrella of large deviations theory, a general framework for quantifying rare events in probabilistic systems. The earliest ideas in the theory date back to Harald Cramer in the early 1900s, who priced insurance premiums by estimating the probabilities and potential amounts of future insurance claims [45]. The general abstract framework for the the-
ory is first attributed to Varadhan in 1966 [65], and the ideas have since been applied to all sorts of asymptotic problems in probability theory.

The content of this manuscript concerns the theory of large deviations applied to the setting of dynamical systems perturbed by small amounts of random noise, a field referred to as Freidlin-Wentzell theory as it was pioneered by Freidlin and Wentzell in the 1960s and 1970s [34, 35, 37]. This particular branch of probability theory and differential equations has attracted immense attention over the last 40 years and a number of sophisticated techniques have been developed. In Chapter 2 we present a brief summary of some of the main results, which form the foundation for our work in the later chapters.

The original work in Chapters 3, 4 and 5 can be broken down into two categories within the Freidlin-Wentzell theory umbrella. In Chapter 3, we consider the computational problem of finding numerically some of the important quantities in the theory. In particular, we design a novel technique for numerically evaluating the quasi-potential, an energy function that describes the leading order asymptotics of rare event probabilities in the small-noise limit.

On the other hand, Chapters 4 and 5 consider theoretical problems of proving large deviations type results in the small-noise limit for multi-scale stochastic partial differential equations. The goal of our work there is to study the interaction between the small-noise limit and other asymptotic features of infinite-dimensional equations. Specifically, in Chapter 4 we consider the interaction between the small-noise limit
and fast transport limit for stochastic reaction-diffusion equations, while in Chapter 5 we consider the simultaneous small-noise and singular noise limits for the stochastic Navier-Stokes equations in dimension 2 on the torus. In the remainder of this chapter, we present an executive summary of the body of this manuscript.

### 1.1 Large deviations theory for stochastic equations

In Chapter 2, we survey many of the key ideas in Freidlin-Wentzell theory, upon whose framework the work in the later chapters is built. There, we discuss asymptotic properties of the solution $X_{t}^{\epsilon}$ to the stochastic differential equation in $\mathbb{R}^{d}$

$$
\begin{equation*}
d X_{t}^{\epsilon}=b\left(X_{t}^{\epsilon}\right) d t+\sqrt{\epsilon} W_{t}, \quad X_{0}=x \tag{1.1.1}
\end{equation*}
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a vector field, $W_{t}$ is a $d$-dimensional Brownian motion, $x \in \mathbb{R}^{d}$ and $\epsilon>0$ is a small parameter. The solution $X_{t}^{\epsilon}$ can be viewed as a perturbation of the solution $X_{t}$ to the ordinary differential equation

$$
\begin{equation*}
d X_{t}=b\left(X_{t}\right) d t, \quad X_{0}=x \tag{1.1.2}
\end{equation*}
$$

Indeed, one can prove that for any $T>0$ the solution $X_{t}^{\epsilon}$ of the stochastic equation (1.1.1) converges in probability as $\epsilon \downarrow 0$ in the space $C\left([0, T] ; \mathbb{R}^{d}\right)$ to the solution $X_{t}$ of the deterministic equation (1.1.2).

The primary goal of large deviations theory in this context is to compute leading order asymptotics of the probabilities that $X_{t}^{\epsilon}$ experiences significant deviations from its "expected" behavior $X_{t}$. These probabilities will in general decay exponentially
in $\epsilon^{-1}$ as $\epsilon \rightarrow 0$ with an exponential rate that can be determined by a least action principle. For example, suppose that

$$
\mathcal{A}:=\left\{\varphi \in C([0, T]): \max _{t \in[0, T]}\left\|\varphi_{t}-X_{t}\right\|>\delta\right\}
$$

represents the set of "rare" trajectories consisting of paths $\varphi$ that deviate from the expected path $X_{t}$ by at least $\delta$ for some $t \in[0, T]$. Due to the aforementioned convergence in probability $\epsilon \rightarrow 0$, the probability $\mathbb{P}\left(X_{t}^{\epsilon} \in \mathcal{A}\right)$ certainly decreases to 0 , but in addition its leading order asymptotics can be determined via large deviation theory. Namely,

$$
\begin{equation*}
\mathbb{P}\left(X_{t}^{\epsilon} \in \mathcal{A}\right) \asymp \exp \left(-\frac{1}{\epsilon} \inf _{\varphi \in \mathcal{A}} \frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-b\left(\varphi_{t}\right)\right\|^{2} d t\right) \tag{1.1.3}
\end{equation*}
$$

where $\|\cdot\|$ denotes Euclidean norm on $\mathbb{R}^{d}$, while $\asymp$ denotes logarithmic equivalence in the $\epsilon \rightarrow 0$ limit (see Chapter 2). An important observation here is that the probability of $X_{t}^{\epsilon}$ realizing the rare event $\mathcal{A}$ only depends on the particular paths $\varphi \in \mathcal{A}$ that minimize the action function (the integral in (1.1.3)). In other words, the leading order term of the probability of event $\mathcal{A}$ is determined entirely by its least unlikely member, which can be determined by finding the solution to a least action problem.

The process $X_{t}^{\epsilon}$ is said to satisfy a large deviations principle if statements of the form (1.1.3) hold for a general class of events $\mathcal{A}$ (see Section 2.1). The majority of Chapter 2 discusses techniques for proving large deviations principles for equation (1.1.1). Considerable focus is given towards viewing large deviations from the weak convergence perspective, an approach that is utilized several times in our main theoretical results in Chapters 4 and 5.

Considerable attention is also given to the long-time dynamics of equation (1.1.1) in the case where the drift field $b$ possesses a stable, globally-attracting equilibrium $\mathcal{O}$. In such a case, the solution $X_{t}^{\epsilon}$ will typically stay very close to the attractor $\mathcal{O}$ for exponentially in $\epsilon^{-1}$ long periods of time, before occasionally experiencing $\mathcal{O}(1)$ sized excursions. The central tool in the analysis of such systems is the time-stationary probability measure $\mu^{\epsilon}$ of equation (1.1.1). While the measures $\mu^{\epsilon}$ may not individually be Gibbs measure for fixed $\epsilon>0$, it turns out that in the $\epsilon \rightarrow 0$ limit, the measures $\mu^{\epsilon}$ asymptotically resemble Gibbs measures

$$
\begin{equation*}
\frac{d \mu^{\epsilon}}{d x} \asymp \exp \left(-\frac{U(x)}{\epsilon}\right), \tag{1.1.4}
\end{equation*}
$$

for some function $U(x)$.
This near-Gibbsian structure will allow for the statement and proof of powerful estimates of the first escape time of the process $X_{t}^{\epsilon}$ from an arbitrary bounded set. In a similar fashion, one can make asymptotic estimates on the frequency of noiseinduced transitions between different attractors of $b$ in the case where $b$ has multiple attractors, known as meta-stable transitions. The exponent $U(x)$ in (1.1.4), called the quasi-potential, features prominently in all of these asymptotic estimates, and much of the later part of Chapter 2 is devoted to providing a thorough description of $U(x)$ and its important properties. In short, this $U(x)$ is the minimum of the action integral (in equation (1.1.3)) over all times $T>0$ and paths $\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)$ such that $U(0)=\mathcal{O}$ and $U(T)=x$. In practical terms, the quasi-potential $U(x)$ provides the cheapest cost of moving from the attractor $\mathcal{O}$ to the point $x$.

We emphasize that none of the work in Chapter 2 is original work, but rather is intended purely to be expository preparation for the remaining chapters. Much of the chapter is attributable to Freidlin and Wentzell, and most of the results can be found in more detail in Chapter 3, 4 and 6 of their book [37]. The weak convergence approach is attributable to Dupuis and Ellis, among others, and can be found in the book [30] and articles [7, 12, 13].

### 1.2 Efficient Jet Marcher for computing the quasi-potential

Chapter 3 is concerned with the development of numerical tools for computing the quasi-potential $U(x)$ for equation (1.1.1) in 2-dimensions. The quasi-potential is important for quantifying much of the long-time asymptotic behavior of (1.1.2) (see Section 2.3.4 and Ch. 4 of [37]), and is of particular interest in biological and ecological systems exhibiting metastability, a phenomenon in which there occasionally occur noise-induced transitions between stable attractors. For example, in [49], they use a 2-dimensional nonlinear SDE to model the populations of two interacting plankton species. Their model supports multiple stable population configurations so that metastable transitions may occur. In order to quantify the expected transition rate, they numerically compute the quasi-potential in the relevant region of phase space.

In practice, there are two primary families of methods for solving for the quasipotential. The first category of methods, which we refer to as path-based techniques, attempt to numerically minimize the action integral directly in order to compute
the minimum action path (MAP) from the attractor $\mathcal{O}$ to a given point $x$. The quasi-potential $U(x)$ is then computed by numerical integration of the action along this MAP. Prominent path-based methods include the Adaptive Minimum Action Method [67] and Geometric Minimum Action Method [38].

The second family of quasi-potential solvers consists of what we refer to as mesh-based solvers. These solvers attempt to solve for the quasi-potential directly on an entire region of space by numerically finding the quasi-potential solution to the Hamilton-Jacobi equation (see Section 2.3.4)

$$
\begin{equation*}
\|\nabla U(x)\|^{2}+\frac{1}{2} b(x) \cdot \nabla U(x)=0, \quad U(\mathcal{O})=0 \tag{1.2.1}
\end{equation*}
$$

Mesh-based quasi-potential solvers typically treat equation (1.2.1) like an eikonal equation and possess a structure similar to Sethian's Fast Marching method [57]. These methods work by discretizing the domain into a mesh and computing $U(x)$ at a mesh point $x$ from the values of $U(y)$ at nearby mesh points $y$ by locally approximating a portion of the MAP from $\mathcal{O}$ to $x$. Since these techniques solve for $U(x)$, they are largely restricted to 2 and 3 dimension in practice. We describe in complete detail the structure of these two families of methods in Chapter 3.

Our main novel result in Chapter 3 is the development of a efficient meshbased quasi-potential solver in two-dimensions that is second order accurate $\mathcal{O}\left(h^{2}\right)$ in the mesh spacing $h$. This algorithm, the Efficient Jet Marcher (EJM), is the first such 2 nd order method for computing the quasi-potential, to our knowledge. Previous quasi-potential solvers [21, 22] in general displayed $\mathcal{O}(h)$ convergence rates
with superconvergence on highly rotational drift fields.
Our solver contains two distinguishing features. The first, inspired by the Jet solver [54], involves an approximation of the MAP between mesh points as a cubic curve, paired with a cubic interpolation of the quasi-potential $U(x)$ mesh points. Past methods have been restricted to the use of linear approximations and linear interpolations, respectively. The higher order interpolation, which is the key to overcoming the $\mathcal{O}(h)$ bottleneck, is possible by letting $\nabla U$ be part of the solution along with $U$ and by using the following geometric relation between $U(x)$ and the MAP $\phi$ passing from $\mathcal{O}$ to $x$ (see Section 2.3.4):

$$
\begin{equation*}
\nabla U(x)=\|b(x)\| \dot{\phi}-b(x) \tag{1.2.2}
\end{equation*}
$$

The second key feature is the use of anisotropic stencils, inspired by [47], to determine which neighboring mesh points of $x$ one should use to search for the MAP. These anisotropic stencils form a smaller and more targeted neighborhood than traditionally used neighborhoods, and they allow for a significant reduction in the number of MAP searches and hence, runtime.

### 1.3 Exit problem for fast transport Reaction-Diffusion equations

In Chapter 4, we move to the infinite dimensional setting of stochastic partial differential equations. We consider the following multi-scale stochastic reaction-diffusion
equation posed on a bounded domain $\mathcal{D}$ in $\mathbb{R}^{d}$ with Neumann boundary conditions,

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)=\frac{1}{\epsilon} \Delta u(t, x)+f(u(t, x))+\sqrt{\epsilon} g(u(t, x)) \partial_{t} W(t, x),  \tag{1.3.1}\\
\left.\nabla u(t, x) \cdot \hat{n}\right|_{\partial \mathcal{D}}=0, \quad u(0, x)=u_{0}(x)
\end{array}\right.
$$

where $\epsilon \ll 1$ is a small parameter and $W$ is a Wiener process in $L^{2}(\mathcal{D})$ with covariance operator $Q$. Actually, in Chapter 4 we consider a more general version of equation (1.3.1) containing an arbitrary elliptic operator $\mathcal{A}$ as well as additional noise acting only on the boundary; however, we restrict here to the simpler version (1.3.1) for expository purposes.

The most notable feature of this model (1.3.1) is the presence of three distinct scales: the large fast transport term $\Delta / \epsilon$, the moderate non-linear reaction term $f(u)$, and the small stochastic reaction term $\sqrt{\epsilon} g(u) d W$. Such a scaling is relevant for chemical systems where local changes in concentration diffuse extremely rapidly and are almost immediately "averaged" across the domain $\mathcal{D}$. In fact, the interaction between this averaging effect and the small-noise limit is the key mathematical phenomena we investigate in this chapter.

One can view the rapid averaging as an agent that reduces the complex infinite dimensional dynamics into something more akin to a finite dimensional problem. Indeed, one may be interested in approximating the SPDE with a simpler ordinary differential equation that treats the concentration $u$ as constant in space. It can be shown [16] that the solutions converge to the solution of the 1-dimensional ordinary
differential equation

$$
\frac{d \bar{u}}{d t}(t)=\bar{f}(\bar{u}), \quad \bar{u}(0)=\frac{1}{|\mathcal{D}|} \int_{\mathcal{D}} u_{0}(x) d x,
$$

where $\bar{f}(r)=\frac{1}{|\mathcal{D}|} \int_{\mathcal{D}} f(u) d x$ is the averaged version of reaction function $f$. We remark that the integration in the averaging is performed with respect to the invariant measure of the semi-group $e^{t \Delta}$, which happens to be the scaled Lebesgue measure on $\mathcal{D}$. However, for the case of a general elliptic operator $\mathcal{A}$ which we will consider, the invariant measure for the semi-group $e^{t \mathcal{A}}$ will be some other measure on $\mathcal{D}$ that is absolutely continuous with respect to Lebesgue measure.

Our first main result in Chapter 4 (formally from [18]) is that the solutions to (1.3.1) satisfy a large deviations principle in the space $C\left([\delta, T] ; L^{2}(\mathcal{D})\right)$ for any $T>0$ and any positive $\delta>0$. The action functional for the large deviations principle, which is spelled out explicitly in Chapter 4 , is only finite on paths $\varphi \in C\left([\delta, T] ; L^{2}(\mathcal{D})\right)$ taking values in the 1-dimensional subspace of $L^{2}(\mathcal{D})$ consisting of constant functions. The requirement of considering intervals $[\delta, T]$ rather than $[0, T]$ is to allow the diffusion time to "dissipate" all of the non-constant modes of the initial condition. In fact, if the initial condition $u_{0}$ is a constant function, then the large deviation principle will hold in $C\left([0, T] ; L^{2}(\mathcal{D})\right)$.

We then consider the problem of the exit of the solution of (1.3.1) from a bounded subdomain $G$ of $L^{2}(\mathcal{D})$, supposing that the "averaged" nonlinearity $\bar{f}$ contains a stable globally attracting equilibrium. Our second main result is the proof of
the statement

$$
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \tau^{\epsilon}=\inf _{x \in G} U(x),
$$

where $U$ is an appropriately defined quasi-potential that is finite only on constant functions in $L^{2}(\mathcal{D})$. To prove this, we follow a modified version of the finite-dimensional strategy given in [37] and [28] (see Section 2.3.1 for a sketch). A typical issue when extending this strategy into infinite dimensions is the requirement that the limits in the large deviations principle must be uniform with respect to any initial conditions of the SPDE in a bounded set of $L^{2}(\mathcal{D})$. In general, there exist a number approaches for obtaining this uniformity with respect to compact sets (see [13], [25]), but it is trickier to obtain for bounded sets. For (1.3.1), we are able to solve this issue by utilizing the fact that the spatial averaging turns bounded sets in $L^{2}(\mathcal{D})$ into "nearly" compact sets in a very short amount of time.

### 1.4 Large deviations for the invariant measure of the stochastic

## Navier-Stokes equations

In the final chapter, we study the following 2-D stochastic Navier-Stokes equations on the periodic box $[0,2 \pi]^{2}$ :

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+(u(t, x) \cdot \nabla) u(t, x)=\Delta u(t, x)+\nabla p(t, x)+\sqrt{\epsilon} \partial_{t} W_{\delta(\epsilon)}(t, x)  \tag{1.4.1}\\
\operatorname{div} u(t, x)=0, \quad u(0, x)=u_{0}(x), \quad u \text { is periodic. }
\end{array}\right.
$$

Here, $\epsilon \ll 1$ is a small parameter and $W_{\epsilon}$ is a Wiener process in $H=\left(L^{2}\left([0,2 \pi]^{2}\right)\right)^{2}$ with spatial correlation on the scale of $\delta$. As the correlation scale $\delta=\delta(\epsilon)$ is sent to 0 , the driving force $\partial_{t} W_{\delta(\epsilon)}$ tends to the space-time white noise. Since the NavierStokes equations driven by space-time white noise are not well-posed in $C([0, T] ; H)$ in dimension greater than 1 , problem (1.4.1) is a singular limit problem. Imposing the spatial correlation $\delta(\epsilon)$ allows us to study this singular limit by instead considering the regularized problem in the space $C([0, T] ; H)$ and then taking $\epsilon$ and $\delta(\epsilon)$ to 0 .

As $\epsilon \rightarrow 0$, one can prove that the solutions to (1.4.1) converge in $C([0, T] ; H)$ as $\epsilon \rightarrow 0$ to the solution to the corresponding deterministic Navier-Stokes equations, provided that $\delta(\epsilon)$ does not decay to 0 too slowly. Moreover, in [15], it is shown that the solutions also satisfy a large deviations principle in $C([0, T] ; H)$ for any $T>0$. Following the strategy of [60], it is often possible to use the large deviations principle for the paths to prove a large deviations principle for the invariant probability measures of the system. This was done for equation (1.4.1) with fixed smooth noise, independent of $\epsilon$ in [8].

This is particularly interesting for the case of $\delta(\epsilon)$ converging to 0 because the limiting noise is isotropic, which allows the quasi-potential to be written down explicitly. In fact, due to the orthogonality relation on the torus between the Laplacian and Navier-Stokes nonlinearity,

$$
0=\langle\Delta u,(u \cdot \nabla) u\rangle_{H},
$$

this equation can be considered an infinite-dimensional example of the transverse
drift decomposition (2.3.9) discussed in Section 2.3.1. Therefore, the quasi-potential $U: H \rightarrow[0,+\infty]$ corresponding to equation (1.4.1) is simply the function

$$
U(h)=\|\nabla h\|_{H}^{2} .
$$

By sharpening the results of [15] and [8] we are able to prove that the invariant probability measures $\mu^{\epsilon}$ of equation (1.4.1) satisfy a large deviation principle in $H$ with respect to the action functional $U(h)$. Effectively, this is a generalization of the statement (1.1.4) to an infinite-dimensional setting where the global attractor is $\mathcal{O} \equiv 0 \in H$, and the attracting component of the drift field is provided by viscous diffusion in the Navier-Stokes equations.

## Chapter 2: Large deviations theory for stochastic differential equations

This chapter provides a brief introduction to some of the main topics in large deviations theory in the context of stochastic differential equations. Both the theoretical and numerical material in the later chapters relies heavily on the theory introduced here. We do not provide full proofs in this chapter, but instead try to include intuitive explanations of the main ideas and techniques, while providing references to where full proofs may be found. The chapter is designed for the audience possessing basic understanding of measure theoretic probability theory and stochastic differential equations.

Much of the work discussed in this chapter is attributable to the pioneering work of Mark Freidlin and Alexander Wentzell, beginning in the 1960s. Many of the key results in the field can be found in their book [37], and the majority of the topics discussed in this chapter, in particular, are covered in more detail in Chapters 3 and 4 of [37]. Another excellent overview of the large deviations theory field is given by Amir Dembo and Ofer Zeitouni in the book [28]. A third resource which we rely heavily on in this chapter is the book [30] by Paul Dupuis and Richard Ellis,
which provides an alternative perspective on the theory of large deviations from the vantage point of weak convergence of probability measures. This is a perspective we take several times in Chapters 4 and 5 in order to prove large deviations principles for solutions to multi-scale stochastic partial differential equations.

In order to avoid obfuscating the main ideas of the theory, we consider throughout this chapter only the following simple finite-dimensional stochastic differential equation. Nonetheless, most of the results and techniques will apply to more complicated equations as well. For a fixed $\epsilon>0$, let $X_{t}^{\epsilon} \subset \mathbb{R}^{d}$ be the solution to the stochastic differential equation

$$
\begin{equation*}
d X_{t}^{\epsilon}=b\left(X_{t}^{\epsilon}\right) d t+\sqrt{\epsilon} d W_{t}, \quad X_{0}=x_{0} \tag{2.0.1}
\end{equation*}
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a vector field, $W_{t}$ is a standard $d$-dimensional Brownian motion on some probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$ and $x_{0} \in \mathbb{R}^{d}$. Throughout this chapter, we will always assume that $b$ is Lipschitz continuous so that equation (2.0.1) is wellposed in the strong probabilistic sense in the space of continuous paths $C\left([0, T] ; \mathbb{R}^{d}\right)$ for any $T>0$.

We are interested in what happens to the solution $X_{t}^{\epsilon}$ as the magnitude of the noise $\epsilon$ is taken to 0 . Intuitively, one would expect that $X_{t}^{\epsilon}$ should behave very similarly to the solution $X_{t}$ of the ordinary differential equation

$$
\begin{equation*}
\frac{d X_{t}}{d t}=b\left(X_{t}\right), \quad X_{0}=x_{0} \tag{2.0.2}
\end{equation*}
$$

and that the size of the deviations of $X_{t}^{\epsilon}$ from $X_{t}$ should decrease as $\epsilon \downarrow 0$, as we see in Figure 2.1. This is true of course, and much of the time the behavior of system (2.0.1)
is well approximated by the behavior of system (2.0.2). For example, convergence in probability of $X_{t}^{\epsilon}$ to $X_{t}$ as $\epsilon \rightarrow 0$ is immediate due to the Lipschitz condition on b. Large deviations theory, on the other hand, is concerned with understanding the regime where this approximation of (2.0.1) by (2.0.2) fails. In particular, it answers the questions of how often and in what ways the random process $X_{t}^{\epsilon}$ experiences significant deviations from its expected behavior, given by $X_{t}$.


Fig. 2.1: Sample trajectories of equation (2.0.1) in $\mathbb{R}^{1}$ for $b(x)=-x / 5$ and $x_{0}=1$. As $\epsilon \downarrow 0$, the probability of $X_{t}^{\epsilon}$ remaining in region $A$ approaches 1 , while the probability of $X_{t}^{\epsilon}$ crossing into region $B$ approaches 0.

A simple question one can ask is: how probable is it for the solution $X_{t}^{\epsilon}$ to lie in a given set of trajectories $\mathcal{A}$ ? For instance, suppose $\mathcal{A} \subset C\left([0, T] ; \mathbb{R}^{d}\right)$ is a particular
subset of the continuous paths in $\mathbb{R}^{d}$. If $\mathcal{A}$ contains an open ball in $C\left([0, T] ; \mathbb{R}^{d}\right)$ (or a tube, in this case) around the solution to the deterministic limit (2.0.2), then one certainly expect that $\mathbb{P}\left(X^{\epsilon} \in \mathcal{A}\right)$ should approach 1 as $\epsilon \downarrow 0$. On the other hand, if the set $\mathcal{A}$ fails to contain such an open set, one would expect the probability to converge to 0 . For instance, using the sets $A$ and $B$ defined in Figure 2.1, we have

$$
\begin{align*}
& \lim _{\epsilon \downarrow 0} \mathbb{P}\left(X_{t}^{\epsilon} \in A \text { for all } t \in[0,1]\right)=1,  \tag{2.0.3}\\
& \lim _{\epsilon \downarrow 0} \mathbb{P}\left(X_{t}^{\epsilon} \in B \text { for some } t \in[0,1]\right)=0 . \tag{2.0.4}
\end{align*}
$$

Large deviations theory is concerned with the latter type of statement. In particular, the theory aims to more precisely quantify the rate at which limit (2.0.4) occurs. Refinement of the former statement (2.0.3) falls more under the domain of central limit-type theorems, which aim to more precisely quantify probabilities of the most likely outcomes. The study of extremely unlikely events on the other hand typically falls far outside the domain of applicability of the central limit theorem.

### 2.1 Large deviations for sample paths

Before trying to more precisely refine (2.0.4) for stochastic differential equations, it is helpful to first consider the very simple case of a family of Gaussian random variables. Let $\xi^{\epsilon}:=\sqrt{\epsilon} \xi$ where $\xi$ is a standard normal $\mathcal{N}(0,1)$ random variable. As we send $\epsilon$ to 0 it is clear that $\xi^{\epsilon}$ converges in probability to 0 . Instead, suppose one was interested in the probability $P\left(\xi^{\epsilon}>a\right)$ for some $a>0$. For small $\epsilon>0$, one can compute
explicitly

$$
\begin{align*}
\mathbb{P}\left(\xi^{\epsilon}>a\right) & =\frac{1}{\sqrt{\epsilon} \sqrt{2 \pi}} \int_{a}^{\infty} \exp \left(-\frac{x^{2}}{2 \epsilon}\right) d x \\
& =\frac{\sqrt{\epsilon}}{a \sqrt{2 \pi}} \exp \left(-\frac{a^{2}}{2 \epsilon}\right)-\frac{\sqrt{\epsilon}}{\sqrt{2 \pi}} \int_{a}^{\infty} \frac{1}{x^{2}} \exp \left(-\frac{x^{2}}{2 \epsilon}\right) d x \\
& \approx \frac{\sqrt{\epsilon}}{a \sqrt{2 \pi}} \exp \left(-\frac{a^{2}}{2 \epsilon}\right) \tag{2.1.1}
\end{align*}
$$

by integrating by parts in the second line and noting the integral term is negligible for small $\epsilon>0$. Hence, we see that the probabilities of the rare event $\left\{\xi^{\epsilon}>a\right\}$ decay exponentially in $\epsilon^{-1}$, which is entirely unsurprising due to the exponential density of the Gaussian distribution.

It is helpful to rephrase (2.1.1) in the following way. Let $\mathcal{A}:=[a, \infty)$ so that (2.1.1) can be re-interpreted in the form

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in \mathcal{A}\right)=-\frac{a^{2}}{2}=\min _{x \in \mathcal{A}} I_{\xi}(x) \tag{2.1.2}
\end{equation*}
$$

where $I_{\xi}(x):=x^{2} / 2$. Equation (2.1.2) relates the exponential decay rate of the probability of $\xi^{\epsilon}$ landing in set $\mathcal{A}$ to the minimum of a non-negative action functional $I_{\xi}$ on that set. The purpose of this re-framing is to illustrate the point that $\mathbb{P}\left(\xi^{\epsilon} \in \mathcal{A}\right)$ is really only determined by one member of the set $\mathcal{A}$, namely its most likely member $a$. Thus, in the $\epsilon \rightarrow 0$ limit the event of $\xi^{\epsilon}$ landing in $\mathcal{A}$ is effectively indistinguishable from the event of $\xi^{\epsilon}$ landing in an arbitrarily small neighborhood of $\mathcal{A}$ 's most likely element. In other words, when a rare event occurs, it will occur with overwhelming probability in the least unlikely way possible, where the unlikeliness is in general measured by an nonnegative action functional.

### 2.1.1 Definitions

The primary goal of the majority of this chapter is to justify large deviations statements of the form of (2.1.2) for solutions to stochastic differential equations. The idea will be fundamentally the same as in the toy example above - namely, the probability of the rare event will decay exponentially fast in $\epsilon^{-1}$ with an exponential rate determined by the least unlikely way for the rare event to happen.

We begin by stating the definition of the large deviations principle. We note that there exists a number of definitions, several of which are used in this manuscript, which all formalize statements of the form (2.1.2) in slightly different ways. A very thorough survey of these different formulations and discussion of their equivalences is given in [55]. The assumptions under which the equivalences hold are of some importance in our works in Chapters 4 and 5 of this manuscript.

Definition 2.1.1. Let $\mathcal{X}$ be a Polish space, i.e. a complete separable metric space. A lower-semicontinuous function $I: \mathcal{X} \rightarrow[0,+\infty]$ is called a good rate function if the level sets, $\Phi(s):=\{x \in \mathcal{X}: I(x) \leq s\}$ are compact for arbitrary $s \in[0, \infty)$.

Definition 2.1.2. Let $\left\{\xi^{\epsilon}\right\}_{\epsilon>0}$ be a collection of $\mathcal{X}$-valued random variables. The family $\xi^{\epsilon}$ is said to satisfy a large deviations principle in $\mathcal{X}$ with good rate function $I$ and speed $\epsilon$ provided that
(a) for any open set $G \in \mathcal{B}(\mathcal{X})$,

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in G\right) \geq-I(G) \tag{2.1.3}
\end{equation*}
$$

(b) for any closed set $F \in \mathcal{B}(\mathcal{X})$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in F\right) \leq-I(F) \tag{2.1.4}
\end{equation*}
$$

Remark 2.1.1. Throughout the remainder, we will use the notation $I(A)$ to denote $\inf _{x \in A} I(x)$ for a given set $A$. Moreover, we will also talk about large deviations principle satisfied by collections of measures $\left\{\mu^{\epsilon}\right\}_{\epsilon \geq 0}$, in which it is implied that the same definition is intended, but with $\mathbb{P}\left(\xi^{\epsilon} \in G\right)$ and $\mathbb{P}\left(\xi^{\epsilon} \in F\right)$ replaced by $\mu^{\epsilon}(G)$ and $\mu^{\epsilon}(F)$, respectively.

Another definition of the large deviation principle that we will use is the following.

Definition 2.1.3. Let $\left\{\xi^{\epsilon}\right\}_{\epsilon>0}$ be a collection of $\mathcal{X}$-valued random variables. The family $\xi^{\epsilon}$ is said to satisfy a large deviations principle in $\mathcal{X}$ with good rate function $I$ and speed $\epsilon$ provided that
(a) For every $x \in \mathcal{X}$ and $\delta>0$,

$$
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in B(x, \delta)\right) \geq-I(x)
$$

(b) For every $s \geq 0$ and $\delta>0$

$$
\limsup _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in B^{c}(\Phi(s), \delta)\right) \leq-s,
$$

where $B^{c}(\Phi(s), \delta):=\left\{h \in \mathcal{X}: \operatorname{dist}_{\mathcal{X}}(h, \Phi(s)) \geq \delta\right\}$.

Remark 2.1.2. Definitions 2.1.2 and 2.1.3 can be shown to be equivalent. In particular, (a) of Definition 2.1.2 is equivalent to (a) of Definition 2.1.3 while (b) of Definition 2.1.2 is equivalent to (b) of Definition 2.1.3. These definitions are not equivalent, however, if $I$ is not a good rate function, i.e. does not have compact level sets.

### 2.1.2 Schilder's Theorem

We hope to prove the validity of a large deviations principle for the solutions to (2.0.1). The first step in achieving this is to consider the simple case of $b \equiv 0$; namely, the case of Brownian motion $X_{t}^{\epsilon}=\sqrt{\epsilon} W_{t}$.

Theorem 2.1.1 (Schilder's Theorem). For any $T>0$, the family $\sqrt{\epsilon} W_{t}$ satisfies a large deviations principle in $C\left([0, T] ; \mathbb{R}^{d}\right)$ with good rate function

$$
I(\varphi):= \begin{cases}\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}\right\|^{2} d t, & \text { if } \varphi \text { is absolutely continuous and } \varphi(0)=0  \tag{2.1.5}\\ +\infty, & \text { otherwise }\end{cases}
$$

Remark 2.1.3. Before discussing the proof of Schilder's theorem, we remark on the structure of any typical proof of a large deviations principle. In general, the lower bound (2.1.3) is obtained by shifting the probability measure to a new measure where the rare event is now an expected event. After a law of large numbers type argument, the resulting likelihood ratio from the change of measures gives a lower bound on the original probability. The "best" lower bound will then come from the particular change of measures with the largest likelihood ratio; that is, from the new
measure that is closest to the original measure (formally this is measured by relative entropy, see Section 2.2). The upper bound of (2.1.3) is then shown by verifying that the aforementioned change of measure actually gives the best possible lower bound to exponential order. Typically this is done by the use of exponential Chebyshev inequalities.

We illustrate this abstract discussion in the simple example of the family of Gaussian random variables introduced above. To compute $\mathbb{P}(\sqrt{\epsilon} \xi \in[a, \infty))$, a natural thing to do would be to shift probability measures so that $\sqrt{\epsilon} \xi$ has an expected value lying in the interval $[a, \infty)$ under the new measure. Indeed, if $\sqrt{\epsilon} \xi \sim N(b, \epsilon)$ for any $b \geq a$, then the event $\sqrt{\epsilon} \xi \in[a, \infty)$ becomes likely in the $\epsilon \rightarrow 0$ limit. Each of these change of measures corresponding to a value of $b \geq a$ provides a lower bound, since

$$
\begin{aligned}
\mathbb{P}(\sqrt{\epsilon} \xi \in[a, \infty)) & =\frac{1}{\sqrt{2 \pi \epsilon}} \int_{a}^{\infty} \exp \left(-\frac{x^{2}}{2 \epsilon}\right) d x \\
& =\frac{1}{\sqrt{2 \pi \epsilon}} \exp \left(-\frac{b^{2}}{2 \epsilon}\right) \int_{-(b-a)}^{\infty} \exp \left(-\frac{y^{2}}{2 \epsilon}\right) \exp \left(-\frac{b y}{\epsilon}\right) d y \\
& =\frac{1}{\sqrt{2 \pi \epsilon}} \exp \left(-\frac{b^{2}}{2 \epsilon}\right) \mathbb{E}\left[\exp \left(-\frac{b \xi}{\epsilon}\right) \mathbb{1}_{\sqrt{\epsilon} \xi \geq-(b-a)}\right] \\
& \geq \frac{1}{2 \sqrt{2 \pi \epsilon}} \exp \left(-\frac{b^{2}}{2 \epsilon}\right) .
\end{aligned}
$$

where the final inequality occurs because the event $\{\sqrt{\epsilon} \xi \geq-(b-a)\}$ is asymptotically likely as $\epsilon \rightarrow 0$ and the exponential contribution to the integral can be bounded below by 1 by a convexity argument. Of course, the sharpest (and correct) lower bound comes from the value $b=a$, which corresponds to the closest such measure $N(b, 1)$ to the original $N(0,1)$.

Outline of proof. A full proof of Schilder's Theorem can be found, for instance in Theorem 2.1 and 2.2 of Chapter 3 of [37] or Theorem 5.2.3 of [28]. In light of the above remark, we see that the constructive step in the proof will occur in the lower bound, and we thus restrict our focus to this direction. This will be a recurring theme throughout all of the main results mentioned in this chapter, and we will correspondingly restrict most of our attention to the proofs of the lower bounds.
(Lower Bound) We are interested in proving (2.1.3). Since we are considering Brownian motion, the natural tool to shift probability measures will be the Girsanov Theorem, quoted below in Theorem 2.1.2. Suppose $\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)$ is such that $I(\varphi)<\infty$. We will consider the sets $B(\varphi, \delta)=\left\{h \in C\left([0, T] ; \mathbb{R}^{d}\right)\right.$ : $\left.\sup _{t \in[0, T]}\left\|h_{t}-\varphi_{t}\right\|<\delta\right\}$ for some $\delta>0$ and show the lower bound corresponding to the second definition of the large deviations principle, Definition 2.1.3. As mentioned above, to bound the probability of this event we shift measures to transform $B(\varphi, \delta)$ into a likely event. Defining the new measure $\mathbb{P}^{\varphi}$ by its density

$$
\frac{d \mathbb{P}^{\varphi}}{d \mathbb{P}}=R^{\varphi}:=\exp \left(\frac{1}{\sqrt{\epsilon}} \int_{0}^{T} \dot{\varphi}_{t} d W_{t}-\frac{1}{2 \epsilon} \int_{0}^{T}\left\|\dot{\varphi}_{t}\right\|^{2} d t\right)
$$

we have by Girsanov's theorem that the shifted process $W^{\varphi}:=W-\frac{\varphi}{\sqrt{\epsilon}}$ is a Brownian motion under $\mathbb{P}^{\varphi}$. Denoting $\mathbb{E}^{\varphi}$ as the expectation with respect to the measure $\mathbb{P}^{\varphi}$,
we then have

$$
\begin{align*}
\mathbb{P}(\sqrt{\epsilon} W & \in B(\varphi, \delta))=\mathbb{P}\left(\sqrt{\epsilon} W^{\varphi} \in B(0, \delta)\right) \\
& =\mathbb{E}_{\sqrt{\epsilon} W^{\varphi} \in B(0, \delta)}  \tag{2.1.6}\\
& =\mathbb{E}^{\varphi}\left[\left(R^{\varphi}\right)^{-1} \mathbb{1}_{\sqrt{\epsilon} W^{\varphi} \in B(0, \delta)}\right]  \tag{2.1.7}\\
& =\mathbb{E}^{\varphi}\left[\exp \left(-\frac{1}{\sqrt{\epsilon}} \int_{0}^{T} \dot{\varphi}_{t} \cdot d W_{t}+\frac{1}{2 \epsilon} \int_{0}^{T}\left\|\dot{\varphi}_{t}\right\|^{2} d t\right) \mathbb{1}_{W^{\varphi} \in B(0, \delta)}\right] \\
& =\exp \left(-\frac{1}{2 \epsilon} \int_{0}^{T}\left\|\dot{\varphi}_{t}\right\|^{2} d t\right) \mathbb{E}^{\varphi}\left[\exp \left(-\frac{1}{\sqrt{\epsilon}} \int_{0}^{T} \dot{\varphi}_{t} \cdot d W_{t}^{\varphi}\right) \mathbb{1}_{\sqrt{\epsilon} W^{\varphi} \in B(0, \delta)}\right] . \tag{2.1.8}
\end{align*}
$$

Indeed, the probability of the event $W^{\varphi} \in B(0, \delta)$ will converge to 1 . Moreover, the other term in the expectation can be shown via exponential Chebyshev inequality (or alternatively, by using the fact that $-W^{h}$ is also a Brownian motion) to decay slower than $\exp \left(-\epsilon^{-1}\right)$. Hence it follows from (2.1.6) that

$$
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}(\sqrt{\epsilon} W \in B(\varphi, \delta)) \geq-\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}\right\|^{2} d t=-I(\varphi)
$$

(Upper Bound) The upper bound (2.1.4) can be established by discretizing the Brownian motion in time, and using the large deviations principle upper bounds for families of Gaussian random variables.

Theorem 2.1.2 (Girsanov Theorem). Let $W_{t}$ be a Brownian motion with respect to some probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$. Let $h_{t}$ be a measurable $\mathbb{R}^{d}$-valued process adapted to $\mathcal{F}_{t}$ such that $h_{0}=0$. Define a new probability measure $\mathbb{P}^{h}$ by the formula

$$
\frac{d \mathbb{P}^{h}}{d \mathbb{P}}:=\exp \left(\int_{0}^{T} h_{t} \cdot d W_{t}-\frac{1}{2} \int_{0}^{T}\left\|h_{t}\right\|^{2} d t\right)
$$

Then, the process $W_{t}-\int_{0}^{t} h_{s} d s$ is a Brownian motion with respect to the probability measure $\mathbb{P}^{h}$.

### 2.1.3 SDEs

Next, we build large deviations principles for the solutions to (2.0.1) by transferring the large deviations principle for Brownian motion. This can be done by the contraction principle, which asserts that large deviations principles are transferable through continuous mappings.

Theorem 2.1.3. Suppose that the family $X^{\epsilon}$ satisfies a large deviations principle in Polish space $\mathcal{X}$ with action functional $I_{X}$. Let $f: \mathcal{X} \rightarrow \mathcal{Y}$ be a continuous mapping between $\mathcal{X}$ and Polish space $\mathcal{Y}$. Then the family $Y^{\epsilon}:=f\left(X^{\epsilon}\right)$ satisfies a large deviations principle in $\mathcal{Y}$ with good rate function

$$
I_{Y}(\varphi):=\inf \left\{I_{X}(\phi): \quad \phi \in \mathcal{X}, \quad \varphi=f(\phi)\right\}
$$

Proof. Let $G \subset \mathcal{Y}$ be an open set. Then since $f$ is continuous, $f^{-1}(G) \subset \mathcal{X}$ is an open set. Thus
$\liminf _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}\left(Y^{\epsilon} \in G\right)=\liminf _{\epsilon \rightarrow 0} \epsilon \log \mathbb{P}\left(X^{\epsilon} \in f^{-1}(G)\right) \geq-\inf _{x \in f^{-1}(G)} I_{X}(x)=-\inf _{y \in G} I_{Y}(y)$.

The upper bound is similar. Moreover, it is immediate to show that $I_{Y}$ is a good rate function.

Now we suppose that $X_{t}^{\epsilon}$ is the solution to (2.0.1) with Lipschitz continuous drift $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$. If we denote the transformation $\mathcal{G}: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow C\left([0, T] ; \mathbb{R}^{d}\right)$
defined by $\mathcal{G}(\phi)=\psi$ where $\psi$ is the solution to

$$
\begin{equation*}
\psi(t)=x_{0}+\int_{0}^{t} b(\psi(s)) d s+\phi(t) \tag{2.1.9}
\end{equation*}
$$

then we can immediately apply the contraction principle. Note here that Lipschitz continuity of $b$ implies Lipschitz continuity of $\mathcal{G}$, since if $\psi_{1}=\mathcal{G}\left(\phi_{1}\right)$ and $\psi_{2}=\mathcal{G}\left(\phi_{2}\right)$, then for any $t \in[0, T]$

$$
\begin{aligned}
\left\|\psi_{1}(t)-\psi_{2}(t)\right\| & \leq c_{T} \int_{0}^{t}\left\|b\left(\psi_{1}(s)\right)-b\left(\psi_{2}(s)\right)\right\| d s+\left\|\phi_{1}(t)-\phi_{2}(t)\right\| \\
& \leq c_{T, b} \int_{0}^{t}\left\|\psi_{1}(s)-\psi_{2}(s)\right\| d s+\left\|\phi_{1}(t)-\phi_{2}(t)\right\|
\end{aligned}
$$

This gives Lipschitz continuity of $\mathcal{G}$ in $C\left([0, T] ; \mathbb{R}^{d}\right)$ when combined with the Gronwall inequality.

Therefore, by the contraction principle, $X_{t}^{\epsilon}$ satisfies a large deviations principle in $C\left([0, T] ; \mathbb{R}^{d}\right)$ with action functional

$$
\begin{align*}
I(\varphi) & =\inf \left\{\frac{1}{2} \int_{0}^{T}\|\phi(t)\|^{2} d t: \phi \in C\left([0, T] ; \mathbb{R}^{d}\right), \quad \varphi=\mathcal{G}(\phi)\right\} \\
& = \begin{cases}\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-b\left(\varphi_{t}\right)\right\|^{2} d t, & \text { if } \varphi \text { is absolutely continuous and } \varphi(0)=x_{0} \\
+\infty, & \text { otherwise }\end{cases} \tag{2.1.10}
\end{align*}
$$

where the 2 nd line holds by noting the definition of $\mathcal{G}$ (2.1.9).

### 2.1.4 Drawbacks

In situations such as equation (2.0.1), the large deviations principle can be established by obtaining a large deviations principle for an underlying Gaussian measure
(Schilder's theorem), and then transferred by a contraction principle to a nonlinear SDE. This is convenient when one can construct the object of interest as a continuous mapping from a simpler measure (in our case a Gaussian measure) where a large deviations result is known. In Chapters 2 and 3, we require large deviations principles for situations where this is not so simple because the scale parameter $\epsilon$ shows up in multiple locations. In Chapter 3, we consider a version of the stochastic heat equation

$$
d u(x, t)=\frac{1}{\epsilon} \Delta u(x, t) d t+b(u(x, t)) d t+\sqrt{\epsilon} d W
$$

where the Laplacian term scales with $1 / \epsilon$. It is now no longer possible to view the solution as a linear from a simple Gaussian measure $\sqrt{\epsilon} d W$. Similarly, in Chapter 4, we consider the Navier-Stokes equations perturbed by a Gaussian-noise whose spatial covariance operator $Q^{\epsilon}$ also scales with $\epsilon$.

$$
d u(t, x)+(u \cdot \nabla u)(t, x) d t=\Delta u(t, x) d t+\sqrt{\epsilon} Q^{\epsilon} d W(t) .
$$

Due to the presence of these additional $\epsilon$, often the strategy described earlier may become infeasible. There is an alternative approach, the weak convergence approach [30], relying on a different set of tools. The technique will still rely on appropriate mappings between the Gaussian objects and solutions to the SPDEs, however it will allow for solution mappings that themselves are allowed to depend on the parameter $\epsilon$. This is achieved by certain compactness arguments. We outline this approach finite dimensions, and make comments about its extension to infinite dimensional settings.

The weak convergence approach relies fundamentally on a variational representation of functionals of random variables by way of the Kullback-Leibler divergence, also known as the relative entropy.

### 2.2 The weak convergence approach

In this section, we look at large deviations through the lens of Laplace asymptotics and stochastic control theory. Our main goal is the intuitive description of the weak convergence approach towards large deviations analysis. The first use of weak convergence and stochastic control theory ideas in the setting of large deviations for diffusion processes came from Fleming in 1978 [33]. The general framework for a weak convergence approach to large deviations, however, was developed largely by Dupuis and Ellis [30], and is based on several ideas of Varadhan [65]. This framework was applied to the setting of sample path large deviations first in [7], with extensions to the infinite dimensional case in $[12,13]$. A complete description of these methods with full proofs is given there.

To motivate the approach, let us return to the simple example of the family of Gaussian random variable $\xi^{\epsilon}:=\sqrt{\epsilon} \xi$ for $\xi \sim N(0,1)$. As before, we are concerned with the asymptotic evaluation of probabilities of $\xi^{\epsilon}$ lying in some set $\mathcal{A}$. Note that we can always express the probability in the form

$$
\begin{equation*}
\epsilon \log \mathbb{P}\left(\xi^{\epsilon} \in \mathcal{A}\right)=\epsilon \log \mathbb{E} \exp \left(-\frac{h_{\mathcal{A}}\left(\xi^{\epsilon}\right)}{\epsilon}\right) \tag{2.2.1}
\end{equation*}
$$

where

$$
h_{\mathcal{A}}(x):= \begin{cases}0 & \text { if } x \in \mathcal{A} \\ +\infty & \text { if } x \notin \mathcal{A}\end{cases}
$$

The main idea of the weak convergence approach is to approximate $h_{\mathcal{A}}$ by bounded, continuous functions, and then evaluate the right hand side of (2.2.1) on the approximations of $h_{\mathcal{A}}$ using Laplace method techniques. In our particular simple example of Gaussian random variables, this expectation becomes the integral of an exponential function, so that if $h \in C_{b}(\mathbb{R})$, we have

$$
\begin{align*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \exp \left(-\frac{h\left(\xi^{\epsilon}\right)}{\epsilon}\right) & =\lim _{\epsilon \rightarrow 0} \epsilon \log \int_{\mathbb{R}} \exp \left(-\frac{h(x)+\frac{x^{2}}{2}}{\epsilon}\right) d x \\
& =-\inf _{x \in \mathbb{R}}\left[\frac{x^{2}}{2}+h(x)\right] \tag{2.2.2}
\end{align*}
$$

where the 2 nd line is obtained by using Laplace's method. Thus, we see that if (2.2.2) were also true for $h=h_{\mathcal{A}}$, then we would reproduce the large deviations statements (2.1.4) and (2.1.3) since

$$
\inf _{x \in \mathbb{R}}\left[\frac{x^{2}}{2}+h_{\mathcal{A}}(x)\right]=\inf _{x \in \mathcal{A}} \frac{x^{2}}{2}
$$

This is, in fact, the case (up to topological considerations of the set $\mathcal{A}$ that we ignored) and we can obtain the desired statements (2.1.4) and (2.1.3) by taking appropriate limits of (2.2.2) for a sequence of continuous approximations of $h_{\mathcal{A}}$.

This is the main crux of the weak convergence approach. Rather than proving the asymptotic probability statements (2.1.3) and (2.1.4) for the family of random variables directly, one proves Laplace method type statements of the form (2.2.2) for
an arbitrary bounded continuous function $h$. As we will shortly see, the Laplace's method type statement (2.2.2) will be provable for general random variables by utilizing a variational representation of expectations of exponential functions.

### 2.2.1 Definitions

Let us first formalize statements (2.2.2) for a general family of random variables on a Polish space $\mathcal{X}$.

Definition 2.2.1. Let $I$ be a good rate function on $\mathcal{X}$. Then the family $X^{\epsilon}$ of random variables is said to satisfy the Laplace principle on $\mathcal{X}$ with rate function $I$ if for all $h \in C_{b}(\mathcal{X})$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \exp \left(-\frac{h\left(X^{\epsilon}\right)}{\epsilon}\right)=-\inf _{x \in \mathcal{X}}\{I(x)+h(x)\} \tag{2.2.3}
\end{equation*}
$$

As motivated by the previous section, the space of continuous bounded functions is sufficiently rich that the Laplace principle implies the large deviations principle. In fact, the converse is also true when the space $\mathcal{X}$ is Polish. For weaker topological spaces, only the implication Laplace principle $\Longrightarrow L D P$ holds.

Theorem 2.2.1. Suppose that $\mathcal{X}$ is a Polish space and $I$ is a good rate function on $\mathcal{X}$. Then the family $X^{\epsilon}$ of random variables satisfies a Laplace principle on $\mathcal{X}$ with rate function $I$ if and only if it satisfies a large deviations principle on $\mathcal{X}$ with rate function $I$.

Outline of proof. A full proof of this result can be found for instance in Chapter 1 of [30]. The backward direction $(L D P \Longrightarrow$ Laplace principle) is attributed to Varadhan
[65]. We restrict our remarks here to those concerning the forward direction, since this is the implication relevant for our purposes.

Both the upper bound (and lower bound) in Definition 2.1.2 can be proven by taking suitable continuous approximations of $h_{F}\left(\right.$ and $\left.h_{G}\right)$. For the upper bound, one may take for instance functions $h_{j}(x)=j(d(x, F) \wedge 1)$ where $d$ is the metric on $\mathcal{X}$ and $d(x, F):=\inf _{y \in F} d(x, y)$. It is easy to show that the upper bound follows by taking advantage of the lower semicontinuity of $I$. For the lower bound, the construction is a function heavily peaked on a ball $B\left(x^{*}, \delta\right)$ where $x^{*}$ is a point in the set $G$ near the minimizer of action $I$ on $G$.

In the simple Gaussian example discussed above, the Laplace principle was seen to be immediately true by using Laplace method for evaluating the asymptotics of a single exponential integral over $\mathbb{R}$. This in general will not be possible. Instead, the main tool towards proving the validity of Laplace principles is the relative entropy, also known as the Kullback-Leibler divergence.

Definition 2.2.2. For $\theta \in \mathcal{P}(\mathcal{X})$, the space of probability measures on $\mathcal{X}$, the relative entropy $R(\cdot \| \theta)$ is a mapping from $\mathcal{P}(X) \rightarrow[0, \infty]$ defined by

$$
R(\gamma \| \theta)= \begin{cases}\int_{X} \log \frac{d \gamma}{d \theta} d \gamma & \text { if } \gamma \text { is absolutely continuous with respect to } \theta \\ \infty & \text { otherwise. }\end{cases}
$$

Remark 2.2.1. Non-negativity of relative entropy is seen by noting the inequality $x \log x-x \geq-1$ for all $x \geq 0$. Thus, for an arbitrary measures $\gamma$ that is absolutely
continuous with respect to measure $\theta$, it follows that

$$
R(\gamma \| \theta)=\int_{X} \frac{d \gamma}{d \theta} \log \frac{d \gamma}{d \theta} d \theta \geq \int_{X}\left(\frac{d \gamma}{d \theta}-1\right) d \theta=0 .
$$

Moreover, we see that $R(\gamma \| \theta)=0$ if and only if $\gamma=\theta$ so that $\frac{d \gamma}{d \theta} \equiv 1$.

Remark 2.2.2. Relative entropy $R(\gamma \| \theta)$ provides a measure of how "far apart" the measures $\gamma$ and $\theta$ are, although it is not quite a metric on the space of probability measures. However, a consequence of Pinsker's inequality is that convergence in relative entropy implies convergence in total variation norm on $\mathcal{P}(\mathcal{X})$.

In the context of large deviations, relative entropy will play the role of the action functional. This connection is immediately seen in view of the following representation formula [30].

Proposition 2.2.1. [Proposition 1.4.2 of [30]] Suppose that $h: X \rightarrow \mathbb{R}$ is a measurable, bounded function. Then for any $\theta \in \mathcal{P}(X)$,

$$
\begin{equation*}
-\log \int_{X} e^{-h(x)} d \theta(x)=\inf _{\gamma \in \mathcal{P}(X)}\left\{R(\gamma \| \theta)+\int_{X} h(x) d \gamma(x)\right\} . \tag{2.2.4}
\end{equation*}
$$

Proof. Let $h$ be a bounded, measurable function. Define the measure $\gamma_{0}$ by

$$
\frac{d \gamma_{0}}{d \theta}(x)=\frac{e^{-h(x)}}{\int_{X} e^{-h(x)} d \theta(x)} .
$$

Because of the normalization, $\gamma_{0}$ is a probability measure. Moreover, because the density is strictly positive, $\gamma_{0} \ll \theta$ and $\gamma_{0} \gg \theta$. By construction, we then have that

$$
R\left(\gamma_{0} \| \theta\right)+\int_{X} h(x) d \gamma_{0}(x)=-\log \int_{X} \exp ^{-h(x)} d \theta(x)
$$

Moreover, for any other $\gamma \in \mathcal{P}(X)$ that is absolutely continuous with respect to $\theta$, we have

$$
\begin{aligned}
R(\gamma \| \theta) & +\int_{X} h(x) d \gamma(x)=\int_{X} \log \frac{d \gamma}{d \theta} d \gamma+\int_{X} h d \gamma \\
& =\int_{X} \log \frac{d \gamma}{d \gamma_{0}} d \gamma+\int_{X} \log \frac{d \gamma_{0}}{d \theta} d \gamma+\int_{X} h d \gamma \\
& =R\left(\gamma \| \gamma_{0}\right)-\log \int_{X} e^{-h(x)} d \theta(x) \\
& \geq-\log \int_{X} e^{-h(x)} d \theta(x)
\end{aligned}
$$

with equality in the last line if and only if $\gamma \equiv \gamma_{0}$.

### 2.2.2 Another route to Schilder's Theorem

In this section we apply the variational formula (2.2.4) to Brownian motion in $\mathbb{R}^{d}$ to provide an alternate route to Schilder's Theorem. This route will open the door for additional flexibility when trying to prove large deviations results for stochastic equations.

We begin with the variational representation for Brownian motion. The proof given in finite dimensions can be found in [7], while an analogous prove for infinite dimensional Wiener processes can be found in [13].

Proposition 2.2.2. Let $W_{t}$ be a Brownian motion in $\mathbb{R}^{d}$ on probability space $(\Omega, \mathcal{F}$, $\left.\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$ and let $h: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$ be a bounded, Borel measureable function. Then

$$
\begin{equation*}
-\log \mathbb{E} e^{-h(W)}=\inf _{v \in \mathcal{A}} \mathbb{E}\left[\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t+h\left(W .+\int_{0} v_{s} d s\right)\right], \tag{2.2.5}
\end{equation*}
$$

where $\mathcal{A}$ is the space of progressively measurable random processes $v$ such that

$$
\mathbb{E} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t<\infty
$$

Here, we are using the notation $h\left(W .+\int_{0} v_{s} d s\right)$ to emphasize that $h$ is a function acting on each entire path on $[0, T]$ of the continuous random process $W_{t}+\int_{0}^{t} v_{s} d s$.

Outline of proof. As with the proof of Theorem 2.1.1, we discuss only the proof of the lower bound which constitutes the more constructive step. We seek to apply the variational formula (2.2.4) to the Wiener measure $\theta$ on $C\left([0, T] ; \mathbb{R}^{d}\right)$.
(Lower bound) The main idea of the proof of the $\geq$ direction in formula (2.2.5) is that the set of measures on $C\left([0, T] ; \mathbb{R}^{d}\right)$ that are absolutely continuous with respect to $\theta$ can be approximated by measures $\gamma_{v}$ of the form

$$
\frac{d \gamma^{v}}{d \theta}=\exp \left(\int_{0}^{T} v_{t} d W_{t}-\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t\right)
$$

for some $v \in \mathcal{A}$. For these Girsanov shifted measures, the right hand side of (2.2.4) can be computed for a bounded Borel function $h: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow \mathbb{R}$. We let $\mathbb{E}^{v}$ denote the expectation with respect to this measure. As before, we know by Girsanov's

Theorem that $W_{t}^{v}:=W_{t}-\int_{0}^{t} v(s) d s$ is a Brownian motion under $\gamma^{v}$. Hence,

$$
\begin{aligned}
R\left(\gamma^{v} \| \theta\right) & +\int_{C\left([0, T] ; \mathbb{R}^{d}\right)} h(x) d \gamma^{v}(x) \\
& =\mathbb{E}^{v}\left[\int_{0}^{T} v_{t} d W_{t}-\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t\right]+\mathbb{E}^{v} h(W) \\
& =\mathbb{E}^{v}\left[\int_{0}^{T} v_{t} d W_{t}^{v}+\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t\right]+\mathbb{E}^{v} h\left(W^{v}+\int_{0} v_{s} d s\right) \\
& =\mathbb{E}^{v}\left[\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t\right]+\mathbb{E}^{v} h\left(W^{v}+\int_{0} v_{s} d s\right),
\end{aligned}
$$

where the expectation of the stochastic integral vanishes due to the martingale property of the stochastic integral. In view of Proposition 2.2.1, this gives

$$
\begin{equation*}
-\log \mathbb{E} e^{-h(W)} \leq \inf _{v \in \mathcal{A}} \mathbb{E}^{v}\left[\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t+h\left(W^{v}+\int_{0} v(s) d s\right)\right] \tag{2.2.6}
\end{equation*}
$$

This is not quite in the form presented in the statement of theorem. Indeed, the expectations are computed with respect to the measures $\gamma^{v}$ rather than $\theta$. But in fact, for each $v \in \mathcal{A}$, it is possible to construct a new $\tilde{v} \in \mathcal{A}$ such that

$$
\mathbb{E}^{v}\left[\frac{1}{2} \int_{0}^{T}\left\|v_{t}\right\|^{2} d t+h\left(W^{h}+\int_{0} v_{s} d s\right)\right]=\mathbb{E}\left[\frac{1}{2} \int_{0}^{T}\left\|\tilde{v}_{t}\right\|^{2} d t+h\left(W+\int_{0}^{.} \tilde{v}_{s} d s\right)\right]
$$

so that the infimum in (2.2.5) is the same as the infimum in (2.2.6). We omit the construction, which is somewhat complicated, but it can be found in the proof of Theorem 3.1 in [7].
(Upper Bound) The fact that the inequality is indeed an equality can be shown using the martingale representation theorem. Indeed, it can be shown that the unique measure $\gamma_{0}$ in the representation formula (2.2.4) does correspond to a Girsanov shift of $\theta$ by some $v \in \mathcal{A}$.

Theorem 2.2.2. The family $\sqrt{\epsilon} W$ satisfy a Laplace principle in $C\left([0, T] ; \mathbb{R}^{d}\right)$ with good rate function given by (2.1.5).

Outline of proof. In view of the similarity between this variational formulation (2.2.5) and the desired Laplace principle (2.2.3) for the family $\sqrt{\epsilon} W$, the desired result is in sight. We discuss only the proof of the upper bound of the limit in (2.2.3), which is the more difficult direction that also provides better insight into the required conditions discussed in the subsequent sections.
(Upper bound) Indeed, to show the validity of a Laplace principle upper bound for the family $\sqrt{\epsilon} W$, we note that

$$
\begin{aligned}
-\epsilon \log \mathbb{E} \exp \left(-\frac{h(\sqrt{\epsilon} W)}{\epsilon}\right) & =\inf _{u \in \mathcal{A}} \mathbb{E}\left[\frac{\epsilon}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h\left(\sqrt{\epsilon} W+\sqrt{\epsilon} \int_{0} u_{s} d s\right)\right] \\
& =\inf _{u \in \mathcal{A}} \mathbb{E}\left[\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h\left(\sqrt{\epsilon} W+\int_{0} u_{s} d s\right)\right]
\end{aligned}
$$

where the second line follows by absorbing the $\epsilon$ into the infimum. The necessary upper bound can obtained by for each $\epsilon>0$ taking a $u^{\epsilon} \in \mathcal{A}$ such that

$$
\begin{equation*}
-\epsilon \log \mathbb{E} \exp \left(-\frac{h(\sqrt{\epsilon} W)}{\epsilon}\right) \geq \mathbb{E}\left[\frac{1}{2} \int_{0}^{T}\left\|u_{t}^{\epsilon}\right\|^{2} d t+h\left(\sqrt{\epsilon} W+\int_{0}^{\cdot} u_{s}^{\epsilon} d s\right)\right]-\epsilon \tag{2.2.7}
\end{equation*}
$$

We would like the right hand side to ideally convergence to something useful. Indeed, since inequality (2.2.7) provides a uniform bound in $L^{2}\left(\Omega ; L^{2}\left(0, T ; \mathbb{R}^{d}\right)\right)$ on $u^{\epsilon}$, it follows by Prokhorov's theorem we can extract a subsequence $u^{\epsilon_{k}}$ converging to some $u \in \mathcal{A}$ in distribution with respect to the weak topology of $L^{2}\left(0, T ; \mathbb{R}^{d}\right)$ (since unit balls in $L^{2}\left(0, T ; \mathbb{R}^{d}\right)$ are compact in the weak topology). In effect, our main
consideration then turns to the $h$ term in (2.2.7). If we could show that

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbb{E} h\left(\sqrt{\epsilon_{k}} W+\int_{0}^{\cdot} u_{s}^{\epsilon_{k}} d s\right)=\mathbb{E} h\left(\int_{0}^{\cdot} u_{s} d s\right) \tag{2.2.8}
\end{equation*}
$$

then it would follow rather easily that

$$
\begin{align*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \exp \left(-\frac{h(\sqrt{\epsilon} W)}{\epsilon}\right) & =-\limsup _{\epsilon \rightarrow 0}-\epsilon \log \mathbb{E} \exp \left(-\frac{h(\sqrt{\epsilon} W)}{\epsilon}\right) \\
& \leq-\inf _{v \in L^{2}\left(0, T ; \mathbb{R}^{d}\right)}\left[\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h\left(\int_{0} u_{s} d s\right)\right] \tag{2.2.9}
\end{align*}
$$

which is precisely the desired upper bound.
The convergence (2.2.8) is where the method's namesake comes into play since this is really a statement about weak convergence of random variables. For the case of Brownian motion, we see that the convergence in (2.2.8) is equivalent to saying (dropping the subsequence notation) that the solution $X_{t}^{\epsilon, u^{\epsilon}}$ to the controlled stochastic equation

$$
d X_{t}^{\epsilon, u^{\epsilon}}=\sqrt{\epsilon} W_{t}+u_{t}^{\epsilon} d t, \quad X_{0}^{\epsilon, u^{\epsilon}}=x_{0}
$$

converges weakly as a $C\left([0, T] ; \mathbb{R}^{d}\right)$ random variable to the solution $X_{t}^{u}$ to the controlled random equation

$$
d X_{t}^{u}=u_{t} d t, \quad X_{0}^{u}=x_{0},
$$

whenever $u^{\epsilon}$ is a sequence converging in distribution to $u$ with respect to the weak topology of $L^{2}\left(0, T ; \mathbb{R}^{d}\right)$. However, this is indeed immediate since

$$
X_{t}^{\epsilon, u^{\epsilon}}-X_{t}^{u}=\sqrt{\epsilon} W_{t}+\int_{0}^{t}\left(u_{s}^{\epsilon}-u_{s}\right) d s
$$

and process $\sqrt{\epsilon} W$ converges pointwise to 0 in $C\left([0, T] ; \mathbb{R}^{d}\right)$ while $\int_{0}^{.}\left(u_{s}^{\epsilon}-u_{s}\right) d s$ converges weakly to 0 in the Sobolev space $W^{1,2}\left(0, T ; \mathbb{R}^{d}\right)$, which is compactly embedded in $C\left([0, T] ; \mathbb{R}^{d}\right)$.

### 2.2.3 SDEs

In the previous section we outlined the proof of a large deviations principle for Brownian motion via the weak convergence route. Now, we want to prove a large deviations principle for the solution $X_{t}^{\epsilon}$ to the SDE (2.0.1). Of course, we could simply use the contraction principle. However, it will prove advantageous to instead prove the Laplace principle directly for $X_{t}^{\epsilon}$ in the exact same manner that we did for Brownian motion.

Indeed, the utility of the weak convergence approach will be very much evident in the step (2.2.8). As before, let us denote the solution map $\mathcal{G}$ that maps a trajectory of the driving noise $\sqrt{\epsilon} W$ to a trajectory of solution $X_{t}^{\epsilon}$. Then, for arbitrary continuous bounded function $h \in C_{b}\left([0, T] ; \mathbb{R}^{d}\right)$ we have that $h \circ \mathcal{G}$ is bounded and Borel measurable so that

$$
-\epsilon \log \mathbb{E} \exp \left(-\frac{h\left(X_{t}^{\epsilon}\right)}{\epsilon}\right)=\inf _{u \in \mathcal{A}}\left[\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h \circ \mathcal{G}\left(\sqrt{\epsilon} W+\int_{0} u_{s} d s\right)\right]
$$

due to the representation formula (2.2.5). In particular, the solution map $\mathcal{G}$ need not be continuous. The proof of Theorem 2.2.2 would then proceed the same way. The only difference would then be in showing the step (2.2.8). In this case, we would
instead need to show the convergence

$$
\begin{equation*}
\mathcal{G}\left(\sqrt{\epsilon} W+\int_{0} u_{s}^{\epsilon} d s\right) \rightharpoonup \mathcal{G}\left(\int_{0} u_{s} d s\right) \tag{2.2.10}
\end{equation*}
$$

in distribution in $C\left([0, T] ; \mathbb{R}^{d}\right)$ as $\epsilon \rightarrow 0$ whenever $u^{\epsilon}$ is a sequence that converges in distribution to $u$ with respect to the weak topology of $L^{2}\left(0, T ; \mathbb{R}^{d}\right)$. Or equivalently, the solution $X_{t}^{\epsilon, u}$ to the controlled stochastic equation

$$
d X_{t}^{\epsilon, u^{\epsilon}}=b\left(X_{t}^{\epsilon, u^{\epsilon}}\right) d t+\sqrt{\epsilon} d W_{t}+u_{t}^{\epsilon} d t, \quad X_{0}^{\epsilon, u^{\epsilon}}=x_{0}
$$

converges in distribution in $C\left([0, T] ; \mathbb{R}^{d}\right)$ to the solution to the random equation

$$
d X_{t}^{u}=b\left(X_{t}^{u}\right) d t+u_{t} d t, \quad X_{0}^{u}=x_{0}
$$

This convergence is easy to show in the case where $b$ is Lipschitz continuous. We note also that the right hand side of (2.2.9) that we would get by proceeding through the proof of Theorem 2.2.2 reproduces the action functional (2.1.10). Indeed,

$$
\begin{aligned}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} & \exp \left(-\frac{h\left(X_{t}^{\epsilon}\right)}{\epsilon}\right)=-\inf _{u \in L^{2}\left(0, T ; \mathbb{R}^{d}\right)}\left[\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h \circ \mathcal{G}\left(\int_{0} u_{s} d s\right)\right] \\
& =-\inf _{u \in L^{2}\left(0, T ; \mathbb{R}^{d}\right)}\left\{\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|^{2} d t+h(\varphi): \quad \varphi=\mathcal{G}\left(\int_{0} u_{s} d s\right)\right\} \\
& =-\inf _{\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)}\left\{\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-b\left(\varphi_{t}\right)\right\|^{2} d t+h(\varphi): \quad \varphi(0)=x_{0}\right\}
\end{aligned}
$$

Remark 2.2.3. The key utility here is that we did not require the solution map to be continuous like we did with the contraction principle. Instead, we needed only to show the relation (2.2.10). Moreover, there is no reason why one cannot consider solution maps $\mathcal{G}^{\epsilon}$ that depend on $\epsilon$, so long as the convergence result holds. For
example, one could consider equations of the form

$$
d X_{t}=b^{\epsilon}\left(X_{t}\right) d t+\sigma^{\epsilon} \sqrt{\epsilon} d W_{t} .
$$

Then, provided there exists some limiting solution map $\mathcal{G}$ such that

$$
\mathcal{G}^{\epsilon}\left(\sqrt{\epsilon} W+\int_{0} u_{s}^{\epsilon} d s\right) \rightharpoonup \mathcal{G}\left(\int_{0} u_{s} d s\right)
$$

a Laplace principle will follow. This will prove extremely useful when studying the models (1.3.1) and (1.4.1), which both display dependence on $\epsilon$ in multiple places. We provide a rigorous description of all the required conditions in the most general case in Section 2.2.4.

### 2.2.4 Formalizations

In this section, we formalize the statements of the weak convergence approach in the version suited for infinite dimensional problems from [13]. First we formally define a version of the Laplace principle that is uniform with respect to initial conditions.

Definition 2.2.3 (ULP). Let $\left\{I^{x}\right\}_{x \in \mathcal{E}_{0}}$ be a family of good rate functions on a Polish space $\mathcal{X}$, parametrized by a parameter $x$ in some Polish space $\mathcal{E}_{0}$ and let $A$ be some Borel subset of $\mathcal{E}_{0}$. The family of $\mathcal{X}$-valued random variables $\left\{\xi_{x}^{\epsilon}\right\}_{\epsilon>0, x \in A}$ is said to satisfy the Laplace principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$, if for any continuous and bounded $h: \mathcal{X} \rightarrow \mathbb{R}$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \sup _{x \in \mathcal{E}_{0}}\left|\gamma(\epsilon) \log \mathbb{E} \exp \left(-\frac{h\left(\xi_{x}^{\epsilon}\right)}{\gamma(\epsilon)}\right)+\inf _{y \in \mathcal{X}}\left(I^{x}(y)+h(y)\right)\right|=0 . \tag{2.2.11}
\end{equation*}
$$

For the remainder of this section, we assume here as background the basics of Gaussian measure theory in infinite dimensional Hilbert spaces (for an introduction, see [26]). Let $H$ be a separable Hilbert space $H$, and suppose $W$ is an $H$-valued $Q$-Wiener process, where the covariance operator $Q$ is a strictly positive, trace class operator on $H$. Let $H_{0}=Q^{1 / 2} H$ be its reproducing kernel space endowed with the inner product $\langle h, k\rangle_{H_{0}}=\left\langle Q^{-1 / 2} h, Q^{-1 / 2} k\right\rangle_{H}$.

Assume that $\mathcal{X}$ is a Polish space (of paths) and let $\mathcal{E}_{0}$ be a Polish space (of initial conditions). Suppose that $\mathcal{G}^{\epsilon}: \mathcal{E}_{0} \times C([0, T]: H) \rightarrow \mathcal{X}$ is a family of Borel measurable mappings. We define the spaces

$$
\begin{aligned}
& S^{N}\left(H_{0}\right):=\left\{u \in L^{2}\left(0, T ; H_{0}\right): \int_{0}^{T}\left\|u_{t}\right\|_{H_{0}}^{2} d t \leq N\right\}, \\
& \mathcal{A}^{N}\left(H_{0}\right):=\left\{u \in \mathcal{A}: u(\omega) \in S^{N}\left(H_{0}\right), \mathbb{P}-\text { a.s. }\right\} .
\end{aligned}
$$

Moreover, the space $S^{N}\left(H_{0}\right)$ is a compact metric space when endowed with the metric,

$$
d(x, y)=\sum_{i=1}^{\infty} \frac{1}{2^{i}}\left|\int_{0}^{T}\left\langle x_{s}-y_{s}, e_{i}(s)\right\rangle_{H_{0}} d s\right| .
$$

Hypothesis 2.2.1. There exists a measureable map $\mathcal{G}^{0}: \mathcal{E}_{0} \times C([0, T]: H) \rightarrow \mathcal{X}$ satisfying the following conditions.

1. For every $M<\infty$ and compact set $K \subset \mathcal{E}_{0}$, the set

$$
\Gamma_{M, K}:=\left\{\mathcal{G}^{0}\left(x, \int_{0} u_{s} d s\right): u \in S^{M}\left(H_{0}\right), x \in K\right\}
$$

is a compact subset of $\mathcal{X}$.
2. For any $M<\infty$, any sequence $x^{\epsilon} \rightarrow x$ in $\mathcal{E}_{0}$ and any sequence $\left\{u^{\epsilon}\right\}_{\epsilon \in(0,1]} \subset$ $\mathcal{A}^{M}\left(H_{0}\right)$ with $u^{\epsilon}$ converging in to $u$ in distribution as $S^{M}\left(H_{0}\right)$ valued random elements (endowed with the topology generated by the metric above), we have

$$
\mathcal{G}^{\epsilon}\left(x^{\epsilon}, \sqrt{\epsilon} W+\int_{0} u_{s}^{\epsilon} d s\right) \rightarrow \mathcal{G}^{0}\left(x, \int_{0} u_{s} d s\right)
$$

where the convergence is in distribution in the strong topology of $\mathcal{X}$.

Next, define the functional $I: \mathcal{X} \rightarrow[0, \infty]$,

$$
\begin{equation*}
I^{x}(\varphi):=\inf \left\{\frac{1}{2} \int_{0}^{T}\left\|u_{t}\right\|_{0}^{2} d t: u \in L^{2}\left(0, T ; H_{0}\right), \varphi=\mathcal{G}^{0}\left(x, \int_{0} u_{s} d s\right)\right\} \tag{2.2.12}
\end{equation*}
$$

Theorem 2.2.3 (Theorem 5 in [13]). Let $X^{\epsilon}=\mathcal{G}^{\epsilon}(x, \sqrt{\epsilon} W)$ and suppose that the assumptions above hold and that for all $\varphi \in \mathcal{X}, I^{x}(\varphi)$ is lower semi-continuous mapping from $\mathcal{E}_{0}$ to $\left[0,+\infty\right.$. Then for each $x \in \mathcal{E}_{0}, I^{x}(f)$ is a good rate function and the family $\left\{X^{\epsilon}\right\}$ satisfies the Laplace principle on $\mathcal{X}$ with rate functions $I^{x}(\varphi)$, uniformly for $x$ in any compact subset of $\mathcal{E}_{0}$.

### 2.2.5 Equivalences of uniform large deviations principles.

When studying the asymptotics of the long-time dynamics of equation (2.0.1), it will be critical that the limits (2.1.3) and (2.1.4) in the large deviations principle are uniform with respect to initial conditions. Theorem 2.2.3 provides the mechanism for obtaining a Laplace principle that is uniform with respect to initial conditions. However, unlike the corresponding non-uniform case, validity of the uniform Laplace principle does not necessarily imply validity of the uniform large deviations principle.

Moreover, the two equivalent large deviations principle definitions (Definitions 2.1.2 and 2.1.3) are no longer necessarily equivalent when one considers their suitably modified uniform versions. The article [55] investigates the necessary conditions for equivalence between the different formulations and provides examples justifying these conditions. In this section, we merely quote some of their main results, which we will be using in Chapters 4 and 5 .

First, we define the uniform versions of Definition 2.1.2 and Definition 2.1.3. Sticking with the convention of [55], we refer to the uniform version of Definition 2.1.2 as the Dembo-Zeitouni Uniform Large Deviations Principle (DZULDP) and the uniform version of Definition 2.1.3 as the Freidlin-Wentzell Uniform Large Deviations Principle (FWULDP). In many typical finite-dimensional settings, such as that given by (2.0.1), the three definitions ULP, DZULDP and FWULDP will typically be equivalent. However, this will not be the case in general in infinite dimensions.

Definition 2.2.4 (DZULDP). Let $\left\{I^{x}\right\}_{x \in \mathcal{E}_{0}}$ be a family of good rate functions on a Polish space $\mathcal{X}$, parametrized by a parameter $x$ in some Polish space $\mathcal{E}_{0}$ and let $A$ be some Borel subset of $\mathcal{E}_{0}$. The family of $\mathcal{X}$-valued random variables $\left\{\xi_{x}^{\epsilon}\right\}_{\epsilon>0, x \in A}$ is said to satisfy the Dembo-Zeitouni large deviations principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$, if the following statement holds.
(i) For any $\gamma>0$ and open set $G \subset \mathcal{X}$, there exists $\epsilon_{0}>0$ such that

$$
\inf _{x \in A} \mathbb{P}\left(\xi_{x}^{\epsilon} \in G\right) \geq \exp \left(-\frac{1}{\epsilon}\left[\sup _{x \in A} \inf _{u \in G} I^{x}(u)+\gamma\right]\right), \quad \epsilon \leq \epsilon_{0}
$$

(ii) For any $\gamma>0$ and closet set $F \subset E$, there exists $\epsilon_{0}>0$ such that

$$
\sup _{x \in A} \mathbb{P}\left(\xi_{x}^{\epsilon} \in F\right) \leq \exp \left(-\frac{1}{\epsilon}\left[\inf _{x \in A} \inf _{u \in F} I^{x}(u)-\gamma\right]\right), \quad \epsilon \leq \epsilon_{0}
$$

Definition 2.2.5 (FWULDP). Let $\left\{I^{x}\right\}_{x \in \mathcal{E}_{0}}$ be a family of good rate functions on a Polish space $\mathcal{X}$, parametrized by a parameter $x$ in some Polish space $\mathcal{E}_{0}$ and let $A$ be some Borel subset of $\mathcal{E}_{0}$. The family of $\mathcal{X}$-valued random variables $\left\{\xi_{x}^{\epsilon}\right\}_{\epsilon>0, x \in A}$ is said to satisfy the Freidlin-Wentzell large deviations principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$, if the following statement holds.
(i) For any $s \geq 0, \delta>0$ and $\gamma>0$, there exists $\epsilon_{0}>0$ such that

$$
\inf _{x \in A}\left(\mathbb{P}\left(\xi_{x}^{\epsilon} \in B(x, \delta)\right)-\exp \left(-\frac{I^{x}(\varphi)+\gamma}{\epsilon}\right)\right) \geq 0, \quad \epsilon \leq \epsilon_{0}
$$

for any $y \in \Phi^{x}(s)$, where $\Phi^{x}(s):=\left\{h \in \mathcal{X}: I^{x}(h) \leq s\right\}$.
(ii) For any $s_{0} \geq 0, \delta>0$ and $\gamma>0$, there exists $\epsilon_{0}>0$ such that

$$
\sup _{x \in A} \mathbb{P}\left(\xi_{x}^{\epsilon} \in B^{c}\left(\Phi^{x}(s), \delta\right)\right) \leq \exp \left(-\frac{s-\gamma}{\epsilon}\right), \quad \epsilon \leq \epsilon_{0}
$$

for any $s \leq s_{0}$, where

$$
B^{c}\left(\Phi^{x}(s), \delta\right)=\left\{h \in \mathcal{X}: \operatorname{dist}_{\mathcal{X}}\left(h, \Phi^{x}(s)\right) \geq \delta\right\}
$$

The following two proposition of [55] shows necessary conditions in order to have the equivalences ULDP $\Longleftrightarrow$ FWULDP and FWULDP $\Longleftrightarrow$ DZULDP, respectively.

Proposition 2.2.3 (Theorem 2.5 of [55]). Let $\left\{I^{x}\right\}_{x \in \mathcal{E}_{0}}$ be a family of good rate functions on a Polish space $\mathcal{X}$. Suppose that $A$ is a set such that for any $s \geq 0$ the set

$$
\Lambda_{s, A}:=\bigcup_{x \in A} \Phi^{x}(s)
$$

is compact in $\mathcal{X}$. Then the family of $\mathcal{X}$-valued random variables $\left\{\xi_{x}^{\epsilon}\right\}_{\epsilon>0, x \in A}$ satisfies the Laplace principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$, if and only if it satisfies the Freidlin-Wentzell large deviations principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$.

Proposition 2.2.4 (Theorem 2.7 of [55]). Let $\left\{I^{x}\right\}_{x \in \mathcal{E}_{0}}$ be a family of good rate functions on a Polish space $\mathcal{X}$. Suppose that $A$ is a compact subset of a Polish space $\mathcal{E}_{0}$ and that the mapping $x \mapsto \Phi^{x}(s)$ from $A$ to $\mathcal{B}(\mathcal{X})$ is continuous in the Hausdorff metric for any $s \geq 0$, i.e.

$$
\begin{equation*}
x_{n} \rightarrow x, \quad \text { as } n \rightarrow \infty \Longrightarrow \lim _{n \rightarrow \infty} \lambda\left(\Phi^{x_{n}}(s), \Phi^{x}(s)\right)=0 \tag{2.2.13}
\end{equation*}
$$

where for any $A_{1}, A_{2} \in \mathcal{B}(\mathcal{X})$,

$$
\lambda\left(A_{1}, A_{2}\right):=\max \left\{\sup _{y \in A_{1}} \operatorname{dist}_{\mathcal{X}}\left(y, A_{2}\right), \sup _{y \in A_{2}} \operatorname{dist}_{\mathcal{X}}\left(y, A_{1}\right)\right\}
$$

Then the family of $\mathcal{X}$-valued random variables $\left\{\xi_{x}^{\epsilon}\right\}_{\epsilon>0, x \in A}$ satisfies the Dembo-Zeitouni large deviations principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$, if and only if it satisfies the Freidlin-Wentzell large deviations principle on $\mathcal{X}$ with rate functions $I^{x}$, uniformly for $x \in A$.

Remark 2.2.4. It turns out that in the case where $\mathcal{E}_{0}$ is a reflexive space, then the requirement that $A$ be a compact set can be weakened to the requirement that $A$ be a closed and bounded set, as long as (2.2.13) still holds for any sequence $x_{n}$ that converges to $x$ weakly in $\mathcal{E}_{0}$. We will use this refinement of Proposition 2.4 in Chapter 4.

Finally, we also include the following uniform version of the contraction principle, which we will use in Chapter 5.

Theorem 2.2.4 (Uniform Contraction Principle). Let $\mathcal{X}_{1}$ and $\mathcal{X}_{2}$ be two Polish spaces and let $J$ be a good rate function on $\mathcal{X}_{1}$. Assume the family $\left\{\zeta^{\epsilon}\right\}$ of $\mathcal{X}_{1}$-valued random variables satisfies the large deviations principle on $\mathcal{X}_{1}$ with good rate function $J$. Suppose that $\left\{\mathcal{G}^{x}\right\}_{x \in A}$ is a family of continuous mappings from $\mathcal{X}_{1}$ to $\mathcal{X}_{2}$, indexed by $x$ lying in some set $A$. Moreover, assume that the $\mathcal{G}^{x}$ are Lipschitz continuous, uniformly over $x \in A$, i.e.

$$
\sup _{x \in A} \sup _{\phi_{1} \neq \phi_{2}} \frac{\left\|\mathcal{G}^{x}\left(\phi_{1}\right)-\mathcal{G}^{x}\left(\phi_{2}\right)\right\|_{\mathcal{X}_{2}}}{\left\|\phi_{1}-\phi_{2}\right\|_{\mathcal{X}_{1}}}=: L<\infty .
$$

Then the family $\left\{\mathcal{G}^{x}\left(\xi^{\epsilon}\right\}_{\epsilon>0, x \in A}\right\}$ of $\mathcal{X}_{2}$-valued random variables satisfies a FreidlinWentzell large deviations principle in $\mathcal{X}_{2}$ with good rate functions $I^{x}$, uniformly for $x \in A$, where $I^{x}$ is given by

$$
I^{x}(\varphi):=\inf \left\{J(\psi): \psi \in \mathcal{X}_{1}, \varphi=\mathcal{G}^{x}(\psi)\right\}
$$

Proof. (Lower Bound.) Fix $s \geq 0, \delta>0$ and $\gamma>0$. For each $x \in A$, let $\varphi^{x} \in \mathcal{X}_{2}$ be such that $I^{x}\left(\varphi^{x}\right) \leq s$. Therefore, for each $x \in A$ there exists $\psi^{x} \in \mathcal{X}_{1}$ such that $\varphi^{x}=\mathcal{G}^{x}\left(\psi^{x}\right)$ and $J\left(\psi^{x}\right) \leq I^{x}\left(\varphi^{x}\right)+\gamma / 2$. Since $J\left(\psi^{x}\right) \leq s+\gamma / 2$, for each $x \in A$, we have

$$
\begin{aligned}
\mathbb{P}\left(\xi_{x}^{\epsilon} \in B_{\mathcal{X}_{2}}\left(\varphi^{x}, \delta\right)\right) & =\mathbb{P}\left(\zeta_{x}^{\epsilon} \in\left\{f \in \mathcal{X}_{1}:\left\|\mathcal{G}^{x}(f)-\varphi^{x}\right\|_{\mathcal{X}_{2}}<\delta\right\}\right) \\
& \geq \mathbb{P}\left(\zeta_{x}^{\epsilon} \in\left\{f \in \mathcal{X}_{1}:\left\|f-\psi^{x}\right\|_{\mathcal{X}_{1}}<\frac{\delta}{L}\right\}\right) \\
& \geq \exp \left(-\frac{J\left(\psi^{x}\right)+\gamma / 2}{\epsilon}\right) \geq \exp \left(-\frac{I^{x}\left(\varphi^{x}\right)+\gamma}{\epsilon}\right)
\end{aligned}
$$

for any $\epsilon \leq \epsilon_{0}$ with $\epsilon_{0}>0$ only depending on $s, \gamma, \delta$ and $L$.
(Upper Bound.) Fix $s_{0} \geq 0, \delta>0$ and $\gamma>0$ and observe that

$$
\mathbb{P}\left(\xi_{x}^{\epsilon} \in B_{\mathcal{X}_{2}}^{c}\left(\Phi^{x}(s), \delta\right)\right)=\mathbb{P}\left(\zeta_{x}^{\epsilon} \in\left\{f \in \mathcal{X}_{1}: \inf _{\varphi \in \mathcal{X}_{2}: I^{x}(\varphi) \leq s}\left\|\mathcal{G}^{x}(f)-\varphi\right\|_{\mathcal{X}_{2}} \geq \delta\right\}\right)
$$

Note that for a given $f \in \mathcal{X}_{1}$, if there exists $\psi \in \mathcal{X}_{1}$ such that $J(\psi) \leq s$ and $\|f-\psi\|_{\mathcal{X}_{2}}<\frac{\delta}{L}$, then $I^{x}\left(\mathcal{G}^{x}(\psi)\right) \leq J(\psi) \leq s$ and $\left\|\mathcal{G}^{x}(f)-\mathcal{G}^{x}(\psi)\right\|<\delta$ for any $x \in A$. Hence, there exists some $\epsilon_{0}>0$ such that

$$
\begin{aligned}
\mathbb{P}\left(\xi_{x}^{\epsilon} \in B_{\mathcal{X}_{2}}^{c}\left(\Phi^{x}(s), \delta\right)\right) & \leq \mathbb{P}\left(\zeta _ { x } ^ { \epsilon } \in \left\{f \in \mathcal{X}_{1}: \inf _{\psi \in \mathcal{X}_{1}: J(\psi) \leq s}\|f-\psi\|_{\mathcal{X}_{1}}\right.\right. \\
& \left.\left.\geq \frac{\delta}{L}\right\}\right) \leq \exp \left(-\frac{s-\gamma}{\epsilon}\right)
\end{aligned}
$$

for any $\epsilon \leq \epsilon_{0}$.

### 2.3 Long time asymptotics

Thus far, we have considered rare events for stochastic equations in the space of trajectories $C\left([0, T] ; \mathbb{R}^{d}\right)$ for fixed time horizon $[0, T]$. We now seek to understand the small noise asymptotics of the long-time behavior of the dynamical system.

### 2.3.1 Exit problem

Let $X_{t}^{\epsilon}$ be the solution to SDE (2.0.1) in $\mathbb{R}^{d}$. We now assume that the drift field $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}$ is a smooth vector field that admits a stable, globally attracting equilibrium at the point $\mathcal{O}$, as in Figure 2.2.


Fig. 2.2: Drift field with global attractor $\mathcal{O}$.

Let us consider what hap-
pens to the solution $X_{t}^{\epsilon}$ when $\epsilon$ is small. Since $\mathcal{O}$ is an attractor of the deterministic system (2.0.2), the solution $X_{t}^{\epsilon}$ will follow closely the deterministic trajectories until very close to the attractor $\mathcal{O}$. Once there, $X_{t}^{\epsilon}$ will typically remain close to the attractor $\mathcal{O}$ for large periods of time, taking only minor noise-induced excursions away from $\mathcal{O}$. However, when observed over an exponentially large in $\epsilon^{-1}$ time horizon, larger noise-induced excursions away from $\mathcal{O}$ will eventually happen.

To study this phenomenon, we consider the problem of the exit of $X_{t}^{\epsilon}$ from a
domain $D \subset \mathbb{R}^{d}$. As in the figure, we suppose $D \subset \mathbb{R}^{d}$ is a connected and compact set with smooth boundary that contains the attractor $\mathcal{O}$. Moreover, we suppose that every trajectory of the deterministic system (2.0.2) that starts inside $D$ stays inside $D$ for all future times, and we assume that the initial condition $x_{0}$ of (2.0.1) also lies in $D$. We are interested in quantifying the first exit time of the solution $X_{t}^{\epsilon}$ from $D$. Thus, we let the stopping time

$$
\tau^{\epsilon}:=\inf \left\{t>0: X_{t}^{\epsilon} \notin \bar{D}\right\}
$$

denote the time of first exit of $X_{t}^{\epsilon}$ from $D$. Under certain growth assumptions on $b$, it can be shown that for any $\epsilon>0$ the exit time $\tau^{\epsilon}$ is finite almost surely. The escape times $\tau^{\epsilon}$ will of course grow to $+\infty$ as the noise magnitude $\epsilon$ is sent to 0 ; however, it turns out that we can more closely quantify this growth rate.

In addition to quantifying the escape times, it is also possible to identify the most likely path that $X_{t}^{\epsilon}$ will take to exit the bounded domain $D$. In view of the structure of the large deviations theory in the previous sections, we expect that the most likely exit path will satisfy a least action principle as before, and this is indeed the case. Since we now must consider paths of arbitrary time length $T$ to minimize over, it is useful to define the cost function

$$
\begin{equation*}
U(x, y):=\inf \left\{S_{T}(\varphi): T>0, \quad \varphi \in C\left([0, T] ; \mathbb{R}^{d}\right), \quad \varphi(0)=x, \quad \varphi(T)=y\right\} \tag{2.3.1}
\end{equation*}
$$

where $S_{T}$ denotes the action integral

$$
S_{T}(\varphi):= \begin{cases}\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-b\left(\varphi_{t}\right)\right\|^{2} d t, & \text { if } \varphi \text { is absolutely continuous }  \tag{2.3.2}\\ +\infty, & \text { otherwise }\end{cases}
$$

The quantity $U(x, y)$ thus represents the cost, in terms of the action, of the cheapest path from $x$ to $y$. However, it is important to note that in this exit problem, any path starting in $D$ will first get sucked in very close to the attractor $\mathcal{O}$ with overwhelming probability, regardless of where it starts. In other words, the initial condition of the path is effectively transient, so that the only cost that will matter when determining exit times will be the cost of moving from the attractor $\mathcal{O}$ to the boundary $\partial D$. In view of this, we define the function $U: \mathbb{R}^{d} \rightarrow[0,+\infty]$, called the quasi-potential with respect to the attractor $\mathcal{O}$,

$$
U(x):=U(\mathcal{O}, x)
$$

It turns out that the quasi-potential controls much of the asymptotics of the escape time and most likely exit trajectory. Indeed, if there is a unique minimizer $z^{*}$ of $U$ on the boundary $\partial D$, then with overwhelming probability as $\epsilon \rightarrow 0$, the escape trajectory will exit in an arbitrarily small neighborhood of $x^{*}$. Moreover, the portion of the escape trajectory away from $\mathcal{O}$ will fall within an arbitrary delta tube of the minimum action path $\phi^{*}$ that terminates at $x^{*}$. These results concerning the manner of exit are proven by Freidlin and Wentzell [37], and are, respectively, Theorems 2.1 and 2.3 of [37]. Since the latter is somewhat complicated, we state only the former here.

Theorem 2.3.1 (Theorem 2.1 of [37]). Suppose there exists $x^{*} \in \partial D$ which is the unique minimizer of $U$ on $\partial D$. Then for any $\delta>0$.

$$
\lim _{\epsilon \rightarrow 0} \mathbb{P}\left(\left\|X_{\tau^{\epsilon}}^{\epsilon}-x^{*}\right\|<\delta\right)=1
$$

Remark 2.3.1. If there is not a unique minimizer of $U$ on the boundary, the distribution of exit locations on $\partial D$ will converge to a measure on the set of global minimizers of $U$ on $\partial D$.

Perhaps more surprising is that the leading order term in the asymptotics of the first escape time $\tau^{\epsilon}$ are also entirely determined by the minimum of the quasi-potential along the boundary.

Theorem 2.3.2 (Theorem 4.1 of [37]). Assume that the domain $D$ is attracted to $\mathcal{O}$ and that the boundary $\partial D$ is smooth. Then for any initial condition $x$ in the interior of $D$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \tau_{x}^{\epsilon}=\min _{y \in \partial D} U(y), \tag{2.3.3}
\end{equation*}
$$

where $\tau_{x}^{\epsilon}$ is the first exit time corresponding to the process $X_{t}^{\epsilon}$ with initial condition $x$.

Outline of proof of Theorem 2.3.2. (Upper bound) The critical step in the upper bound is the claim that for any $\eta>0$ there exists time $T_{0}$ large enough that

$$
\begin{equation*}
\liminf _{\epsilon \rightarrow 0} \epsilon \log \inf _{x \in D} \mathbb{P}\left(\tau_{x}^{\epsilon} \leq T_{0}\right)>-\min _{y \in \partial D} U(y)-\eta \tag{2.3.4}
\end{equation*}
$$

Equation (2.3.4) immediately provides an exponential lower bound on the probability of $\tau_{x}^{\epsilon}$ landing in a fixed $\epsilon$-independent time interval. From there, the upper bound of (2.3.3) can be established by applying (2.3.4) on each of the intervals $\left[0, T_{0}\right],\left[T_{0}, 2 T_{0}\right], \ldots$ etc. Indeed,

$$
\begin{aligned}
\mathbb{E} \tau_{x}^{\epsilon} & =\int_{0}^{\infty} \mathbb{P}\left(\tau_{x}^{\epsilon}>t\right) d t \leq T_{0} \sum_{k=0}^{\infty} \sup _{x \in D} \mathbb{P}\left(\tau_{x}^{\epsilon}>k T_{0}\right) \\
& \leq T_{0} \sum_{k=0}^{\infty}\left(1-\inf _{x \in D} \mathbb{P}\left(\tau_{x}^{\epsilon} \leq T_{0}\right)\right)^{k}=\frac{T_{0}}{\inf _{x \in D} \mathbb{P}\left(\tau_{x}^{\epsilon} \leq T_{0}\right)} \\
& \leq T_{0} \exp \left(\frac{\min _{y \in \partial D} U(y)+\eta}{\epsilon}\right)
\end{aligned}
$$

and the upper bound follows. The critical component is then the justification of (2.3.4). This statement can be deduced from the large deviations statement for the paths. In particular, for any initial point $x \in D$, one can construct the three-stage path $\varphi_{x} \in C\left(\left[0, T_{0}\right] ; \mathbb{R}^{d}\right)$ for $T_{0}=T_{1}+1+T_{2}$ by the recipe below where $T_{1}$ and $T_{2}$ are to be determined but picked independently of $x$. The construction is illustrated in Figure 2.3.

- Stage (i): Follow the deterministic trajectory (2.0.2) on $\left[0, T_{1}\right]$ for fixed large time $T_{1}$.
- Stage (ii): Follow a straight line path on $\left[T_{1}, T_{1}+1\right]$ with uniform speed chosen such that $\varphi\left(T_{1}+1\right)=\mathcal{O}$.
- Stage (iii): Follow an "almost" optimal escape path $\tilde{\phi}$ from $\mathcal{O}$ to just past the boundary that satisfies $S_{T_{2}}(\tilde{\phi}) \leq \min _{y \in \partial D} U(y)+\eta / 2$. Let $\delta>0$ be the final


Fig. 2.3: Illustration of the three stage path $\varphi_{x} \in C\left(\left[0, T_{1}+1+T_{2}\right] ; \mathbb{R}^{d}\right)$. The dashed path $\phi$ is the optimal escape trajectory from $\mathcal{O}$ to the boundary $\partial D$. distance past the boundary.

Note that Stage (i) contributes nothing to the action $S_{T_{0}}\left(\varphi_{x}\right)$ and that $T_{1}$ can be picked large enough that the action contribution from Stage (ii) is less than $\eta / 2$ for any $x$. Therefore, $S_{T_{0}}\left(\varphi_{x}\right) \leq \min _{y \in \partial D} U(y)+\eta$ for each $x \in D$. Then, equation (2.3.4) follows by applying the uniform large deviations principle lower bound to the set

$$
\Psi:=\bigcup_{x \in \bar{D}}\left\{\psi \in C\left(\left[0, T_{0}\right] ; \mathbb{R}^{d}\right): \sup _{0 \leq t \leq T_{0}}\left\|\psi_{t}-\varphi_{x}(t)\right\|<\delta / 2\right\},
$$

and noting that $\mathbb{P}\left(X_{t}^{\epsilon} \in \Psi\right) \leq \mathbb{P}\left(\tau_{x}^{\epsilon} \leq T_{0}\right)$ since every path in $\Psi$ exits the domain. Actually, since the set $\Psi$ is open in $C\left(\left[0, T_{0}\right] ; \mathbb{R}^{d}\right)$, either the FWULDP or the DZULDP lower bound is sufficient.

Remark 2.3.2. We emphasize that it is crucial that the large deviations principle for the paths is uniform on the domain $D$ so that (2.3.4) holds with the infimum within
the limit. This entails the need for a large deviations principle that is uniform with respect to initial conditions in bounded sets. This does not present an issue in the finite dimensional setting where bounded sets are pre-compact; however, when one tries to prove the analog of Theorem 2.3.2 for an infinite dimensional problem, one typically encounters the problem of only being able to prove a Laplace principle that is uniform on compact sets.

### 2.3.2 Gradient systems

In order to understand the structure of the quasi-potential, it is helpful to consider a simpler class of SDEs: namely, those given by a gradient system. We assume for this section that $b=-\nabla F$ for some smooth potential $F: \mathbb{R}^{d} \rightarrow \mathbb{R}$. We assume also that $F$ is bounded below with a global minimum at $\mathcal{O}$ and that $\mathcal{O}$ is globally attracting.

In this case, the quasi-potential actually coincides with the potential function, up to a multiplicative factor of 2 . Indeed, for any path $\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)$

$$
\begin{align*}
S_{T}(\varphi) & =\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}+\nabla F\left(\varphi_{t}\right)\right\|^{2} d t \\
& =\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-\nabla F\left(\varphi_{t}\right)\right\|^{2} d t+2 \int_{0}^{T} \dot{\varphi}_{t} \cdot \nabla F\left(\varphi_{t}\right) d t \\
& =\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-\nabla F\left(\varphi_{t}\right)\right\|^{2} d t+2 F\left(\varphi_{T}\right)-2 F\left(\varphi_{0}\right) \tag{2.3.5}
\end{align*}
$$

In view of the definition of the quasi-potential (2.3.1) and assuming without loss of
generality that $F(\mathcal{O})=0$, we then have

$$
\begin{align*}
U(x) & =2 F(x)+\inf _{T>0}\left\{\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-\nabla F\left(\varphi_{t}\right)\right\|^{2} d t:\right. \\
\varphi & \in C\left([0, T] ; \mathbb{R}^{d}, \varphi(0)=\mathcal{O}, \varphi(T)=x\right\} \tag{2.3.6}
\end{align*}
$$

However, the infimum on the right hand side can be made arbitrarily small by considering the time reversal of the solution to

$$
\begin{equation*}
\dot{\phi}_{t}=-\nabla F\left(\phi_{t}\right), \quad \phi(0)=x . \tag{2.3.7}
\end{equation*}
$$

Indeed, if $T$ is large, then the path $\varphi_{t}=\phi_{T-t}$ starts near $\mathcal{O}$, contribute nothing to the integral in (2.3.6) and ends at $x$. Moreover, the integral contribution of adding a small segment from $\mathcal{O}$ to $\phi_{T}$ at the beginning of $\varphi$ can be made arbitrarily small by taking $T$ arbitrarily large. Thus for the gradient system case, we simply have

$$
\begin{equation*}
U(x)=2 F(x) \tag{2.3.8}
\end{equation*}
$$

Remark 2.3.3. The characterization (2.3.8) also holds true in the event where the drift has the structure

$$
\begin{equation*}
b(x)=-\nabla F(x)+\ell(x) \tag{2.3.9}
\end{equation*}
$$

where $F$ is continuously differentiable and $\ell(x) \cdot \nabla F(x)$ for each $x \in \mathbb{R}^{d}$. Indeed, the computation (2.3.5) holds true in the same manner.

We next consider the invariant probability $\mu^{\epsilon} \in \mathcal{P}\left(\mathbb{R}^{d}\right)$ measure of system (2.0.1) in the case where $b(x)=-\nabla F(x)$. There are a number of ways to identify $\mu^{\epsilon}$. One is to consider the stationary Fokker-Planck equations for the density $p^{\epsilon}(x)$ of $\mu^{\epsilon}$ :

$$
\begin{equation*}
0=-\nabla \cdot\left[b(x) p^{\epsilon}(x)\right]+\frac{\epsilon}{2} \Delta p^{\epsilon}(x), \quad \int_{\mathbb{R}^{d}} p^{\epsilon}(x) d x=1 \tag{2.3.10}
\end{equation*}
$$

Indeed by inspection, one can see that the Gibbs measures on $\mathbb{R}^{d}$ with density

$$
\begin{equation*}
p^{\epsilon}(x)=C \exp \left(-\frac{2 F(x)}{\epsilon}\right)=C \exp \left(-\frac{U(x)}{\epsilon}\right) \tag{2.3.11}
\end{equation*}
$$

where $C$ is a normalization factor, gives a solution to (2.3.10). In particular, the Gibbsian nature of the invariant measure implies that for a (sufficiently regular) set $D \subset \mathbb{R}^{d}$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \mu^{\epsilon}(D)=-\inf _{y \in D} U(y) \tag{2.3.12}
\end{equation*}
$$

Remark 2.3.4. In the case of $b(x)=-\nabla F(x)+\ell(x)$, we see that the time invariant measure $\mu^{\epsilon}$ is the same Gibbs measure if in addition $\ell$ is divergence free.

### 2.3.3 Stationary measures

In the case of a general drift field $b$ admitting a globally attracting equilibrium $\mathcal{O}$, explicit formulas for the quasi-potential and invariant measure are unavailable. Indeed, the stationary measure will not in general be a Gibbs measure. However, it turns out that the asymptotic relationship (2.3.12) between the quasi-potential and stationary measure $\mu^{\epsilon}$ will still hold. In fact, (2.3.12) is really a statement that the invariant measures satisfy a large deviations principle in $\mathbb{R}^{d}$ with good rate function $U$.

Theorem 2.3.3 (Theorem 4.3 of [37]). Assume the whole space is attracting to $\mathcal{O}$ and assume $b$ is such that equation (2.0.1) admits a unique invariant measure $\mu^{\epsilon}$. Then the family $\mu^{\epsilon}$ satisfies a large deviations principle in $\mathbb{R}^{d}$ with good rate function $U$.

Outline of proof. The structure of the proof to this is similar to the proof of 2.3.2.
(Lower Bound) The lower bound follows by using the invariance property of the measures $\mu^{\epsilon}$. Let $\eta>0$. For any $x \in \mathbb{R}^{d}$ and $\delta>0$, we have for any $t \geq 0$

$$
\mu^{\epsilon}(B(x, \delta))=\int_{\mathbb{R}^{d}} \mathbb{P}\left(\left\|X_{t}^{\epsilon}-x\right\|<\delta\right) d \mu(y)
$$

If we then restrict to any ball $B(0, R)$ for $R>0$, we can construct a collection of paths $\left\{\varphi^{y}\right\}_{y \in B(0, R)} \subset C\left(\left[0, T_{0}\right] ; \mathbb{R}^{d}\right)$, constructed in exactly the same way and with same $T_{0}$ as in the proof of 2.3.2, such that $\varphi^{y}(0)=y$ and $S_{T_{0}}\left(\varphi^{y}\right)<U(x)+\eta / 2$. Here, $B(0, R)$ is taking the place of the bounded set $D$. Then, taking $t=T_{0}$ we have

$$
\begin{aligned}
\mu^{\epsilon}(B(x, \delta)) & \geq \int_{\mathbb{R}^{d}} \mathbb{P}\left(\sup _{0 \leq t \leq T_{0}}\left\|X_{t}^{\epsilon}-\varphi_{t}^{y}\right\|<\delta / 2\right) d \mu(y) \\
& \geq \mu^{\epsilon}(B(0, R)) \inf _{y \in B(0, R)} \mathbb{P}\left(\left\|X^{\epsilon}-\varphi^{y}\right\|_{C\left(\left[0, T_{0}\right] ; \mathbb{R}^{d}\right)}<\delta / 2\right)
\end{aligned}
$$

Then, since $\mu^{\epsilon}(B(0, R))$ goes to 1 as $\epsilon \rightarrow 0$, by the uniform large deviations principle, we have for sufficiently small $\epsilon$

$$
\mu^{\epsilon}(B(x, \delta)) \geq \frac{1}{2} \exp \left(-\frac{1}{\epsilon}(U(x)+\eta)\right)
$$

Theorem 2.3.3 tells us that the primary term in the Gibbsian asymptotics of the invariant measure is the quasi-potential. We can investigate the invariant measure further by considering again the Fokker-Planck equations with the WKB ansatz that the density takes the form of Gibbs density multiplied by a subexponential pre-factor

$$
p^{\epsilon}(x)=C(x) \exp \left(-\frac{U(x)}{\epsilon}\right)
$$

Justification for the WKB approximation is given in e.g. [62, 44]. By plugging the ansatz into the Fokker-Planck equations and grouping by order in $\epsilon$, we obtain

$$
\begin{aligned}
0 & =-\frac{p^{\epsilon}(x)}{\epsilon}\left[b(x) \cdot \nabla U(x)+\frac{1}{2}\|\nabla U(x)\|^{2}\right] \\
& -\exp \left(-\frac{U(x)}{\epsilon}\right)\left[\left(\nabla \cdot b+\frac{1}{2} \Delta U\right)(x) C(x)+(b+\nabla U)(x) \cdot \nabla C(x)\right] \\
& +\frac{\epsilon}{2}(\nabla \cdot C)(x) \exp \left(-\frac{U(x)}{\epsilon}\right)
\end{aligned}
$$

Taking the lowest order expansion then gives the Hamilton-Jacobi-Bellman equation

$$
\begin{equation*}
b \cdot \nabla U+\frac{1}{2}\|\nabla U\|^{2}=0 \tag{2.3.13}
\end{equation*}
$$

while taking the next order in the perturbation series provides a transport equation for the leading order term in the exponential prefactor

$$
\begin{equation*}
\left(\nabla \cdot b+\frac{1}{2} \Delta U\right) C+(b+\nabla U) \cdot \nabla C=0 \tag{2.3.14}
\end{equation*}
$$

Remark 2.3.5. We remark that in general the quasi-potential is not continuously differentiable. However, it can be shown that it is at worst Lipschitz continuous [37]
and the Lebesgue measure of the set of points for which it is not differentiable is 0 . Moreover, it can be shown that when $U$ is continuously differentiable, it is a classical solution to (2.3.13) endowed with the boundary condition $U(\mathcal{O})=0$, and a viscosity solution otherwise.

### 2.3.4 The quasi-potential

It is important to note that in general the infimum in $T$ in the definition of the quasipotential is never achieved. We observed this directly in the case of a gradient system where one cannot have the integral term in (2.3.6) be 0 for finite $T$, but instead must be taken as a limit as $T \rightarrow \infty$. Physically, this occurs because the optimal escape path leaves the attractor $\mathcal{O}$ with infinitesimal initial speed.

On the other hand, a single minimizing path in $\mathbb{R}^{d}$ in general will exist if a different parametrization, such as an arclength parametrization, is considered. Toward the purpose of identifying this minmizing path, it is convenient to introduce an alternate action functional, called the geometric action $\tilde{S}_{L}: C\left([0, T] ; \mathbb{R}^{d}\right) \rightarrow[0,+\infty]$ given by

$$
\tilde{S}_{L}(\varphi):= \begin{cases}\int_{0}^{L}\left[\left\|b\left(\varphi_{r}\right)\right\|\left\|\dot{\varphi}_{r}\right\|-b\left(\varphi_{r}\right) \cdot \dot{\varphi}_{r}\right] d r, & \text { if } \varphi \text { is absolutely continuous }  \tag{2.3.15}\\ +\infty, & \text { otherwise }\end{cases}
$$

Lemma 2.3.1. For any $x$ in the well of attraction of $\mathcal{O}$, it holds that

$$
\begin{equation*}
U(x)=\inf \left\{\tilde{S}_{L}(\phi): L>0, \quad \phi \in C\left([0, L] ; \mathbb{R}^{d}\right), \quad \phi_{0}=\mathcal{O}, \quad \phi_{L}=x\right\} \tag{2.3.16}
\end{equation*}
$$

Proof. Observe that

$$
\begin{align*}
S_{T}(\varphi) & =\frac{1}{2} \int_{0}^{T}\left\|\dot{\varphi}_{t}-b\left(\varphi_{t}\right)\right\|^{2} d t \\
& \left.=\frac{1}{2} \int_{0}^{T}\left[\left\|\dot{\varphi}_{t}\right\|^{2}+\left\|b\left(\varphi_{t}\right)\right\|^{2}-2 b\left(\varphi_{t}\right) \cdot \dot{\varphi}_{t}\right)\right] d t \\
& \geq \int_{0}^{T}\left[\left\|b\left(\varphi_{t}\right)\right\|\left\|\dot{\varphi}_{t}\right\|-b\left(\varphi_{t}\right) \cdot \dot{\varphi}_{t}\right] d t \tag{2.3.17}
\end{align*}
$$

Hence $U(x)$ is greater than the right hand side of (2.3.16). Next, suppose that $\phi \in$ $C\left([0, T] ; \mathbb{R}^{d}\right)$ is such that $\phi(0)=\mathcal{O}$ and $\phi(T)=x$. Let $\tilde{\phi}$ be a re-parametrization of $\phi$ such that $\left\|\dot{\phi}_{r}\right\|=\left\|b\left(\phi_{r}\right)\right\|$ for all $r$ in the domain of the new variable $[0, L]$. Then the inequality in (2.3.17) is an equality and $S_{T}(\phi)=\tilde{S}_{L}(\tilde{\phi})$. Hence we get (2.3.16).

The Hamilton-Jacobi equation (2.3.13) for the quasi-potential we obtained from the WKB ansatz can be derived rigorously from the minimum action definition of $U$ using standard techniques in Hamiltonian mechanics (see [1], for example). We present a third route to this equation by viewing the quasi-potential definition as an instantaneous optimal control problem. This route will provide useful information that we will use in Chapter 3. Consider $U$ defined via the geometric action (2.3.16). We can re-write the quasi-potential as

$$
\begin{align*}
U(x) & =\inf _{y \in \mathbb{R}^{d}}\{U(x-y)+U(x-y, x)\} \\
& =\inf _{L>0} \inf _{\substack{\varphi \in C\left([0, L] ; \mathbb{R}^{d}\right) ; \\
\varphi L=x}}\left\{U(\varphi(0))+\tilde{S}_{L}(\varphi)\right\} \\
& =\inf _{L>0} \inf _{\substack{\varphi \in\left([(0, L)] \mathbb{R}^{d}\right): \\
\varphi_{L}=x}}\left\{U\left(x-\int_{0}^{L} \dot{\varphi}_{r} d r\right)+\tilde{S}_{L}(\varphi)\right\} . \tag{2.3.18}
\end{align*}
$$

In addition, if we restrict to an arclength parameterization of the paths in the geometric action so that $L$ indicates the length of curve $\varphi$, then the equality in (2.3.18) actually holds for each $L$ individually less than the arclength of the minimum action path (MAP) passing through $x$. Thus for any small $\delta>0$, we have

$$
\begin{aligned}
U(x) & =\inf _{\substack{\varphi \in C\left([0, \delta] ; \mathbb{R}^{d}\right): \\
\varphi_{\delta}=x,\left\|\dot{\varphi}_{r}\right\|=1}}\left\{U\left(x-\int_{0}^{\delta} \dot{\varphi}_{r} d r\right)+\int_{0}^{\delta}\left[\left\|b\left(\varphi_{r}\right)\right\|-b\left(\varphi_{r}\right) \cdot \dot{\varphi}_{r}\right] d r\right\} \\
& =\inf _{\phi \in \mathbb{R}^{d}:\|\phi\|=1}\left\{U(x)-\delta \nabla U(x) \cdot \phi+\delta(\|b(x)\|-b(x) \cdot \phi)+\mathcal{O}\left(\delta^{2}\right)\right\},
\end{aligned}
$$

where in the last line, we assume that the quasi-potential is continuously differentiable at $x$. By taking $\delta \rightarrow 0$, we obtain the instantaneous cost minimization problem

$$
0=\inf _{\phi \in \mathbb{R}^{d}:\|\phi\|=1}[\|b(x)\|-(b+\nabla U)(x) \cdot \phi] .
$$

In this formulation, the minimizing direction $\phi$ corresponds to the direction at $x$ of the minimum action path from $\mathcal{O}$ to $x$. We see also that this minimizing direction $\phi$ is in the $b+\nabla U$ direction. Indeed, taking $\phi=\frac{b+\nabla U}{\|b+\nabla U\|}$, we obtain

$$
\begin{equation*}
0=\|b(x)\|-\|b(x)+\nabla U(x)\|, \tag{2.3.19}
\end{equation*}
$$

which can be rewritten as equation (2.3.13). The utility of this approach, however, is that we see directly the geometric relationship between the quasi-potential at a point and the MAP. Namely, for each $x$ where the quasi-potential is differentiable, we have

$$
\begin{equation*}
\nabla U(x)=\|b(x)\| \phi_{x}-b(x) \tag{2.3.20}
\end{equation*}
$$

where $\phi_{x}$ is the unit velocity vector of the MAP from $\mathcal{O}$ to $x$ at the point $x$. This
will be a fundamental piece of information in our development of our Jet solver in Chapter 3.

## Chapter 3: Efficient Jet Marcher for computing the quasi-potential

### 3.1 Introduction

We return again to the finite-dimensional setting. Consider the stochastic differential equations in $\mathbb{R}^{d}$,

$$
\begin{equation*}
d X_{t}=b\left(X_{t}\right) d t+\sqrt{\epsilon} d W_{t}, \quad X_{0}=x_{0} \in \mathbb{R}^{d} \tag{3.1.1}
\end{equation*}
$$

where $b: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d}, W_{t}$ is a standard Brownian motion in $\mathbb{R}^{d}$ and $\epsilon>0$ is a small parameter. As in Section 2.3.1, we assume that $b$ admits a stable, attracting equilibrium at $\mathcal{O} \in \mathbb{R}^{d}$. As we have seen, the quasi-potential $U(x)$ (defined by (2.3.1)) with respect to $\mathcal{O}$ controls much of the small-noise and long-time asymptotic behavior of equation (3.1.1). In this chapter, we discuss existing techniques for numerically computing the quasi-potential, and then describe a novel algorithm for computing the quasi-potential on a mesh in the 2-dimensional case.

As discussed in Chapter 2, the quasi-potential $U(x)$ can be seen as the cost of the cheapest possible path that begins at the attractor $\mathcal{O}$ and ends at the point $x$, where the cost is measured by either the Freidlin-Wentzell action functional (2.3.2) or the geometric action functional (2.3.15). Hence, a logical way to compute $U(x)$
for a given $x$ is to try to conduct this minimization numerically. Indeed, one can construct a numerical version of the action function via quadrature and then perform a high-dimensional minimization over a suitably rich path space. Since methods of this form invariably return the minimum action paths (MAP) themselves, we refer to them as path-based methods.

In practice, techniques conducting the minimizations of both types of action functionals are used. The Minimum Action Method (MAM) [31] and Adaptive Minimum Action Method (AMAM) [67] find MAPs by minimizing the Freidlin-Wentzell action, while the Geometric Minimum Action Method (GMAM) [38] does so by minimizing the geometric action. We describe the key details of these approaches in Section 3.2. By design, these techniques are applicable to both finite and infinite dimensional problems. For example, the GMAM was used to find the MAP between two stationary solutions of a 2D reaction-diffusion partial differential equation in [38] and to find the MAP between two solitary waves of different amplitudes of nonlinear Schrodinger equations in [53].

An important advantage of path-based methods is that they are computationally cheap and suitable for any dimension. However, a number of key drawbacks. First, they allow for computation of the quasi-potential along a single MAP, but do not provide a mechanism for efficient computation of the quasi-potential over an entire region of space. In particular, they are ill suited for the task of identifying quasipotential minima. As we have seen, locating quasi-potential minima is an important
step in quantifying exit locations and escape times for the exit problem (Section 2.3.1). Second, path-based techniques work well if the MAP is relatively simple, but their convergence tends to stall if the MAP exhibits spiraling or other complicated behavior. Finally, the MAPs obtained by these methods are biased by the initial guess, typically taken to be straight line segments, and may only be local minimizers of the action that lead to incorrect estimates of the quasi-potential. While various attempts have been undertaken to address these issues [63, 42], none of the proposed solutions have become commonly used due to complexity and lack of robustness.

With the application of determining quasi-potential minima in mind, the majority of this chapter focuses on mesh-based quasi-potential solvers, whose objective is the efficient computation of $U(x)$ on a mesh. As with all numerical PDE solvers, these methods suffer from the curse of dimensionality, so that solving for $U(x)$ on a mesh in a high-dimensional space is infeasible. Current mesh-based quasi-potential solvers are implemented only in $2[14,21,22]$ and 3 dimensions [66]. Our algorithm, the Efficient Jet Marching (EJM) method, which is described in full detail in Section 3.4, addresses only the $d=2$ case with additive noise. The task of extending this algorithm to 3 -dimensions remains as future work.

A full description of mesh-based quasi-potential solvers is provided in Section 3.3, although we make a few preliminary remarks here. The discussed methods are all descendants of Dijkstra's algorithm for identifying the shortest path in a network [29], and, more specifically, of Sethian's Fast Marching algorithm for solving the eikonal
equation [57]. Indeed, recall from Section 2.3.4 that the quasi-potential is a viscosity solution to the Hamilton-Jacobi-Bellman equation

$$
\begin{equation*}
\|\nabla U(x)\|^{2}+2 b(x) \cdot \nabla U(x)=0, \quad U(\mathcal{O})=0 \tag{3.1.2}
\end{equation*}
$$

which can be interpreted as an anisotropic eikonal equation for the evolution of a wavefront so that the ideas of Sethian's fast marching algorithm and its related descendants $[58,59]$ can be applied.

At their core, these types of methods treats the quasi-potential $U(x)$ as the first hitting time at location $x$ of a fictitious wavefront propagating outwards from the point attractor $\mathcal{O}$, as illustrated in Figure 3.1. In this analogy, the level set $\{x: U(x)=T\}$ represents the state of the wavefront at "time" $T$. The MAP passing through a point $x$ can be seen as representing the liftetime trajectory of the particular particle that was the first to reach $x$. Fast-marching algorithms seek to identify these "leading" particles and make local approximations of their paths between nearby mesh points, from which estimates of the wavefront arrival times are made. There are, however, some key difficulties in extending the fast marching algorithm to the quasi-potential problem; most notably the potential unboundedness of the particle velocity function. The first such algorithm for solving the quasi-potential was introduced in [14], in which a thorough discussion of the the obstacles and necessary modifications is given.

In Section 3.4, we describe in detail our EJM algorithm, which is a descendant of the fast-marching based methods of $[14,21]$. We also briefly mention here the two key features that distinguish it from previous quasi-potential solvers.


Fig. 3.1: The quasi-potential problem as a wavefront propagation problem.

The first key feature is the use of higher-order approximations of (a) the quasipotential between mesh points and (b) local segments of MAPs. Concerning (a), our solver propagates the quasipotential and its gradient by taking advantage of the geometric relationship (see Section 2.3.4)

$$
\begin{equation*}
\nabla U(x)=\|b(x)\| \dot{\phi}-b(x) \tag{3.1.3}
\end{equation*}
$$

between the quasi-potential $U(x)$ and MAP $\phi$ passing through $x$. This enables us to use Hermite cubic interpolation of $U$ between mesh points rather than linear interpolation as done in [14, 21, 22, 66]. The idea of using Hermite interpolation originally comes from the jet scheme for solving an advection equation [48]. Concerning (b), our solver approximates MAP segments using cubic curves, while all previous quasipotential solvers have approximated them with straight line segments. We remark that a similar family of jet marching methods for isotropic eikonal equations was recently introduced in [54].

Although rigorous numerical analysis remains as future work, we expected the
improved approximation scheme to provide our method with an $\mathcal{O}\left(h^{2}\right)$ accuracy convergence rate with respect to the mesh spacing $h$. As we show in Section 3.5, this is precisely what we have observed empirically in all but the most extreme scenarios. To our knowledge, this is the first such quasi-potential solver with second order in $h$ accuracy.

The aforementioned improvement in accuracy does come at the cost of an increase in computing time due to the more computation-intensive MAP approximations. However, this increase in runtimes is offset by the algorithm's second key feature: implementation of pre-computed anisotropic stencils, inspired by the Anisotropic Stencil Refinement (ASR) algorithm of Mirebeau [47]. Roughly speaking, the presence of potentially unbounded particle speeds in the quasi-potential problem requires the searching of very large "neighborhoods" of mesh points in the search for MAPs. Mirebeau's ASR algorithm pre-computes smaller, more targeted neighborhoods, which results in a significantly smaller number of total MAP searches at a comparable overall accuracy. Adoption of a modified version of these ideas provided EJM with a significant reduction in computation time. A description of Mirebeau's ASR algorithm is given in Section 3.3.

A full analysis of the accuracy-speed trade-off is provided in Section 3.5. There, we compare the performance of the EJM algorithm with other mesh-based quasipotential solvers on a variety of different drift fields $b$.

### 3.2 Path-based approaches

In this section, we briefly describe two commonly used path-based techniques for identifying the MAP from an attractor $\mathcal{O}$ to a point $x$. Both techniques are suitable for finite and infinite dimensional problems.

AMAM. The adaptive minimum-action method (AMAM) [67] solves for the MAP from $\mathcal{O}$ to point $x$ by numerically minimizing the Freidlin-Wentzell action functional $S_{T}$ (2.3.2) for some large value of $T$. To do so, the action $S_{T}$ is approximated using a midpoint quadrature rule on a partition $\left\{t_{k}\right\}_{k=0}^{m}$ of $[0, T]$. More precisely, if the path $\varphi \in C\left([0, T] ; \mathbb{R}^{d}\right)$ is approximated by its values at its values $\Phi_{k}:=\varphi_{t_{k}}$, then the numerical action is given by

$$
\begin{equation*}
S_{t_{0}, \ldots, t_{m}}=\frac{1}{2} \sum_{k=0}^{m-1}\left\|\frac{\Phi_{k+1}-\Phi_{k}}{\Delta t_{k}}-b\left(\varphi_{k+1 / 2}\right)\right\|^{2} \Delta t_{k} \tag{3.2.1}
\end{equation*}
$$

where $\Delta t_{k}=t_{k+1}-t_{k}$ and $\Phi_{k+1 / 2}=\left(\Phi_{k+1}+\Phi_{k}\right) / 2$. The key difficulty with minimizing this discretized action is the question of how to select the mesh $\left\{t_{k}\right\}_{k=1}^{m}$. Indeed, the true MAP spends much more time near the attractor $\mathcal{O}$, whence the integrand of $S_{T}$ is very small. For this reason, minimization of (3.2.1) along a simple uniformly spaced mesh on $[0, T]$ will provide poor results, and a more strategically refined mesh is needed.

The AMAM solves this issue by implementing a moving mesh technique, in which the $t$-mesh for discretizing $S_{T}(\varphi)$ changes along with the optimal path $\left\{\Phi_{k}\right\}_{k=0}^{m}$.

Indeed, an satisfactory time mesh $\left\{t_{k}\right\}_{k=0}^{m}$ is one for which each term in the sum (3.2.1) is of the same order of magnitude. To achieve this AMAM weights the time steps by the monitor function

$$
w(t):=\frac{1}{\sqrt{1+C\left\|\dot{\varphi}_{t}\right\|^{2}}},
$$

for some large $C>0$ and choose $\left\{t_{k}\right\}_{k=0}^{m}$ such that the product $w\left(t_{k}\right) \Delta t_{k}$ is approximately constant for each $k=0, \ldots, m-1$. These can be found by solving the Euler-Lagrange equation

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{1}{w(t)} \frac{d \alpha}{d t}\right)=0, \quad \alpha(0)=0, \quad \alpha(T)=T \tag{3.2.2}
\end{equation*}
$$

by finite difference for the re-weighted mesh variable $\alpha$ over the uniform partition of $[0, T]$. The optimal mesh is then given by the solution $\alpha$ discretized over the uniform partition of $[0, T]$, i.e. $t_{k}:=\alpha\left(\frac{k T}{m}\right)$.

In view of this re-weighting procedure, the AMAM algorithm attempts to solve for the MAP terminating at $x$ by proceeding as follows.

- (Step 1). Set mesh $\left\{t_{k}\right\}_{k=0}^{m}$ to the uniform partition of $[0, T]$, and start with the initial guess $\left\{\Phi_{k}\right\}_{k=0}^{m}$ corresponding to a straight line path $\varphi$ from $\mathcal{O}$ to $x$.
- (Step 2). Solve the Euler-Lagrange equation (3.2.2) numerically to construct a new mesh $\left\{t_{k}\right\}_{k=0}^{m}$.
- (Step 3). Run $R$ iterations of a high-dimensional optimization routine (such as L-BFGS) on the right hand side of (3.2.1) for the partition $\left\{t_{k}\right\}$.
- (Step 4). Terminate if the optimization termination condition is met and if the quantity $\left\{w\left(t_{k}\right) \Delta t_{k}\right\}$ are sufficiently uniform in $k$ to meet a mesh termination condition. Otherwise, return to step 2 to re-compute the mesh on the current iterate of $\left\{\Phi_{k}\right\}_{k=0}^{m}$.

GMAM. The geometric minimum action method (GMAM) [38] solves for the MAP from $\mathcal{O}$ to $x$ by instead minimizing the geometric action $\tilde{S}_{L}$ (2.3.15). By a standard calculus of variations computation, it can be shown that a minimizing path $\phi$ of $\tilde{S}_{L}$ satisfies the Euler-Lagrange equations

$$
\begin{equation*}
\left.0=\frac{d \tilde{S}}{d \varphi}(\phi)=-\lambda^{2} \ddot{\phi}_{r}+\lambda\left[\nabla b\left(\phi_{r}\right)-\left(\nabla b\left(\phi_{r}\right)\right)^{T}\right)\right] \dot{\phi}_{r}+\left(\nabla b\left(\phi_{r}\right)\right)^{T} b\left(\phi_{r}\right)-\lambda \frac{d \lambda}{d \varphi} \dot{\phi}_{r} \tag{3.2.3}
\end{equation*}
$$

where $\lambda=\left\|b\left(\phi_{r}\right)\right\| /\left\|\dot{\phi}_{r}\right\|$ and $\frac{d}{d \varphi}$ denotes functional derivative. GMAM will solve a discretized version of (3.2.3) with $L=1$, subject to the constraints $\left\|\dot{\phi}_{r}\right\|=$ constant, $\phi_{0}=\mathcal{O}$ and $\phi_{1}=x$. The constant speed condition will ensure that the sampled points along the path $\phi$ are equi-spaced to avoid the issue of under-sampling important regions discussed in the previous section.

GMAM solves for a discretized version $\left\{\Phi_{k}\right\}_{k=0}^{m}$ of the MAP by following an implicit gradient descent scheme. The scheme begins with an initial guess, usually taken to be an uniformly-spaced sampling of the straight line path from $\mathcal{O}$ to $x$. The next iteration of $\left\{\Phi_{k}\right\}_{k=0}^{m}$ is computed via a gradient descent step using a semi-implicit discretization of (3.2.3). The exact discretization of (3.2.3), which we omit to preserve simplicity, contains implicit centered finite differences for the second derivatives $\ddot{\phi}_{r}$ and explicit centered finite differences for the first derivatives $\dot{\phi}_{r}$. Each update step
thus requires the solving of a tri-diagonal matrix system. After every update step, the solution is re-normalized such that points $\Phi_{k}$ are uniformly spaced apart. More precisely, by interpolating the discretized values of $\left\{\Phi_{k}\right\}_{k=0}^{m}$ into a continuous path, one can set $\Phi_{k}:=\Psi_{k}$ where the $\left\{\Psi_{k}\right\}_{k=0}^{m}$ lie along the interpolated path and satisfy $\left\|\Psi_{k+1}-\Psi_{k}\right\|=\left\|\Psi_{k}-\Psi_{k-1}\right\|$ for each $k=1, \ldots, m-1$.

### 3.3 Mesh-based label-setting algorithms

In this section, we describe the structure of Dijkstra-like solvers of anisotropic eikonal equations. We also provide a description of Mirebeau's design for the anisotropic (ASR) algorithm [47] as well as the Ordered Line Integral Methods (OLIM), the most recent mesh-based quasi-potential solvers [21].

### 3.3.1 Dijkstra-like eikonal solvers

Consider the geometric action (2.3.15) expressed in the line integral form

$$
\begin{equation*}
\tilde{S}_{L}(\varphi)=\int_{0}^{L} s\left(\varphi_{r}, \dot{\varphi}_{r}\right)\left\|\dot{\varphi}_{r}\right\| d r=\int_{0}^{L} \frac{\left\|\dot{\varphi}_{r}\right\|}{f\left(\varphi_{r}, \dot{\varphi}_{r}\right)} d r \tag{3.3.1}
\end{equation*}
$$

where $s(x, v)=\|b(x)\|-b(x) \cdot \frac{v}{\|v\|}=: \frac{1}{f(x, v)}$. Written in this way, $\tilde{S}_{L}(\varphi)$ gives the cost of trajectory $\varphi$ using the instantaneous anisotropic cost function $s(x, v)$. If we are to proceed with the wavefront analogy introduced in Section 3.1, we can interpret $f(x, v)$ as the instantaneous speed of particles moving in the $v$ direction at point $x$. At each point along the wavefront, one can envision more particles being spawned and sent out in all directions with speed $f(x, v)$. For this reason, we call the function
$f(x, v)$ the speed function and $s(x, v)$ the slowness function. The quasi-potential $U(x)$ will then measure the quickest time for one of these particle to hit the point $x$, while the MAP passing through $x$ will trace that particles path back to its origin at $\mathcal{O}$.

An alternative perspective can be taken by expressing the HJB equation (3.1.2) for the quasi-potential in the form

$$
\begin{equation*}
F(x, \hat{n})\|\nabla U(x)\|=1, \quad U(\mathcal{O})=0 \tag{3.3.2}
\end{equation*}
$$

where $F(x, \hat{n})=\frac{1}{-2 b(x) \cdot \hat{n}(x)}$ and $\hat{n}(x)=\frac{\nabla U(x)}{\|\nabla U(x)\|}$ is the outward pointing normal vector to the level set of the quasi-potential. Here, the quantity $F(x, \hat{n}) \geq 0$ can be interpreted as the speed at which the wavefront expands outward in the normal direction.

For a general $F$, equation (3.3.2) is referred to as an anisotropic eikonal equation or static Hamilton-Jacobi equation. When the front speed $F$ does not depend on direction $v$, we refer to it just as an eikonal equation. In general, the front speed $F$ can be reconstructed from the particle speed function $f$ by taking the weighted dual norm

$$
\begin{equation*}
F(x, u)=\max _{v \neq 0} \frac{u \cdot v}{\|v\|} f(x, v) . \tag{3.3.3}
\end{equation*}
$$

Moreover, equation (3.3.2) can be derived from the least cost problem with action (3.3.1) for a general $f$ in a manner similar to as done in Section 2.3.4.

Note that in the isotropic case, it is clear from (3.3.3) that $F(x)=f(x)$. Namely, particle speeds are equal in all directions. In particular, this implies that the MAPs
will always be normal to the wavefront. This is not the case for the quasi-potential problem, where instead the direction of travel is given by (3.1.3). As we will see, this lack of orthogonality will pose some computational difficulties.

We now introduce the main ideas of Sethian's fast marching algorithm for computing the viscosity solution $U(x)$ to equation (3.3.2) in 2-dimensions. Let $\mathcal{X}$ be a discretization of the domain $D$ into a uniform rectangular mesh with common horizontal and vertical spacing $h>0$. We assume for simplicity that the attractor $\mathcal{O}$ is a member of the mesh $\mathcal{X}$. Dijkstra-like algorithms rely on the partition of $\mathcal{X}$ into the following three disjoint groups:

- Unknown: Mesh points for which no value of $U$ has been computed. The value of $U$ defaults to $+\infty$.
- Considered: Mesh points for which a tentative value of $U$ has been computed.
- Accepted: Mesh points for which a final, immutable value of $U$ has been computed.

Initially, all mesh points will begin in the Unknown category. As the algorithm proceeds, points will be gradually moved from Unknown to Considered as tentative values of $U$ are computed. For each mesh point, one of those tentative values will eventually be finalized, at which time that point will be moved into the Accepted category. Figure 3.2 displays a snapshot in time of what this setup may look like, while Algorithm 1 provides a template for fast marching Dijkstra-like eikonal solvers.

## Algorithm 1 Fast marching method template for solving eikonal equations Initialization

Start with all mesh points in $\mathcal{X}$ in Unknown and set them to $U=+\infty$.

Set $U(\mathcal{O})=0$ and add $\mathcal{O}$ to Considered.
Main Body
while (Considered is non-empty) do
2: $\quad$ Set $x:=\underset{z \in \mathcal{X}}{\arg \min }\{U(z): z \in$ Considered $\}$.
3: $\quad$ Switch $x$ from Considered to Accepted and finalize its current value of $U(x)$.
4: $\quad$ for each neighbor $y$ of $x$ such that $y \notin$ Accepted do
5: $\quad$ Compute a value $U_{\text {new }}(y)$ using the values of $U(x)$ and possibly $U(z)$ for other $z \in$ Accepted.

6: $\quad \operatorname{Set} U(y):=\min \left(U(y), U_{\text {new }}(y)\right)$.
7: $\quad$ Switch $y$ to Considered if it was previously in Unknown.


Fig. 3.2: Algorithm snapshot as mesh point $x$ is added to the Accepted list. The dashed blue line represents a possible implied current state of the wavefront.

The procedure described in Algorithm 1 can be visualized quite handily in terms of the propagating wavefront analogy, in which the objective is to determine the first arrival time $U(x)$ of the front at $x \in \mathcal{X}$. A mesh point $x \in \mathcal{X}$ begins in the Unknown category when the wavefront is far away from $x$. Once the front gets sufficiently near, an observer at $x$ can construct an estimated time of arrival (eta) of the wavefront at $x$, based on the arrival times reported by observers at nearby Accepted mesh points. Once $x$ 's first eta is calculated, the mesh point is switched from Unknown to Considered. Then, once the front actually hits $x$, it is switched to the Accepted category, and one of the previously computed eta's becomes the locked-in value of $U(x)$. This now finalized value of $U(x)$ is then subsequently used in the eta computations of other Considered and Unknown neighbors.

For the purposes of this analogy, we assume the observers do not have clocks or other means of actually telling the passage of time. Instead, they have to estimate the wave arrival time by using only the reported values of $U$ for Accepted points and their knowledge of the velocity field $f$. In order to make such an estimate, the observer at $x$ must determine (a) where the particle that will hit $x$ first is currently located, (b) the remaining path this particle will take before it gets to $x$, and (c) the time it will take to traverse this path. Indeed, these are also three of the main decisions that a numerical algorithm must make, and largely will be the key factors in determining the accuracy of the method.

Let us remark on some of the key steps of Algorithm 1. First, in line 2, the mesh point $x$ with the smallest tentative value of $U$ among all Considered points is selected. This point is effectively the next point to be "hit" by the expanding wavefront, and one can envision the level set $\left\{r \in \mathbb{R}^{d}: U(r)=U(x)\right\}$ as actually representing the current state of the front, as illustrated in Figure 3.2. Since the minimizer will need to be extracted from the Considered list at each iteration, the Considered list is often given a heap-sort structure in practice so that the argmin can be computed in $\mathcal{O}(\log N)$ operations.

Next, we note that the definition of neighbors (line 4) and the process for computing estimates $U_{\text {new }}(y)$ (line 5) are left unspecified in Algorithm 1. These are the main areas in which Dijkstra-like eikonal solvers will differ, and we describe below some of the possible choices for these procedures in full detail.


Fig. 3.3: The MAP of Considered or Unknown point $y$ passes between nearby Accepted points $x$ and $z$.

Finally, we note that after computing a new tentative value $U_{\text {new }}(y)$, this value replaces the previous tentative value only if it is smaller. This particular choice of Accept/Reject rule tries to filter out those estimates of $U(y)$ that come from mesh points $x$ which are not necessarily near the MAP passing through $y$.

Computation of $\mathbf{U}_{\text {new }}$ : We discuss techniques for computing the update value $U_{\text {new }}(y)$ in line 5 of Algorithm 1. Suppose, as in Algorithm 1 that $x$ has just been switched to Accepted and we are now interested in using $U(x)$ to compute a tentative value of $U(y)$ for a nearby "neighbor" $y$. Appropriate definitions of "neighbor" are made precise under the next subheading.

To compute $U(y)$, we seek to identify the MAP that passes through $y$ (Figure 3.3). In general, this MAP will not pass directly through $x$; however, it may pass between $x$ and another neighboring mesh point $z$ that also lies in the Accepted group. In this case, the MAP will pass through the point $x_{\lambda^{*}}=\left(1-\lambda^{*}\right) x+\lambda^{*} z$ for some
$\lambda^{*} \in[0,1]$. By noting that $U(y)$ is the minimum cost (geometric action in the quasipotential case) over all paths terminating at $y$, we can write

$$
\begin{align*}
U(y)=\min _{\lambda \in[0,1]}[ & U\left(x_{\lambda}\right)  \tag{3.3.4}\\
& \left.+\inf _{L>0, \varphi \in C\left([0, L] ; \mathbb{R}^{d}\right)}\left\{\int_{0}^{L} \frac{\|\dot{\varphi}(r)\| d r}{f(\varphi(r), \dot{\varphi}(r))}: \varphi(0)=x_{\lambda^{*}}, \varphi(L)=y\right\}\right] . \tag{3.3.5}
\end{align*}
$$

The key decisions to be made concern how best to approximate the right hand side of equation (3.3.4). This requires determining (a) how to interpolate $U\left(x_{\lambda}\right)$, since $x_{\lambda}$ in general lies between mesh points, (b) what path-space to take the inner minimization over, and (c) what quadrature rule to use to approximate the action integral.

The simplest answers to these three questions are to (a) linearly interpolate $U\left(x_{\lambda}\right)$ between the finalized values of $U(x)$ and $U(z)$, (b) use a linear path connecting $x_{\lambda}$ and $y$, so that no inner minimization need occur at all, and (c) use right endpoint quadrature (at $y$ ) of the action integral. This route is taken, for instance, by the Ordered Upwind Method (OUM) of [59]. With these approximations, (3.3.4) becomes

$$
\begin{equation*}
U_{\mathrm{new}}(y)=\min _{\lambda \in[0,1]}\left[(1-\lambda) U(x)+\lambda U(z)+\frac{\left\|y-x_{\lambda}\right\|}{f\left(y, \frac{y-x_{\lambda}}{\left\|y-x_{\lambda}\right\|}\right)}\right] . \tag{3.3.6}
\end{equation*}
$$

This univariate minimization can then easily be carried out numerically. For the isotropic case where $f(y, v)=f(y)$, the minimizer $\lambda^{*}$ can be found analytically by solving a quadratic equation.

The ordered line integral methods (OLIMs) [21, 22] for solving for the quasipotential also use linear interpolation for $U\left(x_{\lambda}\right)$ and linear paths, but they employ
higher order quadrature rules instead of the right-hand rule. The most efficient choice turned out to be the midpoint rule, which reduced the error constants by two-to-three orders of magnitude compared to right-hand rule quadrature.

Update formula (3.3.6) in general leads to a first order $\mathcal{O}(h)$ error convergence rate. It is perfectly valid for the quasi-potential problem, however in EJM we will opt for higher order approximations of (3.3.4) in pursuit of a $\mathcal{O}\left(h^{2}\right)$ convergence rate.

Neighborhoods The remaining undiscussed components of Algorithm 1 are (i) how to choose the neighbors $y$ to update from $x$ (line 4) and (ii) how to choose points $z$ to pair with a given $x$ and $y$ for the computation of (3.3.6) (line 5).

The goal of neighborhood design is to assure that every mesh point $y$ experiences at least 1 of the (3.3.4) updates with an $x$ and $z$ that straddle its MAP as in Figure 3.3. Since we do not a priori know where the MAPs will be coming from, many updates will necessarily have to be performed where $x$ and $z$ do not surround the MAP at all. These minimizations should result in boundary $(\lambda=0$ and $\lambda=1)$ minimizers of equation (3.3.4). Moreover, these solutions will typically result in proposed values of $U_{\text {new }}(y)$ that are larger than the true value. Therefore, they should eventually be discarded by the Accept/Reject rule of line 6 if a proper interior solution is found. However, for this to happen, the neighborhoods must be large enough to include a valid $\triangle x z y$ triangle where the MAP passes between $x$ and $z$. We refer to such a triangle $\triangle x z y$ of mesh points, where $U(x)<U(y), U(z)<U(y)$, and $y$ 's MAP passes between $x$ and $z$, as a causal triangle.

Due to this filtering system, it is in general harmless to increase the size of the neighborhoods, since any extraneous updates will automatically be filtered out by the Accept/Reject rule in the end. The drawback of using very large neighborhoods is simply the additional computation time present in performing the additional minimizations (3.3.4). The main goal of design is then to create neighborhoods that are just large enough to ensure that at least one causal triangle is checked for each $y$.

To discuss minimum neighborhood sizes, we assume first the isotropic case where $f(y, v)=f(y)$. As we have seen, the MAPs are guaranteed to be orthogonal to the level sets of $U$ wherever $U$ is differentiable, which is the case on a set of full Lebesgue measure. Provided the MAP and level set of $U$ are sufficiently flat (which can be achieved for small enough $h$ ), a sufficient "neighborhood" of $x$ in line 4 of Algorithm 1 is simply the 4-point diamond nearest neighborhood of $x$ (Figure 3.4a). In such a case, one could conduct update (3.3.4) using two different values of $z$ : the two neighboring members of $y$ in the 4-point neighborhood of $x$ ( $z_{1}$ and $z_{2}$ in Figure 3.4a). It is easy to see geometrically that because of the orthogonality relation between MAP and level set, this procedure guarantees that a causal triangle is checked for every $y$. In fact, the such a triangle will also necessarily be a right triangle with hypotenuse $\sqrt{2} h$.

Unfortunately, in the anisotropic case, where the orthogonality relation between MAP and level set of $U$ no longer holds, it is clear that the 4-point diamond neighborhood is no longer sufficient, as shown by Figure 3.4b. The neighborhoods must be larger in order to guarantee that update (3.3.4) is checked on a causal triangle. For


Fig. 3.4: An illustration for what is a sufficiently large neighborhood. Red curves depict level sets of the solution, blue curves represent MAPs, and gray-shaded areas represent Accepted mesh points. (a) Isotropic eikonal equation: 4-point neighborhoods always guarantee a causal triangle since MAPs and level sets are orthogonal. (b,c) Anisotropic eikonal equation: Larger neighborhoods are needed. In this example, a 4-point neighborhood is insufficient, but an 8-point neighborhood is sufficient to guarantee a causal triangle.
instance, in Figure 3.4b, an 8-point square nearest neighborhood would be sufficiently large, as illustrated by Figure 3.4c.

It is intuitively clear that the necessary size of neighborhood will increase as the angle between MAP and level set of $U$ decreases. Since this angle is related to the particle veloctiy speed anisotropy, a minimum possible neighborhood size can be
determined by the anisotropy ratio

$$
\rho:=\sup _{x} \frac{\sup _{v} f(x, v)}{\inf _{v} f(x, v)} .
$$

For full descriptions of how neighborhood size can be determined from the anisotropy ratio, see [59] and [21].

### 3.3.2 Anisotropic stencil refinement

In this section we describe the Anisotropic Stencil Refinement (ASR) algorithm of Mirebeau [47] for solving anisotropic eikonal equations. The ASR algorithm follows the prescription of Algorithm 1 and uses the approximation scheme (3.3.6), but with pre-computed stencils serving as the "neighborhoods". These stencils are significantly smaller than the neighborhoods used in [59], so that the ASR algorithm is significantly faster than OUM and only slightly less accurate.

Suppose we wish to solve the minimum cost problem associate with an action of the form (3.3.1) where $f$ has a finite anisotropy ratio $\rho$. For each mesh point $y$, we first construct the stencil $\mathcal{N}(y)$, representing the candidates for $x$ and $z$ in a potentially causal triangle $\triangle x y z$. The neighborhood referred to in line 4 of Algorithm 1 will then be the reversed stencil

$$
\mathcal{N}^{-1}(x):=\{y \in \mathcal{X}: x \in \mathcal{N}(y)\},
$$

which represents the points $y$ of which $x$ might be a member of a causal triangle.
Next, we define the function

$$
\mathcal{F}(x, v):=s(x, v)\|v\|,
$$

representing the integrand in the action functional (3.3.1). We assume that for each $x$, the mapping $\mathcal{F}(x, \cdot): \mathbb{R}^{2} \rightarrow[0,+\infty)$ is an asymmetric norm, that is, it is subadditive and positive definite, but only satisfies positive homogeneity: $\mathcal{F}(x, \lambda v)=\lambda \mathcal{F}(x, v)$ for all $\lambda \geq 0$.

Definition 3.3.1. The vectors $u$ and $v$ are said to form an acute angle with respect to an asymmetric norm $G: \mathbb{R}^{2} \rightarrow[0,+\infty)$ (or $G$-acute angle, for short) provided that

$$
\begin{equation*}
G(u+\delta v) \geq G(u), \quad \text { and } \quad G(v+\delta u) \geq G(v) \tag{3.3.7}
\end{equation*}
$$

for all $\delta \geq 0$.

Remark 3.3.1. We note that if the asymmetric norm $G$ is differentiable, it is easy to see that acuteness conditions (3.3.7) are equivalent to

$$
u \cdot \nabla_{v} G(v) \geq 0, \quad \text { and } \quad v \cdot \nabla_{v} G(u) \geq 0
$$

The objective will then be to construct a stencil $\mathcal{N}(y)$ for any $y$ that is a collection of directions such that neighboring line segments terminating at $y$ form $\mathcal{F}(y, \cdot)$ acute angles. That is, for each mesh point $y$, we seek to construct a finite (and rotationally ordered) collection of mesh points $\mathcal{N}(y)=\left\{y_{k}\right\}_{k=1}^{n_{y}}$, such that $y-y_{k}$ and $y-y_{k+1}$ form a $\mathcal{F}(y, \cdot)$-acute angle for each $k=1, \ldots, n_{y}$.

Note that when $s(x, v)=s(x)$, the norm $\mathcal{F}(x, \cdot)$ is a multiple of the standard Euclidean norm so that $\mathcal{F}(x, \cdot)$-acute angles become ordinary Euclidean acute angles.

Thus, the standard 4-point diamond neighborhood discussed in the previous section is an admissible stencil, since neighboring directions are separated by right angles.

The guarantee that such a stencil creates causal triangles is provided by the following causality property.

Proposition 3.3.1 (Proposition 1.3 of [47]: Causality Property). Let $G$ be an asymmetric norm on $\mathbb{R}^{2}$. Let $u, v \in \mathbb{R}^{2}$ be linearly independent and let $d_{u}, d_{v} \in \mathbb{R}$. Assume that $u$ and $v$ form an $G$-acute angle. Define

$$
\begin{equation*}
d_{w}:=\min _{t \in[0,1]} t d_{u}+(1-t) d_{v}+G(t u+(1-t) v) \tag{3.3.8}
\end{equation*}
$$

and assume that this minimum is not attained for $t \in\{0,1\}$. Then $d_{u}<d_{w}$ and $d_{v}<d_{w}$.

We do not provide the proof here, but rather defer it to [47]. It can be done rather succinctly using Lagrange multipliers. We do, however, provide a geometric proof in Section 3.4 of a similar statement in the quasi-potential case that sheds more light on why this acuteness condition is relevant.

Let us remark on Proposition 3.3.1. The right hand side of (3.3.8) is precisely the right hand side of the update formula (3.3.6) for $U_{\text {new }}(y)$, if $u=x, v=z, d_{u}=U(x)$ and $d_{v}=U(z)$. Thus Proposition 3.3.1 can be interpreted as saying that if the $x y$ and $z y$ legs of the $x y z$ triangle form a $\mathcal{F}(y, \cdot)$-acute angle and an interior minima is found, then necessarily $U(x)<U_{\text {new }}(y)$ and $U(z)<U_{\text {new }}(y)$. This means, assuming $U(x)>U(z)$ without loss of generality, that when $x$ is switched to Accepted, $z$ would
already be an Accepted point so that the triangle $\triangle x y z$ would yield a valid interior update, as desired.

The final step is then to define a method for creating causal stencils for a given problem. In [47], Mirebeau defines stencils via Algorithm 2, in which the base stencil is a 4-point diamond that will be refined as necessary, until all neighboring angle are $\mathcal{F}(y, \cdot)$-acute. For completeness, we also provide the full description of the FM-ASR in Algorithm 3.

```
Algorithm 2 FM-ASR Stencil Design [47]
    for \(y \in \mathcal{X}\) do
        Set \(L:=[(1,0)]\) and \(M:=[(1,0),(0,-1),(-1,0),(0,1)]\).
        while \(M\) is non-empty. do
            Set \(u\) and \(v\) to the last elements of \(L\) and \(M\), respectively.
                if \(u\) and \(v\) are \(\mathcal{F}(y, \cdot)\)-acute then
                Remove \(v\) from \(M\) and append \(v\) to \(L\).
                else
```

                    Append \(u+v\) to \(M\).
        Set \(\mathcal{N}(y):=y-L\).
    Output \(\{\mathcal{N}(y)\}_{y \in \mathcal{X}}\).
    
## Algorithm 3 Fast March Anisotropis Stencil Refinement (FM-ASR) [47] Initialization and Pre-processing

Start with all mesh points in $\mathcal{X}$ in Unknown and set them to $U=+\infty$.
Set $U(\mathcal{O})=0$ and add $\mathcal{O}$ to Considered.
Compute the stencils $\{\mathcal{N}(y)\}_{y \in \mathcal{X}}$ via Algorithm 2.
Compute the reversed stencil $\left\{\mathcal{N}^{-1}(x)\right\}_{x \in \mathcal{X}}$ by inverting the stencils $\{\mathcal{N}(y)\}_{y \in \mathcal{X}}$.

## Main Body

1: while (Considered is non-empty) do
2: $\quad$ Set $x:=\underset{z \in \mathcal{X}}{\arg \min }\{U(z): z \in$ Considered $\}$.
3: $\quad$ Switch $x$ from Considered to Accepted and lock in its current value of $U(x)$.
4: $\quad$ for each $y \in \mathcal{N}^{-1}(x)$ such that $y \notin$ Accepted do
5: $\quad$ Letting $\mathcal{N}(y)=\left\{y_{i}\right\}_{i=1}^{n_{y}}$ and supposing $x=y_{k}$, define $z_{1}:=y_{k-1}$ and $z_{2}:=y_{k+1}$.

Set $U_{\text {new }}=\min \left(U_{\text {new }, 1}, U_{\text {new }, 2}\right)$, where $U_{\text {new }, i}$ is computed via (3.3.6) over the triangle $\triangle x z_{i} y$.

6: $\quad \operatorname{Set} U(y):=\min \left(U(y), U_{\text {new }}(y)\right)$.
7: $\quad$ Switch $y$ to Considered if it was previously in Unknown.

### 3.4 Our algorithm: Efficient Jet Marcher

Like the previously discussed solvers, our Efficient Jet Marcher (EJM) algorithm follows the general template of Algorithm 1. Unlike the previously discussed solvers, EJM will instead use a higher order MAP approximation scheme as compared to (3.3.6), as well as a modified version of Mirebeau's pre-computed stencils. The full structure of the solver is shown in Algorithm 4.

We remark briefly on key observations about Algorithm 4; detailed descriptions are provided in the subsequent sections. The first observation is that the gradient $\nabla U$, is now treated as part of the solution and is included in all of the update computations. This will be necessary to perform the higher order MAP interpolations in the update step of line 7 (Section 3.4.2).

As in the OLIM methods [21, 22], we apply a slightly a more involved initialization process. This is typically only needed when the MAPs exhibit significant curvature near the origin. The most common technique is to simply initialize $U$ and $\nabla U$ with the exact solution corresponding to a linearized version of $b$ around the attractor $\mathcal{O}$. We discuss initializations in more detail in Section 3.4.5.

Concerning the construction of anisotropic stencils, we follow the ideas of Mirebeau [47], discussed in Section 3.3.2. However, we also use the fact that stencils only depend on the angle of $b(x)$ and not its magnitude, to save the stencils only for a binned collection of possible angles of $b$. This drastically reduces the memory require-
ment and the runtime of pre-processing phase. Moreover, this allows us to skip the stencils entirely and compute the reversed stencils directly, since these are ultimately the objects used in the body of Algorithm 4. We also use a slightly different stencil construction algorithm. All of which is described in Section 3.4.1.

The if-statement and subsequent fail-safe method, mentioned in lines 3 and 4, are used to prevent values of $U(x)$ computed from one-point updates (boundary solutions to the update minimization problem (3.3.4)) from becoming finalized values. As we will see, due to practical reasons the stencils are not perfect and will occasionally fail to find causal triangles. If these failures are not caught and corrected, the higher order accuracy may not be achieved. This fail-safe is called only very rarely. When called, it searches a much larger area than the stencil until it finds a successful triangle update (interior solution of (3.3.4)).

Finally, the most important difference lies in the structure of the update procedure (line 7) and prescription for computing the right hand side of (3.3.4). This procedures is responsible for the $\mathcal{O}\left(h^{2}\right)$ error convergence rate. It is discussed in detail in Section 3.4.2.

### 3.4.1 Anisotropic stencils

We return to the anisotropic stencil ideas introduced in Section 3.3.2. For the quasipotential problem, we have

$$
\mathcal{F}(y, v)=\|b(x)\|\|v\|-b(x) \cdot v
$$

## Algorithm 4 Efficient Jet Marching Algorithm (EJM) <br> Initialization and Pre-processing

Start with all mesh points in $\mathcal{X}$ in Unknown and set them to $U=+\infty$ and $\nabla U=$ $(\infty, \infty)$.

Initialize the $U$ and $\nabla U$ values of an 8-point rectangular neighborhood of the attractor $\mathcal{O}$ (Section 3.4.5).

Switch each of these points into Considered.
For each $\theta_{k}=\frac{2 \pi k}{N_{\text {bins }}}, k=0, \ldots, N_{\text {bins }}-1$, construct the reversed stencils $\mathcal{N}^{-1}(\theta)$ (Section 3.4.1).

For each $x \in \mathcal{X} \sim\{\mathcal{O}\}$, assign $\mathcal{N}^{-1}(x):=\mathcal{N}^{-1}\left(\theta_{k}\right)$ where $k$ is such

$$
-\angle b \in\left(\theta_{k}-\frac{\pi}{N_{\mathrm{bins}}}, \theta_{k}+\frac{\pi}{N_{\mathrm{bins}}}\right]
$$

## Main Body

1: while (Considered is non-empty) do
2: $\quad$ Set $x:=\underset{z \in \mathcal{X}}{\arg \min }\{U(z): z \in$ Considered $\}$.
3: if $x$ 's last update is a one-point update then
4: $\quad$ Run the fail-safe on $x$ (Section 3.4.4).

5: $\quad$ Switch $x$ from Considered to Accepted.
6: $\quad$ for each $y \in \mathcal{N}^{-1}(x)$ such that $y \notin$ Accepted do
7: $\quad$ Update $U(y)$ and $\nabla U(y)$ from $x$ and possibly other $z \in$ Accepted (Section 3.4.2).

8: $\quad$ Switch $y$ to Considered if it was previously in Unknown.

This is subadditive and positive homogeneous, but not positive definite, since

$$
\mathcal{F}(y, \lambda b(x))=0
$$

for any $y$ and any $\lambda>0$. Nonetheless, the machinery of the ASR method can still be applied, for instance, by considering instead a modified function

$$
\mathcal{F}^{\alpha}(y, v)=\|b(y)\|\|v\|-\alpha b(y) \cdot v
$$

where $\alpha=1-\delta$ for some $\delta>0$ very small. Such an $\mathcal{F}^{\alpha}(y, \cdot)$ is an asymmetric norm for any $x$ such that $b(x) \neq 0$.

For each $y \in \mathcal{X}$, we seek to construct a stencil $\mathcal{N}(y)$ such that neighboring points $y_{k}, y_{k+1} \in \mathcal{N}(y)$ form line segments $u=\frac{y-y_{k}}{\left\|y-y_{k}\right\|}$ and $v=\frac{y-y_{k+1}}{\left\|y-y_{k+1}\right\|}$ that satisfy the acuteness conditions (3.3.7), which, in the quasi-potential case, reduces to the conditions

$$
u \cdot v \geq u \cdot(-b(y)), \quad \text { and } \quad u \cdot v \geq v \cdot(-b(y)) .
$$

It is not intuitively clear where these acuteness conditions come from. To motivate them, we provide a simple geometric proof of the following proposition, which is essentially a corollary of Proposition 3.3.1 for the specific case of the quasi-potential problem.

Proposition 3.4.1. Suppose the drift field $b$ is smooth, fix $y \in \mathbb{R}^{2}$ and let $\phi$ denote the MAP passing through $y$. Suppose that $D$ is a rotationally ordered collection of unit directions in $\mathbb{R}^{2}$ such that any neighbors $\hat{u}, \hat{v} \in D$ satisfy

$$
\begin{equation*}
\hat{u} \cdot \hat{v} \geq \max (-\hat{u} \cdot \hat{b},-\hat{v} \cdot \hat{b}, 0) \tag{3.4.1}
\end{equation*}
$$

where $\hat{b}=b(y) /|b(y)|$. Then there exists neighbors $\hat{u}, \hat{v} \in D$ and $h>0$ small enough that $\phi$ passes between $A:=y+h \hat{u}$ and $B:=y+h \hat{v}$ while $U(A)<U(z)$ and $U(B)<$ $U(z)$.

Proof. Suppose first that $U$ is continuously differentiable at $y$. Let $\hat{\tau}$ be the tangent vector of the level set $\{y: U(y)=U(z)\}$ at $z$. Picking scale $h>0$ such that $U$ and $\phi$ are locally flat, the setup looks like Figure 3.5. By taking the dot product of both sides of equation (3.1.3) with $\hat{\tau}$, we immediately have that

$$
\left(\frac{\phi^{\prime}}{\left\|\phi^{\prime}\right\|}\right) \cdot \hat{\tau}=\hat{b} \cdot \hat{\tau}=: \cos (\theta)
$$



Fig. 3.5: If (3.4.1) is satisfied, there must exist neighbors $\hat{u}, \hat{v} \in D$ that sandwich the incoming MAP $\varphi$ and both lie in the shaded region $\{x: U(x)<U(z)\}$.

The result then follows by noting that there must exist a direction $\hat{u} \in D$ lying between $-\phi^{\prime}$ and $-\hat{\tau}$, as in Figure 3.5. We can see this by realizing that there cannot exist neighbors $\hat{u}, \hat{v} \in D$ that straddle the wedge created by $-\hat{\tau}$ and $-\phi^{\prime}$. If there did
exist such neighbors, $\hat{u}$ between $-\hat{b}$ and $-\hat{\tau}$ and $\hat{v}$ between $\hat{b}$ and $-\phi^{\prime}$, then we would immediately contradict the acuteness requirement, since

$$
-\hat{b} \cdot \hat{u}>-\hat{b} \cdot-\hat{\tau}=\cos \theta=-\left(\frac{\phi^{\prime}}{\left\|\phi^{\prime}\right\|}\right) \cdot-\hat{\tau}>\hat{u} \cdot \hat{v}
$$

Hence nearest neighbors cannot straddle the wedge, and there must be neighbors $\hat{u}, \hat{v} \in D$ surrounding $\phi^{\prime}$ that both lie in the half-plane of directions opposite $\nabla U$.

We now seek to construct stencils such that neighboring directions satisfy acuteness condition (3.4.1). To do this, we make the following two approximations to reduce computation time and memory requirements.
(1) We take the reversed stencils to be

$$
\begin{equation*}
\mathcal{N}^{-1}(y)=-\mathcal{N}(y), \tag{3.4.2}
\end{equation*}
$$

so that the reversed stencils are readily obtained by choosing a set of directions satisfying

$$
\hat{u} \cdot \hat{v} \geq \max (\hat{u} \cdot \hat{b}, \hat{v} \cdot \hat{b}, 0)
$$

and the original stencils $\mathcal{N}(y)$ need not be computed at all.
(2) We save reversed stencils only for $N_{\text {bin }}$ different uniformly spaced values of the angle of $b(x)$.

Approximation (1) is taken to speed up the computation time of the preprocessing phase of Algorithm 4. The process of inverting the stencil can be time
consuming for fine meshes, since its complexity is $\mathcal{O}\left(K(\mathcal{N}) h^{-2}\right)$ where $K(\mathcal{N})$ is the average stencil cardinality. Moreover, the approximation (3.4.2) is very close to exact on a scale $h>0$ such that the MAPs are approximately flat.

Approximation (2) is taken to reduce memory requirements of the algorithm. Here, we take use of the fact that the metric $\mathcal{F}(x, \cdot)$ only depends on the angle of $b(x)$. Therefore, the reversed stencils can be saved for a common set of $\theta=\angle b$ values rather than one for every mesh point $x \in \mathcal{X}$. Angles are binned as mentioned in the pre-processing phase of Algorithm 4. We do note however, that this shortcut is only possible because we are using a mesh that is translation invariant, so that we need only to store the shifts in the reversed stencil. This would not be possible if instead we were using a non-uniform mesh.

To construct the reversed stencils, one option is to follow the prescription of Algorithm 2. However, since $\mathcal{F}(x, \cdot)$ is not positive definite, one should modify the process or else it will never terminate, as it will attempt to refine the reversed stencil in the direction of $-b(x)$ indefinitely. One solution, is to instead use the modified version of $\mathcal{F}^{\alpha}$, mentioned above, for some $\alpha$ very slightly below 1 . The value of $\alpha$ will control how refined the reversed stencil is in the $-b(y)$ direction: our typical values is 0.9999 . An alternative options is simply to cut off the production algorithm once the leg in the direction of $-b(y)$ reaches some maximum threshold value.

We opted to construct the reversed stencils via another route. Instead, we noted that for a given value of $\angle b$, a minimal set of directions satisfying relations (3.4.1) can


Fig. 3.6: The infinite collection of angles $\left\{\alpha_{k}\right\}_{k=0}^{\infty}$ with $\alpha_{k}$ given by (3.4.3) satisfy (3.3.1) with equality except right at the direction $\hat{b}$.
be easily written down. In fact, consider the infinite collection of angles $\left\{\alpha_{k}\right\}_{k=-\infty}^{\infty}$ where

$$
\begin{equation*}
\alpha_{k}=\angle \hat{b}+\operatorname{sgn}(k) \frac{\pi}{2^{|k|}}, \tag{3.4.3}
\end{equation*}
$$

which is displayed in Figure 3.6. Here, it is clear that $\alpha_{k+1}-\alpha_{k}=\alpha_{k}-\angle b$ so that relation (3.4.1) holds with equality. Such a simple characterization of an "ideal" stencil is certainly not possible for the general case of an anisotropic eikonal equation. Thus, rather than following Algorithm 2 which is designed to work for the general case, we seek to construct stencils by directly discretizing rotated versions of the collection shown in Figure 3.6.

The construction of our discretization of Figure 3.6 is given in Algorithm 5, with the supporting Figure 3.7. The reversed stencil consists of a discretization of $|k|-1$
equi-spaced points along each of the $\alpha_{k}$ rays in Figure 3.6, up until some maximum $k$ value. Since these are all non-integer points, their nearest neighbor in $\mathbb{Z}^{2}$ is added instead. In addition to these points, the standard 8-point neighborhood is included.

Algorithm 5 is a rather simple method for discretizing Figure 3.6 in a way that is both non-hollow and elongated in the direction of $\hat{b}$. Example stencils created via the two methods are displayed in Figure 3.8. The stencil created via Algorithm 5 is slightly less concentrated in the direction of anisotropy and has denser interior: properties that have shown to perform slightly better in practice.

[^0]Set $d_{\text {gap }}=$ spacing between sampled points on each ray (in multiples of $h$ ). Value $d_{\text {gap }}=3$ is typical.

1: $\operatorname{Add}\{(1,0),(1,1),(0,1),(-1,1),(-1,0),(-1,-1),(0,-1),(1,-1)\}$ to $\mathcal{N}^{-1}(\theta)$.
2: Let $M$ be an empty list of points.
3: for $k=2: k_{\text {cutoff }}$ do
4: $\quad$ for $n=1:|k|-1$ do
5: $\quad$ Add $n \cdot d_{\text {gap }} \cdot\left(\cos \left(\theta+\frac{\pi}{2^{k}}\right), \sin \left(\theta+\frac{\pi}{2^{k}}\right)\right.$ to $M$
6: for each point $(x, y) \in M$ do
7: $\quad$ Add the closest integer pair $(\operatorname{round}(x), \operatorname{round}(y))$ to $\mathcal{N}^{-1}(\theta)$.


Fig. 3.7: The stencil consists of all of the blue circled mesh points, along with the analog procedure done on the other side of $\hat{b}$ and overlayed with a standard 8-point neighborhood of $z$.

### 3.4.2 Update procedure

In this section, we discuss how the update procedure (line 7 of Algorithm 4) is conducted. In EJM, this procedure is considerably more involved than the OUM where a quadratic equation is solved, and the OLIMs where only a 1D minimization problem is solved. We provide a full description of the update process in Algorithm 6 at the end of this section.

As mentioned in Section 3.4, we henceforth distinguish between the process of checking for interior and exterior solutions to (3.3.4), which we refer to as onepoint updates and triangle updates, respectively. That is, one-point updates compute values of $U(y)$ and $\nabla U(y)$ from a single mesh point $x$, while triangle updates, when successful, compute values of $U(y)$ and $\nabla U(y)$ from two mesh points $x$ and $z$.

One-point updates: As in Algorithm 4, we suppose that mesh point $x$ has just been switched to Accepted, and the mesh point $y \in \mathcal{N}^{-1}(x)$ is to be updated from $x$.


Fig. 3.8: Sample Reversed Stencils created using Algorithms 2 and 5, respectively. Both of these stencils have the same cardinality.

Let $\phi$ be the MAP that passes through $y$. We assume throughout the remainder that the drift field $b(x)$ is twice continuously differentiable. In view of equation (3.3.4), it follows that

$$
\begin{equation*}
U(y) \geq U(x)+\inf _{L>0, \varphi \in C\left([0, L] ; \mathbb{R}^{d}\right)}\left\{\int_{0}^{L} \frac{\|\dot{\varphi}(r)\| d r}{f(\varphi(r), \dot{\varphi}(r))}: \varphi(0)=x, \varphi(L)=y\right\} \tag{3.4.4}
\end{equation*}
$$

with equality if and only if $x$ lies on the MAP $\phi$. The one-point update will be a numerical approximation of this right-hand side. The resulting proposed value of $U(y)$, will in general only be a good estimate of the true value if $x$ lies very near $\phi$. It will be a significant overestimate otherwise.

In approximating the right hand side of (3.4.4), we opt to conduct the minimization over the two-parameter family of paths $\tilde{\varphi}_{\alpha, \beta}:[0,1] \rightarrow \mathbb{R}^{2}$ consisting of cubic curves with fixed endpoints at $x$ and $y$. This family is parametrized by the entry and
exit angles $\alpha$ and $\beta$ (Figure 3.9a), while each individual path $\tilde{\varphi}_{\alpha, \beta}$ is parametrized by its normalized coordinate in the $y-x$ direction. Complete formulas can be found in the Appendix.

For a given path $\tilde{\varphi}_{\alpha, \beta}$, we approximate the integral in (3.4.4) by using a Simpson's quadrature rule. We also adopt the notation $U_{\text {new }}^{x}(y)$ and $\nabla U_{\text {new }}^{x}(y)$ to denote the proposed values of $U(y)$ and $\nabla U(y)$, respectively, from the one-point update from mesh point $x$. Hence, we set

$$
\begin{align*}
U_{\text {new }}^{x}(y):=U(x)+ & \min _{\alpha, \beta \in[0,2 \pi]} \frac{\|y-x\|}{6}\left[\frac{\left\|\tilde{\varphi}_{\alpha, \beta}^{\prime}(0)\right\|}{f\left(x, \tilde{\varphi}_{\alpha, \beta}^{\prime}(0)\right)}\right.  \tag{3.4.5}\\
& \left.+4 \frac{\left\|\tilde{\varphi}_{\alpha, \beta}^{\prime}(1 / 2)\right\|}{f\left(\tilde{\varphi}_{\alpha, \beta}(1 / 2), \tilde{\varphi}_{\alpha, \beta}^{\prime}(1 / 2)\right)}+\frac{\left\|\tilde{\varphi}_{\alpha, \beta}^{\prime}(1)\right\|}{f\left(y, \tilde{\varphi}_{\alpha, \beta}^{\prime}(1)\right)}\right] . \tag{3.4.6}
\end{align*}
$$

We conduct this two-dimensional minimization over $\alpha$ and $\beta$ by using Newton's method. The cumbersome derivatives are implemented by hand, but we note that this could potentially be improved by implementing automatic differentiation techniques.

In view of relation (3.1.3), the proposed one-point update value of the gradient $U$ is

$$
\nabla U_{\text {new }}^{x}(y)=\|b(y)\| \tilde{\varphi}_{\alpha^{*}, \beta^{*}}^{\prime}(1)-b(y)
$$

where $\alpha^{*}$ and $\beta^{*}$ are the minimizing angles of (3.4.5).
We remark that if the numerical solver fails to find a minimizer of (3.4.5), then the values $\alpha=0$ and $\beta=0$ are used to compute $U_{\text {new }}^{x}(y)$ and $\nabla U_{\text {new }}^{x}(y)$. The proposed update value then represents an approximation of using a linear MAP and Simpson's rule quadrature. From our empirical observations, such a failure is extremely rare

(a)

(b)

Fig. 3.9: Diagrams for the (a) One-point updates and (b) triangle updates. The MAP is approximated by minimizing the geometric action over the families $\tilde{\varphi}_{\alpha, \beta}$ and $\tilde{\varphi}_{\alpha, \beta, \lambda}$, respectively.
unless there is a significant amount of curvature of the MAP over the one-point update in question. In scenarios where the MAP is very flat, minimizing values of $\alpha$ and $\beta$ are very close to 0 and the Newton solver has little difficulty finding them.

Triangle Updates: Conversely, suppose now that points $x$ and $z$ are Accepted and that we seek to update the values of $U(y)$ and $\nabla U(y)$ using $x$ and $z$. The triangle update will search for interior (in $\lambda$ ) minimizers of (3.3.4) corresponding to a situation described by Figure 3.3.

As in the case of the one-point update, we approximate the MAP with a cubic polynomial terminating at $y$. However, here the starting point $x_{\lambda}=(1-\lambda) x+\lambda z$ is allowed to vary on along the $x z$ line segment as part of the minimization.

In approximating the right hand side of (3.3.4), we opt to conduct the mini-
mization over the three-parameter family of paths $\tilde{\varphi}_{\alpha, \beta, \lambda}:[0,1] \rightarrow \mathbb{R}^{2}$ consisting of cubic curves with fixed endpoints at $x_{\lambda}$ and $y$ (Figure 3.9b). As before, this family is parametrized by the entry and exit angles $\alpha$ and $\beta$, in addition to the value of $\lambda \in[0,1]$. Each path $\tilde{\varphi}_{\alpha, \beta, \lambda}$ is parametrized by its normalized coordinate in the $y-x_{\lambda}$ direction. In particular, the coordinate systems vary with the value of parameter $\lambda$.

Notice that in the one-point update, we did not use the value of $\nabla U(x)$ in order to perform the update. We use it here, however, to interpolate the value of $U\left(x_{\lambda}\right)$. In particular, we interpolate $U\left(x_{\lambda}\right)$ with the unique cubic Hermite polynomial $p:[0,1] \rightarrow \mathbb{R}$ satisfying boundary conditions

$$
\begin{cases}p(0)=U(x), & p^{\prime}(0)=\nabla U(x) \cdot(z-x), \\ p(1)=U(z), & p^{\prime}(1)=\nabla U(z) \cdot(z-x) .\end{cases}
$$

Then, similar to the case of the one-point update, we take a Simpson's rule approximation of the integral in (3.3.4). As before, we adopt the notation $U_{\text {new }}^{x, z}(y)$ and $\nabla U_{\text {new }}^{x, z}(y)$ to denote the proposed values of $U(y)$ and $\nabla U(y)$, respectively, from the triangle update of $y$ from $x$ and $z$. Thus, we set

$$
\begin{align*}
U_{\text {new }}^{x, z}(y) & :=\min _{\lambda \in[0,1], \alpha, \beta \in \mathbb{R}}\left(p(\lambda)+\frac{\left\|y-x_{\lambda}\right\|}{6}\left[\frac{\left\|\tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(0)\right\|}{f\left(x_{\lambda}, \tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(0)\right)}\right.\right. \\
& \left.\left.+4 \frac{\left\|\tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(1 / 2)\right\|}{f\left(\tilde{\varphi}_{\alpha, \beta, \lambda}(1 / 2), \tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(1 / 2)\right)}+\frac{\left\|\tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(1)\right\|}{f\left(y, \tilde{\varphi}_{\alpha, \beta, \lambda}^{\prime}(1)\right)}\right]\right) . \tag{3.4.7}
\end{align*}
$$

As before, we perform the three-dimensional minimization over $\alpha, \beta$ and $\lambda$ using Newton's method with exact derivatives. Similarly, the proposed update value of the
gradient is

$$
\nabla U_{\text {new }}^{x, z}(y)=\|b(y)\| \tilde{\varphi}_{\alpha^{*}, \beta^{*}, \lambda^{*}}^{\prime}(1)-b(y),
$$

where $\alpha^{*}, \beta^{*}, \lambda^{*}$ are the minimizing parameter values i of (3.4.7).
Unlike in the linear approximation minimization problems, (3.3.6), here we are only interested in interior solutions since exterior solutions are handled by the separate one-point updates. As such, we terminate the numerical solver once the working value of $\lambda$ leaves the interval $[0,1]$ and return failure of the triangle update. Since the triangle update should only succeed if the MAP passes through the $x z$ line segment, the vast majority of attempted triangle updates should result in failure.

We now state the full update procedure (Algorithm 6). Justification for the Accept/Reject rule (lines 2 and 7, and Condition 3.4.1) and the choice of points $z$ for the triangle updates (line 4) are given in the next section.

Condition 3.4.1. Let $U_{\text {new }}^{x, z}(y)$ and $\nabla U_{\text {new }}^{x, z}(y)$ be the values proposed from a successful triangle update with minimizing $\lambda$ value $\lambda^{*}$. The proposed values are Accepted if and only if
(A) $U_{\text {new }}^{x, z}(y)$ is smaller than all previous proposed one-point update values $U_{\text {new }}(y)$ of $y$.
(B) If the current tentative value of $U(y)$ came from a triangle update $\triangle x_{\text {old }} z_{\text {old }} y$, then we must have

$$
\left\|x_{\lambda^{*}}-y\right\|<\left\|x_{\lambda_{\text {old }}^{*}}-y\right\|,
$$

Algorithm 6 Update neighbors $y$ of $x$ (line 7 of Algorithm 4)
Let $x$ be newly Accepted and $y \in \mathcal{N}^{-1}(x)$ be Unknown or Considered.
Compute one-point update values $U_{\text {new }}^{x}(y)$ and $\nabla U_{\text {new }}^{x}(y)$ from (3.4.5).
2: if $U_{\text {new }}^{x}(y)<U(y)$ then
3: $\quad$ Set $U(y):=U_{\text {new }}^{x}(y)$ and $\nabla U(y):=\nabla U_{\text {new }}^{x}(y)$.
: for $z$ in 8 point nearest neighborhood of $x$ (Figure 3.10a) do
5: $\quad$ if $z$ is Accepted then
6: $\quad$ Compute triangle update values $U_{\text {new }}^{x, z}(y)$ and $\nabla U_{\text {new }}^{x, z}(y)$ from (3.4.7).

7: $\quad$ if triangle update is successful and Condition 3.4.1 is met. then
8: $\quad$ Set $U(y):=U_{\text {new }}^{x z}(y)$ and $\nabla U(y):=\nabla U_{\text {new }}^{x z}(y)$.
where $x_{\lambda_{\text {old }}^{*}}=\left(1-\lambda_{\text {old }}^{*}\right) x_{\text {old }}+\lambda_{\text {old }}^{*} z_{\text {old }}$ and $\lambda_{\text {old }}^{*}$ is the minimizing $\lambda$ from the $x_{\text {old }} z_{\text {old }} y$ update.

### 3.4.3 Practical difficulties

There are several key algorithmic difficulties that arise in our higher order $\mathcal{O}\left(h^{2}\right)$ solver but are not present in the previous $\mathcal{O}(h)$ solvers. We describe these in detail in this section, in order to justify the decisions made in Algorithm 6 and the fail-safe method, discussed in the next section.

Large triangles. First, we note that with cubic interpolation, the error in the approximation of $U\left(x_{\lambda}\right)$ in the triangle updates grows more quickly with respect to the length of the $x z$ line segment. If we suppose that $U(x), U(z), \nabla U(x)$ and $\nabla U(z)$
are equal to the correct values, then the interpolated polynomial $p(\lambda)$ should satisfy

$$
\sup _{\lambda \in[0,1]}\left|p(\lambda)-U_{\text {correct }}\left(x_{\lambda}\right)\right| \approx \mathcal{O}\left(|x-z|^{4}\right)
$$

whereas a linear interpolation has worst case error that grows with $\mathcal{O}\left(|x-z|^{2}\right)$.
As such, it is critical to reduce the size of the $x z$ leg of triangle updates as much as possible. To this purpose, we deviate from the procedure used in the ASR algorithm. Instead of using $x$ and its two neighboring elements in the stencil $\mathcal{N}(y)$ (line 5 of Algorithm 3) as candidates for the point $z$, we opt to run a triangle update with $x$ and each of its 8-point nearest neighbors as $z$. This limits the $x z$ leg to a length of either $h$ or $\sqrt{2} h$, compared to a potentially much larger $x z$ length when neighboring elements of the stencil are used (Figure 3.10). The cost of this improvement in accuracy, however, is the requirement of between 2 and 3 times as many total triangle updates to be performed.

A more difficult but related problem to handle is the reduction of the size of the update length $\left|x_{\lambda}-y\right|$ in both the triangle updates and the one-point updates. Here, due to the Simpsons rule quadrature we expect the local error of a (3.4.7) update to scale with update length on the order of $\mathcal{O}\left(\left|x_{\lambda}-y\right|^{5}\right)$.

This issue unfortunately is much more difficult to handle. There are cases where it is unavoidable to have a large update length $\left|x_{\lambda}-y\right|$ when the angle between the MAP and level set of $U$ is small (see Figure 3.12 for example). In fact, we see very clearly that in those situations the accuracy benefits of the EJM algorithm are significantly reduced (see Section 3.5).

(a) Triangle update is performed for each $z$ (b) Triangle update is performed with $z$ bein the 8 -point neighborhood of $x$, as in ing the two mesh points next to $x$ in Algorithm 6. $\mathcal{N}(y)$, as in Algorithm 3.

Fig. 3.10: Possible choices of $z$ for triangle updates. Dashed lines indicate bases used for triangle updates, while blue dashed lines indicate bases that should result in successful triangle updates.

Our solution to minimizing this triangle leg is the enforcement of Condition 3.4.1 (B). Instead of using the $U(y):=\min \left(U(y), U_{\text {new }}(y)\right)$ Accept/Reject rule of Algorithm 1, we instead accept a new triangle update over a previous triangle update, only if the new update length $\left|x_{\lambda}-y\right|$ leg is smaller than the previous update length. We do not, however, require that the new triangle update propose a smaller value of $U(y)$ than the previous triangle update value because the value with a longer update length may be artificially too small.

In addition, to reduce the effect of the increased quadrature error of formulas (3.4.5) and (3.4.7) for large triangles, we increase the refinement of the Simpsons rule quadrature. Specifically, once the minimizing path $\tilde{\varphi}_{\alpha^{*}, \beta^{*}, \lambda^{*}}$ of (3.4.7) is found, the actual proposed update value $U_{\text {new }}^{x, z}(y)$ is computed with a Simpson's rule approxi-
mation of (3.3.4) along $\tilde{\varphi}_{\alpha^{*}, \beta^{*}, \lambda^{*}}$, but with a larger number of nodes sampled along $\tilde{\varphi}_{\alpha^{*}, \beta^{*}, \lambda^{*}}$. For the number of nodes, we typically use the smallest odd number greater than $1+\left|x_{\lambda^{*}}-y\right| / h$. Thus, for update lengths of $h$ and $\sqrt{2} h$, the number of nodes used in the Simpsons rule evaluation is the usual 3, but for larger triangles, the number of nodes is proportional to $\left|x_{\lambda^{*}}-y\right|$. This refinement significantly reduce quadrature error when there is a large number of long-distance updates.

Missed triangle updates. Second, the vast reduction in the error from triangle updates (3.4.7), causes the error from one-point updates to be unacceptably large by comparison. The error discrepancy between the two types of updates is still present in earlier quasi-potential solvers, but is of far smaller magnitude. In fact, with the EJM method, a small handful of mesh points whose final updates are one-point updates will destroy the expected $\mathcal{O}\left(h^{2}\right)$ error convergence rate. It is therefore essential that the final Accepted value of $U(y)$ for each $y$ comes from a triangle update rather than a one-point update. This is precisely the purpose of the fail-safe discussed in Section 3.4.4.

Undesirable local minima. Finally, there is a third more subtle problem introduced by adopting (B) of Condition 3.4.1 as part of the Accept/Reject rule: namely, that the right hand side of (3.4.7) may have local minima that have nothing to do with the desired MAP. An example of such a local minimum that does not correspond to a MAP is shown in Figure 3.11a. Under the traditional Accept/Reject rule $U(y):=\min \left(U(y), U_{\text {new }}(y)\right)$, the presence of these local minima is not an issue


Fig. 3.11: Pitfalls: (a) A situation where a local minimizer (red) of (3.4.7) exists which does not correspond to the true MAP (blue) and (b) a situation where no successful triangle update occurs for a point $y$ near the attractor $\mathcal{O}$ because the curvature of the MAP (blue) is too great .
since these "fake" paths necessarily correspond to overestimates of $U(y)$ and are hence filtered out. This is not the case when we just use Condition (B) as the accept rule, since we are filtering based on update length.

To mitigate this problem, we introduction (A) of Condition 3.4.1. With (A), a valid triangle update must propose a value of $U(y)$ smaller than any previously proposed one-point update values of $U(y)$. This filters out any "fake" paths that lead to answers worse than the best of the one-point updates. This is certainly not a guarantee that all of the other possible local minima will be prevented, but rather, a guarantee that the ones that do slip by, will provide update values at least as good as the best one-point update.


Fig. 3.12: The fail-safe will check $B_{k}$ for each $k$ until a successful two-point update is found. Here the first time a two-point update should be successful is on iteration $k=5$ with $x=A$ and $z=B$.

### 3.4.4 Fail-safe

As mentioned above, it is critical that Accepted mesh points have a final value of $U$ coming from a triangle update, rather than from a one-point update. To ensure this is the case we run the following fail-safe procedure on any mesh points whose final update is a one-point update.

Let $x$ be the Considered mesh point with the smallest value of $U$ in Considered as in Algorithm 4. Suppose that $x$ 's most recent update is a one-point update. As shown in Figure 3.12, let $B_{k}$ be the set of mesh points a distance $k h$ in $\ell^{1}$ norm away from $y$. We simply search each $B_{k}$, starting from $k=1$, for a pair of Accepted neighbors $A$
and $B$ in $B_{k}$ that provide a successful triangle update of $x$. If we find such a pair, we use the associated triangle update values of $U(x)$ and $\nabla U(x)$. If the procedure does not succeed through some large $k$ threshold (we typically use $k=20$ ), we revert to the prior one-point update value of $U(x)$.

It is important to note that since the value of $U(x)$ is changed (and typically lowered) after $x$ was selected from the Considered list, we may lose the monotonic ordering of points in Accepted. That is, a mesh point may have its value of $U$ lowered during the fail-safe procedure such that it is now smaller than some points already in the Accepted list. This would have some significant adverse consequences if the fail-safe is called too frequently. However, provided that the fail-safe is called only a small percentage of mesh points, these potential deviations from causality have a negligible impact.

We note also that the presence of the fail-safe allows some flexibility in the creation of the stencils. As long as the stencils are reasonably well refined in the direction of anisotropy, the fail-safe will correct for the few cases where the MAP might be able to sneak by the stencils.

### 3.4.5 Initialization

When the attrator $\mathcal{O}$ is a point attractor, the importance of the initialization largely depends on the linearization of the drift field around $\mathcal{O}$. For highly rotational fields (see Figure 3.11b) where the MAP undergoes infinite curvature at $\mathcal{O}$, the ever-
important triangle updates are not going provide satisfactory approximations of the MAP. Since the performance fundamentally depends on the triangle updates, the standard initialization procedure of Algorithm 1 is insufficient here.

In most cases, it is sufficient to initialize the MAP on the 8-point nearest neighborhood of the attractor $\mathcal{O}$. Here, we approximate the solution $U$ and $\nabla U$ on this neighborhood by the linearized solution. That is, suppose that $b$ is continuously differentiable in a neighborhood of $\mathcal{O}$, and let

$$
b(x)=\left[\begin{array}{ll}
b_{11} & b_{12} \\
b_{21} & b_{22}
\end{array}\right]\left[\begin{array}{l}
x_{1} \\
x_{2}
\end{array}\right]+\mathcal{O}\left(|x|^{2}\right),
$$

in a neighborhood of $\mathcal{O}$ (assuming without loss of generality that $\mathcal{O}=(0,0)$ ). The quasi-potential corresponding to equation (3.1.1) with instead the linear drift is explicitly known (Section 4.1 .2 of [14]) and we use this known formula to initialize the values of $U$ and $\nabla U$.

Due to the possibility of the situation shown in Figure 3.11b, this may not be sufficient if the MAPs still display heavy curvature in the 8 -point neighborhood of $\mathcal{O}$. For these situations, it may be necessary to initialize by running run a separate, more heavily refined quasi-potential solving routine on the neighborhood where curvature is strong.

### 3.5 Results

In this section, we compare the performance of the EJM with several other methods on a pair of test problems. In particular, we are interested in the error convergence rates with respect to the mesh spacing $h$ displayed by the EJM.

### 3.5.1 Nonlinear drift with varying rotational components

As our first example, we consider the nonlinear drift field

$$
b(x, y)=-\frac{1}{2}\left[\begin{array}{c}
4 x+3 x^{2}  \tag{3.5.1}\\
2 y
\end{array}\right]+\frac{a}{2}\left[\begin{array}{c}
-2 y \\
4 x+3 x^{2}
\end{array}\right] .
$$

Written this way, we immediately have the orthogonal decomposition $b=-\frac{1}{2} \nabla U+\ell$ with $\ell \perp \nabla U$, as in Remark 2.3.3. Here, the potential is given by $U(x, y)=2 x^{2}+$ $x^{3}+y^{2}$. The parameter $a$ controls the rotational component of the drift field. The flow lines of (3.5.1) (sample trajectories of the deterministic system $\dot{X}=b(X))$ are shown in Figures 3.13 and 3.15 for different values of $a$.

The drift field $b$ admits a stable attracting equilibrium at $\mathcal{O}=(0,0)$ and a saddle at the point $x_{0}=(-4 / 3,0)$, for any value of $a$. As we see in Figure 3.13, for $a=0.1$ the eigenvalues of the linearization of $b$ around $\mathcal{O}$ are both real, and there is no spiraling of the flow lines. The cases $a=1$ and $a=10$ correspond to flow lines displaying a moderate and large amount, respectively, of spiraling around $\mathcal{O}$.

Moreover, as can be seen by Figure 3.5, the MAPs behave in the same way as the flow lines, but with a flipped rotational component. Thus, they exhibit the same
degree of spiraling. Some sample MAPs are shown for (3.5.1) in Figure 3.14.

(a) $a=0.1$
(b) $a=1$
(c) $a=10$

Fig. 3.13: Flow lines for drift field (3.5.1) for three values of $a$.


Fig. 3.14: Some MAPs for drift field (3.5.1) for three values of $a$.

For this problem, we compute the quasi-potential on the box $D=[-1,1] \times$ [ $-1,1$ ], discretized into an $N \times N$ square mesh with common horizontal and vertical mesh spacing $h=2 / N$. We run EJM for the values $N=2^{k}$ for $k=7, \ldots, 12$. The solver is terminated once the first boundary mesh point is added to Accepted, corresponding to the first time the "wave" hits the edge of the box. Since this domain


Fig. 3.15: Flow lines for drift field (3.5.1) with $a=1$. The red marker indicates the attractor $\mathcal{O}=(0,0)$ while the black marker indicates the unstable saddle at $(-4 / 3,0)$.
$D$ is within the well of attraction of $\mathcal{O}$, the solution $U(x)=2 x^{2}+x^{3}+y^{2}$ is the quasipotential. We remark that outside the well of attraction, this is not the case.

We compare the performance of EJM to three other quasi-potential solvers. The primary comparison benchmark is the OLIM with midpoint quadrature [21, 22], the highest prior performing mesh-based quasi-potential solver. In addition, we compare EJM to a routine that uses the same cubic Hermite update formulas developed for EJM, but with the neighborhood selection strategy used in the OLIMs, rather than the anisotropic stencil strategy used in EJM. This benchmark is used to gauge the improvement in computing time obtained by the use of anisotropic stencils. Finally, we compare the EJM to Mirebeau's ASR algorithm directly [47], using linear update formulas with endpoint quadrature and anisotropic stencils constructed from the asymmetric norms $\mathcal{F}^{\alpha}$ (see Section 3.4.1). Each of these three benchmark meth-
ods we run on the same set of $N$ values for the three different values of $a$.
Errors in $U$. In the left column of Figure 3.16, we plot the maximum error of $U$ over all Accepted points versus $N$ for each of the 4 methods and each of the three values of $a$. Best polynomial fits were computed and are shown in Table 3.1.

The most important takeaway is the clear 2 nd order convergence rate in the errors for EJM for the cases of mild and moderate rotational components of the drift (left panel of Figures 3.16a and 3.16b). Best fit rates are 1.96 and 1.94 for $a=0.1$ and $a=1$, respectively. On the other hand, OLIM-midpoint, the prime metric of comparison, displays rates of 1.24 and 1.41 , respectively, consistent with the super-linear, but not 2 nd order convergence rates seen in [21]. For the largest grid size $N=4096$ that we sampled, the performance difference between EJM and OLIM-midpoint is over 4 orders of magnitude for $a=0.1$ and $a=1$.

The accuracy improvement when the rotational component is large ( $a=10$, left panel of Figure 3.16c), is much smaller. Part of this is due to the significantly improved performance of OLIM-midpoint on drift fields with high-rotational components (discussed in [21]), while part of this due to the poorer performance of EJM on high-rotational drift fields. Nonetheless, EJM still performs better but not quite at a second order rate - the best convergence rates is 1.73. The decreased performance of EJM for this case is explained by the presence of more long-distance triangle updates, which is a consequence of the small angles between MAP and level set of $U$ (see Section 3.4.3 and Figure 3.12).

Runtime. To analyze the utility of the anisotropic stencils, we compare the EJM with the OLIM-cubic method. As we see in the left panel of Figure 3.16, in the $a=0.1$ and $a=1$ case the errors of these two methods are indistinguishable, while in the $a=10$ case they are very close. This is expected since these two methods differ only in the choice of neighborhoods and not in the update procedures.

The important piece of information is the difference in runtime between these two methods, shown in the right panel of Figure 3.16. For the $a=0.1$ and $a=1$ cases, EJM is consistently between 7 and 8 times faster. In the $a=10$ case, the improvement factor is only about 5 , likely due to a larger number of fail-safe calls due to stencil sparsity.

Tab. 3.1: Best fits for the supremum error of $U$ as a function of $N$.

|  | $a=0.1$ | $a=1$ | $a=10$ |
| :---: | :---: | :---: | :---: |
| EJM | $0.14 * N^{-1.96}$ | $0.20 * N^{-1.94}$ | $3.54 * N^{-1.73}$ |
| OLIM-cubic | $0.17 * N^{-1.98}$ | $0.22 * N^{-1.95}$ | $4.13 * N^{-1.85}$ |
| ASR-endpoint | $0.72 * N^{-0.99}$ | $0.70 * N^{-0.99}$ | $0.52 * N^{-1.02}$ |
| OLIM-midpoint | $2.86 * N^{-1.24}$ | $5.95 * N^{-1.41}$ | $5737.55 * N^{-2.32}$ |

Errors in $\nabla U$. Next we consider the error of $\nabla U$. Although rigorous numerical analysis remains as future work, we expect that the gradient $\nabla U$ should demonstrate 2 nd order in $h$ convergence.

In Figure 3.17 we plot both the sup error (left panels) and root mean square


Fig. 3.16: Error plots of $U$ for drift field (3.5.1) for the three values of $a$. Sup error of $U$ over all Accepted mesh points is plotted against $N$ and computation time.
(RMS) error (right panels) of $\nabla U$ against $N$. Best polynomial fits for these plots are included in Tables 3.2 and 3.3. The behavior of sup error and RMS error are markedly different. For the sup error (right panel), all 4 methods, including EJM, display linear in $h$ convergence rates. For the EJM, this is simply due to a few one-point updates making it into the final cut, and is not overly significant.

The RMS errors for EJM, on the other hand, display higher order convergence. Indeed, the best fit convergence rates (Table 3.2) are 1.81, 1.75 and 1.73 for $a=0.1$, 1 and 10, respectively. These are superlinear, but not quite 2nd order. Presently, the reason for this is unclear. On the other hand, OLIM-midpoint displays the expected 1st order in $h$ convergence of $\nabla U$ associated with linear methods, and the superconvergence in $U$ displayed by OLIM-midpoint does not carry over to $\nabla U$.

Tab. 3.2: Best fits for the RMS error of $\nabla U$ as a function of $N$.

|  | $a=0.1$ | $a=1$ | $a=10$ |
| :---: | :---: | :---: | :---: |
| EJM | $0.40 * N^{-1.81}$ | $1.02 * N^{-1.75}$ | $43.74 * N^{-1.73}$ |
| OLIM-cubic | $0.47 * N^{-1.81}$ | $1.22 * N^{-1.75}$ | $23.00 * N^{-1.70}$ |
| ASR-endpoint | $0.90 * N^{-0.82}$ | $3.38 * N^{-0.98}$ | $169.58 * N^{-1.10}$ |
| OLIM-midpoint | $2.24 * N^{-0.99}$ | $8.63 * N^{-1.08}$ | $281.61 * N^{-1.06}$ |



Fig. 3.17: Error plots of $\nabla U$ for drift field (3.5.1) for the three values of $a$. Sup error and RMS error of $\nabla U$ are plotted against $N$.

Tab. 3.3: Best fits for the supremum error of $\nabla U$ as a function of $N$.

|  | $a=0.1$ | $a=1$ | $a=10$ |
| :---: | :---: | :---: | :---: |
| EJM | $0.12 * N^{-1.10}$ | $0.50 * N^{-1.01}$ | $11.21 * N^{-0.85}$ |
| OLIM-cubic | $0.14 * N^{-1.03}$ | $0.67 * N^{-1.04}$ | $9.02 * N^{-0.99}$ |
| ASR-endpoint | $14.48 * N^{-0.92}$ | $66.24 * N^{-1.06}$ | $630.60 * N^{-1.05}$ |
| OLIM-midpoint | $15.31 * N^{-0.97}$ | $78.83 * N^{-1.04}$ | $866.65 * N^{-1.04}$ |

### 3.5.2 Maier-Stein model

The problems of determining exit locations and exit trajectories from arbitrary domains are particularly suited for mesh-based solvers. In order to apply path-based methods, one has to know a-priori the exit location, which in general corresponds to a quasi-potential minima. Mesh-based solvers provide an easy way to determine this minima by simply interpolating the quasi-potential along the boundary of the domain of interest. Once the exit location is discovered, a path-based method can be used to determine the exit trajectory. However, one can also construct the exit trajectory by using the already calculatd mesh of $\nabla U$ values. In fact, this can be done with a negligible runtime, without the need to use a path-based method at all. In this section, we investigate the accuracy of reconstructing MAPs from the $\nabla U$ field obtained by EJM.

The test example we consider is the Maier-Stein system [44]

$$
d X_{t}=b_{\mathrm{MS}}\left(X_{t}\right) d t+\sqrt{\epsilon} d W_{t}, \quad X_{0}=x_{0} \in \mathbb{R}^{2}
$$

where

$$
b_{\mathrm{MS}}(x, y):=\left[\begin{array}{c}
x-x^{3}-\beta x y^{2}  \tag{3.5.2}\\
-\left(1+x^{2}\right) y
\end{array}\right]
$$

Here, $\beta$ is a positive parameter. For any $\beta>0$, the drift (3.5.2) admits stable attracting equilibria at $\mathcal{O}_{-}:=(-1,0)$ and $\mathcal{O}_{+}:=(1,0)$ and an unstable saddle at $\mathcal{O}_{*}:=(0,0)$. In particular, the solution $X_{t}$ displays metastability in the $\epsilon \rightarrow 0$ limit. Namely, the solution will spend exponentially long periods of time near attractor $\mathcal{O}_{-}$, before experiencing a noise-induced transition to attractor $\mathcal{O}_{+}$, followed by another exponentially long time period near $\mathcal{O}_{+}$, and so forth. We are interested in exploring the maximum likelihood switching path between the two attractors. For this purpose, we assume $x_{0}=O_{-}$and consider the $\operatorname{MAP} \varphi^{*}$ that starts at $\mathcal{O}_{-}$and ends at $\mathcal{O}_{+}$. As we saw in Chapter 2, as $\epsilon \rightarrow 0$, the actual transition path becomes overwhelmingly likely to occur within an arbitrarily narrow tube around this path $\varphi^{*}$. The flow lines of $b_{\mathrm{MS}}$ and maximum likelihood transition paths for a variety of $\beta$ values are shown in Figure 3.18.

The first thing to notice about the Maier-Stein drift $b_{\mathrm{MS}}$ is that for any value of $\beta>0$, the half-plane $\{x<0\}$ lies in the well of attraction of $\mathcal{O}_{-}$while the half-plane $\{x>0\}$ lies in the well of attraction of $\mathcal{O}_{+}$. This can be seen by symmetry or by viewing the plots of the drift field in Figure 3.18. Since the drift field is symmetric


Fig. 3.18: Flow lines for the Maier Stein system as well as the maximum likelihood transition path (red) from $\mathcal{O}_{-}=(-1,0)$ to $\mathcal{O}_{+}=(1,0)$ for four values of $\beta$. For (c) and (d) where $\beta>4$, the transition path is not unique, as both the positive and negative arcs in the left half-plane constitute minimum action paths.
about $y=0$, the maximum likelihood transition path $\varphi^{*}$ will necessarily pass through the saddle $\mathcal{O}_{*}$. Moreover, since the MAP from $\mathcal{O}^{*}$ to $\mathcal{O}_{+}$is just the flow line from $\mathcal{O}_{*}$ to $\mathcal{O}_{+}$, the portion of $\varphi^{*}$ in the half-plane $\{x>0\}$ will simply be the straight
line from $\mathcal{O}_{*}$ to $\mathcal{O}_{+}$. The behavior of $\varphi^{*}$ in the left half-plane $\{x<0\}$ on the other hand, will depend on the value of $\beta$. It turns out that the MAP will exhibit different behaviors for $\beta<4$ and $\beta>4$.

The simplest case to study is the $\beta=1$ case, where $b_{\mathrm{MS}}$ is the gradient of a potential function. In particular,

$$
b_{\mathrm{MS}}(x, y)=\nabla\left[\frac{1}{2} x^{2}-\frac{1}{2} y^{2}-\frac{1}{4} x^{4}-\frac{1}{2} x^{2} y^{2}\right] .
$$

As we saw in Chapter 2, for gradient systems, MAPs are given by time-reversals of the deterministic flows. Therefore, the portion of the MAP $\varphi_{*}$ in the left half-plane is simply the straight line connecting $\mathcal{O}_{-}$to $\mathcal{O}_{*}$ (Figure 3.18a). It turns out that this is also the case for any $\beta<4$. One can interpret these values of $\beta$ as being the "near" gradient system cases.

At the critical value of $\beta=4$, however, two non-trivial MAPs begin to emerge, as shown in Figures 3.18c and 3.18d. Indeed, for $\beta>4$, the MAP is no longer unique and there exist symmetric positive and negative arcs which both minimize the geometric action in the left half-plane. An interesting consequence of this nonuniqueness is that the quasi-potential at their point of intersection, the saddle $\mathcal{O}_{*}$, is not differentiable.

The task in this section is to reconstruct the $\operatorname{MAP} \varphi^{*}$ for the $\beta=10$ case from the EJM mesh of $\nabla U$ values by using the following procedure. Assume that we have run EJM on a uniform discretization of $[-2,0] \times[-1,1]$. In view of (3.1.3), we can construct a discrete approximation to the path $\varphi_{*}$ by defining iteratively the sequence
$\varphi_{k}=\left(x_{k}, y_{k}\right)$

$$
\begin{equation*}
\varphi_{k+1}=\varphi_{k}-\bar{h}\left(\frac{\nabla U\left(\varphi_{k}\right)+b\left(\varphi_{k}\right)}{\left\|b\left(\varphi_{k}\right)\right\|}\right), \quad \varphi_{0}=\mathcal{O}_{*} \tag{3.5.3}
\end{equation*}
$$

for some step size $\bar{h}$. We took $\bar{h}=h / 10$ where $h$ is the mesh spacing used in the run of the EJM. The iteration is terminated once $\varphi_{k}$ is sufficiently close to the attractor $\mathcal{O}_{-}$. To compute the values $\nabla U\left(\varphi_{k}\right)$ in (3.5.3), when $\varphi_{k}=\left(x_{k}, y_{k}\right)$ is not a mesh point, we simply use bi-linear interpolation of $\nabla U$ between the nearest mesh points.

To evaluate the error of our computed paths $\left\{\varphi_{k}\right\}_{k=0}^{K}$ by this method, we construct a master solution $\varphi_{\text {GMAM }}$ by running GMAM (Section 3.2) with a large number of degrees of freedom. In particular, $\varphi_{\text {GMAM }}$ is a piecewise-linear path with 10,000 nodes. To compute the error of a discretized path $\varphi=\left\{\varphi_{k}\right\}_{k=0}^{K}$ reconstructed from EJM, we simply compute

$$
\operatorname{Err}(\varphi)=\sup _{k=0, \ldots, K} \operatorname{dist}\left(\varphi_{k}, \varphi_{\mathrm{GMAM}}\right) .
$$

The distances can be computed analytically since $\varphi_{\text {GMAM }}$ is piecewise-linear. These errors are plotted in Figure 3.19 as a function of the number of steps $N=2 / h$ used in the EJM algorithm. We compare this to the errors of the MAP reconstructed in the same way from the OLIM with midpoint quadrature.

In both cases, the convergence is 1 st order in $h$, although the error constant is significantly better for the EJM method. However, in view of the nearly 2nd order convergence of $\nabla U$ displayed by EJM (see Figure 3.17), we would expect near 2nd order convergence in MAP accuracy. This is not achieved because we are using only


Fig. 3.19: Errors of the reconstructed maximum likelihood transition path from $\mathcal{O}_{-}$to $\mathcal{O}_{*}$ for the Maier-Stein model.
bi-linear interpolation of $\nabla U$ between mesh points. Indeed, if we change this to bi-cubic interpolation, we expect to get near second order convergence in $\operatorname{Err}(\varphi)$.

### 3.5.3 Future applications

When the quasi-potential is twice continuously differentiable, a key benefit of a 2 nd order convergence rate for the gradient $\nabla U$, is the implied convergence of 2 nd derivative matrix $\nabla^{2} U$. Since, the sub-exponential pre-factors of stationary measures and expected transition times in general depend on second derivative information about $U$ (as in equation (2.3.14), for instance), one may hope to numerically compute prefactors to reasonable accuracy.

Indeed, suppose for instance that, as in the Maier-Stein model, a drift field $b$ admits two stable attractors at $x_{-}$and $x_{+}$. Let $\tau^{x_{-} \rightarrow x_{+}}$be the expected transition
time from $x_{-}$to $x_{+}$. If the quasi-potential is twice continuously differentiable at the saddle point $x_{*}$ between $x_{-}$and $x_{+}$, Bouchet and Reygner [6] showed that

$$
\begin{equation*}
\mathbb{E} \tau^{x_{-} \rightarrow x_{+}} \asymp \frac{2 \pi}{\lambda_{+}^{*}} \sqrt{\frac{\left|\operatorname{det} H\left(x^{*}\right)\right|}{\operatorname{det} H\left(x_{-}\right)}} \exp \left(\int_{0}^{L} F\left(\varphi_{s}^{*}\right) d s\right) \exp \left(\frac{U\left(x^{*}\right)}{\epsilon}\right) . \tag{3.5.4}
\end{equation*}
$$

where $H$ is the Jacobian matrix of the quasi-potential, $\lambda_{+}^{*}$ is the unique positive eigenvalue of the Jacobian matrix at the saddle $x^{*}, \varphi^{*}$ is the MAP from $x_{-}$to $x_{+}$and

$$
F(x):=\nabla \cdot\left(b(x)+\frac{1}{2} \nabla U(x)\right) .
$$

This can be seen as a generalization of the Eyring-Kramer formula to non-gradient systems. For a nice survey of results and techniques in this direction, see the article [2].

Convergence of the 2nd derivative matrix $\nabla^{2} U$ obtained by the EJM would suggest the possibility of computing the exponential prefactor numerically. Indeed, using the MAP solver discussed above (or a path-basd method) along with values of $\Delta U$ computed using finite differences, one could expect to obtain convergence of a numerical computation of the right hand side of (3.5.4).

We note however, that the requirement of $U$ being twice continuously differentiable at the saddle is often not met in practice. For instance, the Maier Stein example with $\beta=10$, does not satisfy this condition. This can be seen as a consequence of the fact that the two MAPs (up and down arcs) intersect at the saddle point $\mathcal{O}_{*}$. On the other hand, for $\beta<4$, we would expect that the quasi-potential is twice continuously differentiable at $\mathcal{O}_{*}$. In fact, for the $\beta=1$ case, where the solution $U$ is explicit,
one could compute the pre-factor analytically and compare this to an approximate solution obtained by computing the right hand side of (3.5.4) using the techniques discussed. This remains as future work.

### 3.6 Conclusions

Thus far, we have tested the efficacy of EJM on nonlinear drift fields that have known, smooth solutions. In such cases, it has proven far more accurate than previous techniques when the drift fields contain at most moderate rotational components. In particular, it displays 2nd order convergence in the error of $U$ and close to 2 nd order convergence in the gradient $\nabla U$. Nonetheless, it remains to test our algorithm in more diverse settings, including in situations where the quasi-potential may be rougher.

Admittedly, our solver suffers from an issue of over-complexity in a couple of areas. First, the higher order updates require minimizations (3.4.5) and (3.4.7) that are performed via Newton's method with first and second order derivatives computed and implemented by hand. These formulas are extremely lengthy and complicated, which make EJM a very difficult algorithm to implement from scratch. We have yet to explore the efficacy of using finite differences for the 2nd order derivatives and of implementing automatic differentiation techniques.

Second, the Accept/Reject procedure described in Algorithm 6 and Condition 3.4.1 are more complicated than in traditional Fast Marching methods, which accept a new proposed update $U_{\text {new }}$ value if it is smaller than any previously proposed values.

Instead, EJM requires a more complicated rule. The two key issues cause this are the (a) unacceptably large errors coming from triangle updates computed over large distances and (b) the presence of undesired local minimizers of (3.4.7). The procedure presented in this chapter is our best attempt to simultaneously circumvent both of these issues, but it is possible there exist more concise solutions.

# Chapter 4: Large deviations for fast transport reaction-diffusion equations 

### 4.1 Introduction

In the remaining two chapters, we shift our focus towards the application of FreidlinWentzell theory in the infinite-dimensional setting. Using the flexibility of the weak convergence approach (Section 2.2) as well as many of the ideas detailed in Chapter 2, we study the small-noise asymptotics of a pair of important multi-scale stochastic partial differential equations.

In this chapter we study reaction-diffusion equations, a class of partial differential equations most commonly used to describe the evolution of chemical concentrations in reactions in which the concentrations vary in space. We consider the case where random changes in time and space of the rates of reaction occur, and we allow for the possibility of different sources of noise acting on the interior and exterior of the spatial domain, respectively. Equations containing boundary noise are typically used when there exists some random mechanism that acts only along a particular interface; for example, in the modeling of heat transfer within a solid that is in a
contact with a fluid [40] or in the modeling of interactions between air and water on the surface of oceans [50]. In applications, it is often the case that the rates of chemical reactions and the diffusion coefficients have different orders of magnitude. Here, we address the particular regime where the relative size of the diffusion is much larger than the rates of reaction and, in addition, the deterministic rate of reaction is much larger than the stochastic rate of reaction.

More precisely, we consider the following class of stochastic reaction-diffusion equations,

$$
\left\{\begin{array}{l}
\frac{\partial u_{\epsilon}}{\partial t}(t, \xi)=\epsilon^{-1} \mathcal{A} u_{\epsilon}(t, \xi)+f\left(t, \xi, u_{\epsilon}(t, \xi)\right)+\alpha(\epsilon) g\left(t, \xi, u_{\epsilon}(t, \xi)\right) \frac{\partial W^{Q}}{\partial t}(t, \xi), \quad \xi \in \mathcal{D}  \tag{4.1.1}\\
\frac{\partial u_{\epsilon}}{\partial \nu}(t, \xi)=\epsilon \beta(\epsilon) \sigma(t, \xi) \frac{\partial W^{B}}{\partial t}(t, \xi), \quad \xi \in \partial \mathcal{D}, \quad u_{\epsilon}(0, \xi)=x(\xi), \quad \xi \in \mathcal{D}
\end{array}\right.
$$

for $0<\epsilon \ll 1$ and for some positive functions $\alpha(\epsilon)$ and $\beta(\epsilon)$, both converging to zero, as $\epsilon \rightarrow 0$. Here, $\mathcal{D}$ is a bounded domain in $\mathbb{R}^{d}, d \geq 1$, with a smooth boundary, $\mathcal{A}$ is a uniformly elliptic second order differential operator, and $\partial / \partial \nu$ is the associated co-normal derivative acting at $\partial \mathcal{D}$. The coefficients $f, g:[0, \infty) \times \mathcal{D} \times \mathbb{R}$ satisfy a Lipschitz condition with respect to the third variable. The noises $W^{Q}$ and $W^{B}$ are cylindrical Wiener processes valued in $H=L^{2}(\mathcal{D})$ and $Z=L^{2}(\partial \mathcal{D})$, respectively, with covariances $Q \in \mathcal{L}^{+}(H)$ and $B \in \mathcal{L}^{+}(Z)$. The full description of our assumptions is given in the next section.

We assume here that the diffusion $X_{t}$ associated with the operator $\mathcal{A}$, endowed with the co-normal boundary condition, admits a unique invariant measure $\mu$ and a
spectral gap occurs. Namely, there exists some $\gamma>0$ such that for any $h \in L^{2}(\mathcal{D}, \mu)$,

$$
\begin{equation*}
\int_{\mathcal{D}}\left|\mathbb{E}_{\xi} h\left(X_{t}\right)-\langle h, \mu\rangle\right|^{2} d \mu(\xi) \leq c e^{-2 \gamma t}\|h\|_{L^{2}(\mathcal{D}, \mu)}^{2}, \quad t \geq 0 \tag{4.1.2}
\end{equation*}
$$

where $\langle h, \mu\rangle=\int_{\mathcal{D}} h(\xi) d \mu(\xi)$. Physically, the measure $\mu$ and the spectral gap $\gamma$ represent the averaged distribution across $\mathcal{D}$ resulting from the diffusion $\mathcal{A}$ and the corresponding exponential rate of averaging, respectively. In the prototypical case of uniform diffusion in which $\mathcal{A}$ is the Laplacian operator $\Delta$, the invariant measure $\mu$ is simply the scaled Lebesgue measure, so that the system tends towards a concentration that is uniform in space.

In fact, if the deterministic and stochastic rates of reaction in (4.1.1) were of order one (i.e. $\alpha(\epsilon)=\mathcal{O}(1)$ ), then the diffusion term would disappear in the $\epsilon \rightarrow 0$ limit, and the effective dynamic would be described by an "averaged" ordinary stochastic differential equation. Indeed, in [16] (see also [5]) it was shown that, for every $0<\delta<T$ and $p \geq 1$, the solutions $u_{\epsilon}^{x}$ to (4.1.1), corresponding to $\alpha(\epsilon)=$ $\beta(\epsilon)=1$, converge in $L^{p}\left(\Omega ; C\left([\delta, T] ; L^{2}(\mathcal{D}, \mu)\right)\right)$ to the solution of the averaged onedimensional stochastic differential equation

$$
\begin{equation*}
d u(t)=\bar{F}(t, u(t)) d t+\bar{G}(t, u(t)) d W^{Q}(t)+\bar{\Sigma}(t) d W^{B}(t), \quad u(0)=\langle x, \mu\rangle . \tag{4.1.3}
\end{equation*}
$$

Here, $\bar{F}, \bar{G}$, and $\bar{\Sigma}$ are all obtained by taking suitable spatial averages of their counterparts, $f, g$ and $\sigma$, with respect to the invariant measure $\mu$. Since the averaging still takes time, convergence in $C\left([0, T] ; L^{2}(\mathcal{D}, \mu)\right)$ only occurs if the initial condition $x$ is already constant in space.

We are interested in studying the fast transport approximation described above in the small noise regime (i.e. $\alpha(\epsilon) \rightarrow 0$ and $\beta(\epsilon) \rightarrow 0$ ). In this case, the noisy terms vanish entirely from the limit and the solution to (4.1.1) converges in $L^{p}\left(\Omega ; C\left([\delta, T] ; L^{2}(\mathcal{D}, \mu)\right)\right)$ to the solution of the ODE

$$
\begin{equation*}
\frac{d u}{d t}=\bar{F}(t, u(t)), \quad u(0)=\langle x, \mu\rangle \tag{4.1.4}
\end{equation*}
$$

Thus, we believe it is of interest to study the validity of a large deviation principle for the family $\left\{u_{\epsilon}^{x}\right\}_{\epsilon>0}$ in the space $C\left([\delta, T] ; L^{2}(\mathcal{D}, \mu)\right)$, and, in particular, to understand its interplay with the fast transport limit. It turns out that, depending on the following different scalings between $\alpha(\epsilon)$ and $\beta(\epsilon)$

$$
\lim _{\epsilon \rightarrow 0} \frac{\beta(\epsilon)}{\alpha(\epsilon)}=\bar{\rho} \in[0,+\infty]
$$

the action functional and the speed governing the large deviation principle for equation (4.1.1) are precisely the same as those governing the large deviation principle for the stochastic ordinary differential equation

$$
d u(t)=\bar{F}(u(t)) d t+(\alpha(\epsilon)+\beta(\epsilon)) \sqrt{\mathcal{H}_{\bar{\rho}}(t, u(t))} d \beta_{t}, \quad u(0)=\langle x, \mu\rangle
$$

where

$$
\begin{equation*}
\mathcal{H}_{\bar{\rho}}(t, u)=\frac{1}{(1+\bar{\rho})^{2}}\left[\|\sqrt{Q}[G(t, u) m]\|_{H}^{2}+\bar{\rho}^{2}\left\|\delta_{0} \sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right\|_{Z}^{2}\right], \tag{4.1.5}
\end{equation*}
$$

(here $m$ is the density of the invariant measure $\mu$ ). This means in particular that the fast transport asymptotics for equation (4.1.1) is consistent with the small noise limit.

After obtaining the large deviations principle for the paths, we then study the problem of the exit of the solutions $u_{\epsilon}^{x}$ to (4.1.1) from a bounded domain $D$ in the functional space $L^{2}(\mathcal{D}, \mu)$. As in Section 2.3.1, we consider the case where the limiting equation (4.1.4) has an attractive equilibrium at 0 , and we prove Freidlin-Wentzell type exit time estimates of the form (2.3.3). More precisely, if we define

$$
\tau_{\epsilon}^{x}:=\inf \left\{t \geq 0: u_{\epsilon}^{x}(t) \in \partial D\right\}
$$

then we show that for any initial condition $x \in D \subset L^{2}(\mathcal{D}, \mu)$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0}(\alpha(\epsilon)+\beta(\epsilon))^{2} \log \mathbb{E} \tau_{\epsilon}^{x}=\inf _{y \in \partial D} V(y) \tag{4.1.6}
\end{equation*}
$$

where $V: L^{2}(\mathcal{D}, \mu) \rightarrow \mathbb{R}^{+}$is the quasi-potential corresponding to the action functional governing the large deviation principle, defined as in (2.3.1). If the interior noise is additive, i.e. $g \equiv 1$ in (4.1.1), then the quasi-potential can be written explicitly. Namely,

$$
V(y)=-2 \mathcal{H}_{\bar{\rho}}^{-1} \int_{0}^{y} \bar{F}(r) d r .
$$

where $\mathcal{H}_{\bar{\rho}}$ is obtained from (4.1.5) by setting $G(t, u)=\mathrm{Id}$ and by assuming $\Sigma$ constant in time. For example, when $\mathcal{A}$ is a divergence type operator, we have $m=|\mathcal{D}|^{-1}$ and hence

$$
V(y)=-\frac{(1+\bar{\rho})^{2}}{c_{1}+c_{2} \bar{\rho}^{2}} \int_{0}^{y} \int_{\mathcal{D}} f(\xi, \sigma) d \xi d \sigma
$$

for some non-negative constants $c_{1}$ and $c_{2}$, depending on $Q$ and $B$, and not simultaneously zero. In the general case of multiplicative noise, we do not have such an explicit representation of the quasi-potential; however, the result (4.1.6) still holds.

As we saw in Section 2.3.1, in order to obtain results of the form (4.1.6), a large deviations principle for the paths that is uniform with respect to initial conditions in bounded sets of $L^{2}(\mathcal{D}, \mu)$ is needed. Here, we are able to prove the validity of a large deviations principle for the family $\left\{u_{\epsilon}^{x}\right\}_{\epsilon>0}$ in the space $C\left([\delta, T] ; L^{2}(\mathcal{D}, \mu)\right)$ by using the weak convergence approach described in Section 2.2. In particular, we let the space of initial conditions ( $\mathcal{E}_{0}$ in Section 2.2 ) be the compact Polish space of $L^{2}(\mathcal{D}, \mu)$ endowed with the topology of weak convergence, so that the Laplace principle proven via the weak convergence approach will be uniform with respect to initial conditions in bounded sets of $L^{2}(\mathcal{D}, \mu)$. This can then be extended into a uniform large deviations principle by verifying the conditions of Propositions 2.2.3 and 2.2.4. The task of proving the uniform large deviations principle for the paths then reduces to the problem of proving the validity of Hypothesis 2.2.1.

Once we have established a large deviation principle that is uniform with respect to initial conditions in a bounded set, we prove (4.1.6) by adapting the method used in finite dimension (see Chapter 4, Section 2 of [37] and Chapter 5.7 of [28]) to our infinite dimensional setting (see [17], [9] and [20] for some previous results in this direction). In our model, several complications arise in obtaining the lower bound of $\mathbb{E} \tau_{\epsilon}^{x}$. Actually, when $\epsilon$ is small, equation (4.1.1) behaves like the linear heat equation for $t$ on the order of $\epsilon$. However, for times on the order of 1 , the averaging has already taken place so that the solution is essentially constant in space and evolves according to (4.1.4). So to establish any kind of lower bound on the exit time, we require a
domain that is both invariant with respect to the semigroup $e^{t A}$ and invariant with respect to trajectories of equation (4.1.4).

### 4.2 Notations and preliminaries

### 4.2.1 Assumptions on the semigroup

We assume that $\mathcal{D}$ is a bounded domain in $\mathbb{R}^{d}, d \geq 1$, with a smooth boundary, satisfying the extension and exterior cone properties. We denote $H:=L^{2}(\mathcal{D})$ and $Z:=L^{2}(\partial \mathcal{D})$, and, for any $\alpha>0$, we denote $H^{\alpha}:=H^{\alpha}(\mathcal{D})$ and $Z^{\alpha}:=H^{\alpha}(\partial \mathcal{D})$.

We assume that $\mathcal{A}$ is a second order differential operator of the form

$$
\mathcal{A}=\sum_{i, j=1}^{d} \frac{\partial}{\partial \xi_{i}}\left(a_{i j}(\xi) \frac{\partial}{\partial \xi_{j}}\right)+\sum_{i=1}^{d} b_{i}(\xi) \frac{\partial}{\partial \xi_{i}}, \quad \xi \in \mathcal{D} .
$$

The matrix $a(\xi)=\left[a_{i j}(\xi)\right]_{i, j}$ is symmetric and all entries $a_{i j}$ are differentiable, with continuous derivatives in $\overline{\mathcal{D}}$. Moreover, there exists some $a_{0}>0$ such that

$$
\begin{equation*}
\inf _{\xi \in \overline{\mathcal{D}}}\langle a(\xi) \eta, \eta\rangle \geq a_{0}|\eta|^{2}, \quad \eta \in \mathbb{R}^{d} \tag{4.2.1}
\end{equation*}
$$

Finally, the coefficients $b_{i}$ are continuous on $\overline{\mathcal{D}}$.
In what follows, we shall denote by $A$ the realization in $H$ of the differential operator $\mathcal{A}$, endowed with the conormal boundary condition

$$
\frac{\partial h}{\partial \nu}(\xi):=\langle a(\xi) \nu(\xi), \nabla h(\xi)\rangle=0, \quad \xi \in \partial \mathcal{D} .
$$

The operator $A$ generates a strongly continuous analytic semigroup in $H$, which we
will denote by $e^{t A}$. Moreover (see [41] for a proof)

$$
\begin{equation*}
D\left(A^{\alpha}\right) \subseteq H^{2 \alpha}, \quad \text { for } \alpha \geq 0, \quad D\left(A^{\alpha}\right)=H^{2 \alpha}, \quad \text { for } 0 \leq \alpha<\frac{3}{4} \tag{4.2.2}
\end{equation*}
$$

In general, the realization of $\mathcal{A}$ in $L^{p}$ spaces under the same boundary conditions will also generate a strongly continuous, analytic semigroup, for $p>1$. It is proved in [27] that under the above conditions on $\mathcal{A}$ and $\mathcal{D}$, the semigroup admits an integral kernel $k_{t}(\xi, \eta)$ that satisfies

$$
\begin{equation*}
0 \leq k_{t}(\xi, \eta) \leq c\left(t^{-\frac{d}{2}}+1\right), \quad t>0 \tag{4.2.3}
\end{equation*}
$$

In what follows, we shall assume that $e^{t A}$ satisfies the following condition.

Hypothesis 4.2.1. The semigroup $e^{t A}$ admits a unique invariant measure $\mu$, and there exist $\gamma>0$ and $c>0$ such that, for any $h \in L^{2}(\mathcal{D}, \mu)$ and $t \geq 0$,

$$
\begin{equation*}
\left\|e^{t A} h-\int_{\mathcal{D}} h(\xi) d \mu(\xi)\right\|_{L^{2}(\mathcal{D}, \mu)} \leq c e^{-\gamma t}\|h\|_{L^{2}(\mathcal{D}, \mu)} \tag{4.2.4}
\end{equation*}
$$

In what follows, we shall denote

$$
H_{\mu}:=L^{2}(\mathcal{D}, \mu), \quad\langle h, \mu\rangle:=\int_{\mathcal{D}} h(\xi) d \mu(\xi), \quad h \in H_{\mu} .
$$

Remark 4.2.1. Hypothesis 4.2 .1 is satisfied for example if $\mathcal{A}$ is a divergence-type operator. Actually, in this case the Lebesgue measure is invariant under the semigroup $e^{t A}$, so that we can define

$$
\mu=|\mathcal{D}|^{-1} \lambda_{d}
$$

where $\lambda_{d}$ is the Lebesgue measure on $\mathbb{R}^{d}$. Since $A$ is self-adjoint, we can find a complete orthonormal system $\left\{e_{k}\right\}_{k \geq 0}$ in $H$, and an increasing nonnegative sequence $\left\{\alpha_{k}\right\}_{k \geq 0}$
such that $A e_{k}=-\alpha_{k} e_{k}$. Clearly, $\alpha_{0}=0$ and $e_{0}=|\mathcal{D}|^{-1 / 2}$, so that $\langle x, \mu\rangle=\left\langle x, e_{0}\right\rangle_{H} e_{0}$, for any $x \in H$. This implies that

$$
\left\|e^{t A} x-\langle x, \mu\rangle\right\|_{H_{\mu}}^{2}=|\mathcal{D}|^{-1} \sum_{i=1}^{\infty} e^{-2 t \alpha_{i}}\left\langle x, e_{i}\right\rangle_{H}^{2} \leq e^{-2 t \alpha_{1}}\|x\|_{H_{\mu}}^{2},
$$

so that (4.2.4) holds for $\gamma=\alpha_{1}$.

Remark 4.2.2. We have the continuous embedding $H \hookrightarrow H_{\mu}$. This follows from the invariance of $\mu$ with respect to $e^{t A}$, and from the boundedness of the integral kernel (4.2.3). Actually, for $h \in H$, we have

$$
\|h\|_{H_{\mu}}^{2}=\int_{\mathcal{D}} e^{1 A}|h|^{2}(\xi) d \mu(\xi)=\int_{\mathcal{D}} \int_{\mathcal{D}} k_{1}(\xi, \eta)|h(\eta)|^{2} d \eta d \mu(\xi) \leq c\|h\|_{H}^{2} .
$$

We also note that, due to the invariance of $\mu, e^{t A}$ acts as a contraction in $H_{\mu}$

$$
\left\|e^{t A} h\right\|_{H_{\mu}}^{2} \leq \int_{\mathcal{D}} e^{t A}|h(\xi)|^{2} d \mu(\xi)=\|h\|_{H_{\mu}}^{2}
$$

Remark 4.2.3. In fact, one can show that the invariant measure $\mu$ is absolutely continuous with respect to the Lebesgue measure on $\mathcal{D}$ and has a nonnegative density $m \in L^{\infty}(\mathcal{D})$ (for a proof, see [16]).

### 4.2.2 Assumptions on the coefficients and noise

Concerning the coefficients $f, g$, and $\sigma$, we make the following assumptions.

## Hypothesis 4.2.2.

(i) The mappings $f, g:[0, \infty) \times \mathcal{D} \times \mathbb{R} \rightarrow \mathbb{R}$ are measurable and Lipschitz continuous in the third variable, uniformly with respect to $(t, \xi) \in[0, T] \times \mathcal{D}$, for any fixed $T>0$. In addition, for any $T>0, f$ and $g$ satisfy

$$
\sup _{0 \leq t \leq T}\|f(t, \cdot, 0)\|_{L^{\infty}(\mathcal{D})}<+\infty, \quad \sup _{0 \leq t \leq T}\|g(t, \cdot, 0)\|_{L^{\infty}(\mathcal{D})}<+\infty,
$$

(ii) The mapping $\sigma:[0, \infty) \times \partial \mathcal{D} \rightarrow \mathbb{R}$ is measurable and satisfies for any $T>0$

$$
\sup _{0 \leq t \leq T}\|\sigma(t, \cdot)\|_{L^{\infty}(\partial \mathcal{D})}<+\infty
$$

In what follows, for $h_{1}, h_{2} \in H$ and $\xi \in \mathcal{D}$, we define

$$
F\left(t, h_{1}\right)(\xi):=f\left(t, \xi, h_{1}(\xi)\right),
$$

and

$$
\left[G\left(t, h_{1}\right) h_{2}\right](\xi):=g\left(t, \xi, h_{1}(\xi)\right) h_{2}(\xi)
$$

The uniform Lipschitz assumptions on $f$ and $g$ in Hypothesis 4.2.2 imply that the mappings $F(t, \cdot): H \rightarrow H, G(t, \cdot): H \rightarrow \mathcal{L}\left(H, L^{1}(\mathcal{D})\right)$, and $G(t, \cdot): H \rightarrow \mathcal{L}\left(L^{\infty}(\mathcal{D}), H\right)$ are all well-defined and Lipschitz continuous, uniformly with respect to $t \in[0, T]$, for any $T>0$.

Next, for $z \in Z$ and $\xi \in \partial \mathcal{D}$, we set

$$
[\Sigma(t) z](\xi):=\sigma(t, \xi) z(\xi)
$$

Hypothesis 4.2.2 implies that $\Sigma(t) \in \mathcal{L}(Z)$ and $\sup _{0 \leq t \leq T}\|\Sigma(t)\|_{\mathcal{L}(Z)}<\infty$.
Concerning the noisy terms, we assume that $W^{Q}(t)$ and $W^{B}(t)$ are cylindrical Wiener processes in $H$ and $Z$, with covariances $Q \in \mathcal{L}^{+}(H)$ and $B \in \mathcal{L}^{+}(Z)$, respectively. That is,

$$
W^{Q}(t)=\sum_{k=0}^{\infty} \sqrt{Q} e_{k} \beta_{k}(t), \quad W^{B}(t)=\sum_{k=0}^{\infty} \sqrt{B} f_{k} \tilde{\beta}_{k}(t)
$$

where $\left\{e_{k}\right\}_{k \geq 0}$ is an orthonormal basis of $H,\left\{f_{k}\right\}_{k \geq 0}$ is an orthonormal basis of $Z$ and $\left\{\beta_{k}(t)\right\}_{k \geq 0}$ and $\left\{\tilde{\beta}_{k}(t)\right\}_{k \geq 0}$ are sequences of independent real-valued Brownian motions defined on a common stochastic basis $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$.

We assume for simplicity that $\left\{e_{k}\right\}_{k \geq 0}$ diagonalizes $\sqrt{Q}$ with eigenvalues $\left\{\lambda_{k}\right\}_{k \geq 0}$, and $\left\{f_{k}\right\}_{k \geq 0}$ diagonalizes $\sqrt{B}$ with eigenvalues $\left\{\theta_{k}\right\}_{k \geq 0}$. We do not assume that the operators $Q$ and $B$ are trace class, so the sums above do not necessarily converge in $H$ and $Z$, respectively. However, both of the sums converge in larger Hilbert spaces containing $H$ and $Z$, respectively, with Hilbert-Schmidt embeddings.

We make the following assumption regarding the eigenvalues of $Q$ and $B$.

Hypothesis 4.2.3. If $d \geq 2$, then there exist $\rho<2 d /(d-2)$ and $\beta<2 d /(d-1)$ such that

$$
\begin{equation*}
\sum_{k \in \mathbb{N}} \lambda_{k}^{\rho}\left\|e_{k}\right\|_{\infty}^{2}=: \kappa_{Q}<\infty, \quad \sum_{k \in \mathbb{N}} \theta_{k}^{\beta}=: \kappa_{B}<\infty \tag{4.2.5}
\end{equation*}
$$

### 4.2.3 Mild solutions

In the present paper, we are dealing with the following class of equations

$$
\left\{\begin{array}{l}
\frac{\partial u_{\epsilon}}{\partial t}(t, \xi)=\epsilon^{-1} \mathcal{A} u_{\epsilon}(t, \xi)+f\left(t, \xi, u_{\epsilon}(t, \xi)\right)+\alpha(\epsilon) g\left(t, \xi, u_{\epsilon}(t, \xi)\right) \frac{\partial W^{Q}}{\partial t}(t, \xi), \quad \xi \in \mathcal{D}  \tag{4.2.6}\\
\frac{\partial u_{\epsilon}}{\partial \nu}(t, \xi)=\epsilon \beta(\epsilon) \sigma(t, \xi) \frac{\partial W^{B}}{\partial t}(t, \xi), \quad \xi \in \partial \mathcal{D}, \quad u_{\epsilon}(0, \xi)=x(\xi), \quad \xi \in \mathcal{D}
\end{array}\right.
$$

Under the above assumptions on the differential operator $\mathcal{A}$ and the domain $\mathcal{D}$,
it can be shown (see [43]), that there exists $\delta_{0} \in \mathbb{R}$ such that for any $\delta \geq \delta_{0}$ and $h \in Z$, the elliptic boundary value problem

$$
(\delta-\mathcal{A}) u(\xi)=0, \quad \xi \in \mathcal{D}, \quad \frac{\partial u}{\partial \nu}=h(\xi), \quad \xi \in \partial \mathcal{D}
$$

admits a unique solution $u \in H$. We define the Neumann map, $N_{\delta}: Z \rightarrow H$, to be the solution map of this equation, i.e. $N_{\delta} h:=u$. One can show that

$$
\begin{equation*}
N_{\delta} \in \mathcal{L}\left(Z^{\alpha}, H^{\alpha+3 / 2}\right) \tag{4.2.7}
\end{equation*}
$$

Next, we consider the deterministic parabolic problem

$$
\left\{\begin{array}{l}
\frac{\partial y}{\partial t}(t, \xi)=\mathcal{A} y(t, \xi), \quad \xi \in \mathcal{D} \\
\frac{\partial y}{\partial \nu}=v(t, \xi), \quad \xi \in \partial \mathcal{D}, \quad y(0, \xi)=0, \quad \xi \in \mathcal{D} .
\end{array}\right.
$$

One can show that for smooth $v$ and large enough $\delta$, the solution to this equation is given explicitly by

$$
y(t)=(\delta-A) \int_{0}^{t} e^{(t-s) A} N_{\delta} v(s) d s
$$

This formula can be extended by continuity to provide a notion of mild solution for less regular $v$. In our case, we are interested in the boundary value problem

$$
\left\{\begin{array}{l}
\frac{\partial y}{\partial t}(t, \xi)=\frac{1}{\epsilon} \mathcal{A} y(t, \xi), \quad \xi \in \mathcal{D}  \tag{4.2.8}\\
\frac{\partial y}{\partial \nu}=\epsilon \beta(\epsilon) \sigma(t, \xi) \frac{\partial W^{B}}{\partial t}(t, \xi), \quad \xi \in \partial \mathcal{D}, \quad y(0, \xi)=0, \quad \xi \in \mathcal{D}
\end{array}\right.
$$

So, upon taking $\delta=\delta_{0} / \epsilon$, we say that the process

$$
\beta(\epsilon) w_{A, B}^{\epsilon}(t):=\beta(\epsilon)\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) d W^{B}(s)\right]
$$

is a mild solution to problem (4.2.8). (see [25] for details, and see [36], [56] and [61] for other papers where the same type of equations has been studied). This motivates the following.

Definition 4.2.1. Let $p \geq 1$ and $T>0$. An adapted process $u_{\epsilon} \in L^{p}(\Omega ; C([0, T] ; H))$ is called a mild solution to problem (4.2.6) if, for any $t \in[0, T]$,

$$
u_{\epsilon}(t)=e^{t \frac{A}{\epsilon}} x+\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}(s)\right) d s+\alpha(\epsilon) w_{A, Q}^{\epsilon}\left(u_{\epsilon}\right)(t)+\beta(\epsilon) w_{A, B}^{\epsilon}(t)
$$

where, for any $u \in L^{p}(\Omega ; C([0, T] ; H))$, we define

$$
w_{A, Q}^{\epsilon}(u)(t):=\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G(s, u(s)) d W^{Q}(s)
$$

### 4.2.4 Well-posedness and averaging results

In this section, we recall some important preliminary results from [16].

Lemma (3.1 of [16]). Assume Hypotheses 4.2.2 and 4.2.3 hold. Then, for any $\epsilon>0$, $p \geq 1$ and $T>0$, the process $w_{A, B}^{\epsilon}$ belongs to $L^{p}(\Omega ; C([0, T] ; H))$ and satisfies

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \mathbb{E}\left\|w_{A, B}^{\epsilon}\right\|_{C([0, T] ; H)}^{p}<+\infty \tag{4.2.9}
\end{equation*}
$$

Lemma (3.3 of [16]). Assume Hypotheses 4.2.2 and 4.2.3 hold. Then for any $\epsilon>0$, $p \geq 1$ and $T>0$, the mapping $w_{A, Q}^{\epsilon}(\cdot)$ maps $L^{p}(\Omega ; C([0, T] ; H)$ into itself and satisfies

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \mathbb{E}\left\|w_{A, Q}^{\epsilon}(u)\right\|_{C([0, T] ; H)}^{p} \leq c_{T, p}\left(1+\mathbb{E} \int_{0}^{T}\|u(s)\|_{H}^{p} d s\right) . \tag{4.2.10}
\end{equation*}
$$

Moreover, it is Lipschitz continuous and

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]}\left\|w_{A, Q}^{\epsilon}(u)-w_{A, Q}^{\epsilon}(v)\right\|_{L^{p}(\Omega ; C([0, T] ; H))} \leq L_{T}\|u-v\|_{L^{p}(\Omega ; C([0, T] ; H))} \tag{4.2.11}
\end{equation*}
$$

for some constant $L_{T}>0$, independent of $\epsilon \in(0,1]$, such that $L_{T} \rightarrow 0$, as $T \rightarrow 0$.

Theorem (3.4 of [16]). Assume Hypotheses 4.2.2 and 4.2.3 hold. Then for any $\epsilon>0, p \geq 1$ and $T>0$ and for any initial condition $x \in H$, equation (4.2.6) has $a$ unique adapted mild solution $u_{\epsilon}^{x} \in L^{p}(\Omega ; C([0, T] ; H))$, which satisfies

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \mathbb{E}\left\|u_{\epsilon}^{x}\right\|_{C([0, T] ; H)}^{p} \leq c_{T, p}\left(1+x_{H}^{p}\right) . \tag{4.2.12}
\end{equation*}
$$

Next, for any $t \geq 0$ and $h \in H_{\mu}$, we define

$$
\bar{F}(t, h):=\langle F(t, h), \mu\rangle=\int_{\mathcal{D}} f(t, \xi, h(\xi)) d \mu(\xi) .
$$

Moreover, for any $t \geq 0$ and $h_{1}, h_{2} \in H_{\mu}$, we define

$$
\begin{equation*}
\bar{G}\left(t, h_{1}\right) h_{2}:=\left\langle G\left(t, h_{1}\right) h_{2}, \mu\right\rangle=\int_{\mathcal{D}} g\left(t, \xi, h_{1}(\xi)\right) h_{2}(\xi) d \mu(\xi) \tag{4.2.13}
\end{equation*}
$$

and for any $t \geq 0$ and $z \in Z$, we define

$$
\bar{\Sigma}(t) z=\delta_{0}\left\langle N_{\delta_{0}} \Sigma(t) z, \mu\right\rangle=\delta_{0} \int_{\mathcal{D}} N_{\delta_{0}}[\sigma(t, \cdot) z](\xi) d \mu(\xi)
$$

Hypothesis 4.2.2 implies that $\bar{F}(t, \cdot): H_{\mu} \rightarrow \mathbb{R}$ is Lipschitz continuous, uniformly with respect to $t \in[0, T]$. Concerning $\bar{G}$, we observe that for any $h \in H_{\mu}$ and $T>0$

$$
\begin{align*}
& \left|\bar{G}\left(t, h_{1}\right) h-\bar{G}\left(t, h_{2}\right) h\right|^{2} \leq\|h\|_{H_{\mu}}^{2} \int_{\mathcal{D}}\left|g\left(t, \xi, h_{1}(\xi)\right)-g\left(t, \xi, h_{2}(\xi)\right)\right|^{2} d \mu(\xi)  \tag{4.2.14}\\
& \leq c\|h\|_{H_{\mu}}^{2}\left\|h_{1}-h_{2}\right\|_{H_{\mu}}^{2}, \quad h_{1}, h_{2} \in H_{\mu}, \quad t \in[0, T] .
\end{align*}
$$

Therefore, $\bar{G}(t, \cdot) h: H_{\mu} \rightarrow \mathbb{R}$ is Lipschitz continuous, uniformly with respect to $t \in[0, T]$ and $h$ in a bounded set of $H_{\mu}$ (and hence $H$ ). Finally, the linear functional $\bar{\Sigma}(t): Z \rightarrow \mathbb{R}$ is bounded due to (4.2.7).

With these notations, we introduce the equation
$d v^{x}(t)=\bar{F}\left(t, v^{x}(t)\right) d t+\bar{G}\left(t, v^{x}(t)\right) d W^{Q}(t)+\bar{\Sigma}(t) d W^{B}(t), \quad v^{x}(0)=\langle x, \mu\rangle$.

Theorem (4.1 of [16]). Assume that Hypotheses 4.2.1, 4.2.2 and 4.2.3 hold, and let $\alpha(\epsilon)=\beta(\epsilon) \equiv 1$. Then, for any $x \in H, p \geq 1$, and $0<\delta<T$, we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{\delta \leq t \leq T}\left\|v_{\epsilon}^{x}(t)-v^{x}(t)\right\|_{H_{\mu}}^{p}=0 \tag{4.2.16}
\end{equation*}
$$

where $v_{\epsilon}^{x}$ is the mild solution to (4.2.6) with $\alpha(\epsilon)=\beta(\epsilon) \equiv 1$ and $v^{x}$ is the solution of equation (4.2.15).

### 4.3 Main results and description of the methods

We are here interested in the validity of a large deviation principle for the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon \in(0,1]}$, as $\epsilon \rightarrow 0$, where $u_{\epsilon}^{x}$ is the solution to the equation (4.2.6) with initial condition $x \in H$.

In [16], equation (4.2.6) was studied with $\alpha(\epsilon)=\beta(\epsilon) \equiv 1$, and it was shown that for every $\delta>0$, the solutions converge in $L^{p}\left(\Omega ; C\left([\delta, T] ; H_{\mu}\right)\right)$ to the solution of the one-dimensional stochastic differential equation (4.2.15). Therefore, if

$$
\lim _{\epsilon \rightarrow 0} \alpha(\epsilon)=\lim _{\epsilon \rightarrow 0} \beta(\epsilon)=0
$$

thanks to the bounds (4.2.9), (4.2.10) and (4.2.12), the solution $u_{\epsilon}^{x}$ will converge in the space $L^{p}\left(\Omega ; C\left([\delta, T] ; H_{\mu}\right)\right)$ to the solution of the deterministic one-dimensional differential equation,

$$
\begin{equation*}
\frac{d u}{d t}=\bar{F}(t, u(t)), \quad u(0)=\langle x, \mu\rangle . \tag{4.3.1}
\end{equation*}
$$

In what follows, we shall assume that the following conditions are satisfied

Hypothesis 4.3.1. (i) We have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \alpha(\epsilon)=\lim _{\epsilon \rightarrow 0} \beta(\epsilon)=0, \quad \lim _{\epsilon \rightarrow 0} \frac{\beta(\epsilon)}{\alpha(\epsilon)}=\bar{\rho} \in[0,+\infty] . \tag{4.3.2}
\end{equation*}
$$

(ii) For every $t \geq 0, w \in \mathbb{R}$ and $\rho \in[0,+\infty]$, we define

$$
\begin{equation*}
\mathcal{H}_{\rho}(t, w)=\frac{1}{(1+\rho)^{2}}\left[\|\sqrt{Q}[G(t, w) m]\|_{H}^{2}+\rho^{2}\left\|\delta_{0} \sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right\|_{Z}^{2}\right] \tag{4.3.3}
\end{equation*}
$$

where $m$ is the density of the invariant measure $\mu$. Then, if $\bar{\rho}$ is the constant introduced in (4.3.2), we have

$$
\begin{equation*}
\inf _{(t, w) \in[0, \infty) \times \mathbb{R}} \mathcal{H}_{\bar{\rho}}(t, w)>0 . \tag{4.3.4}
\end{equation*}
$$

Now, for every $0 \leq \delta<T$, we denote by $\Psi_{\delta, T}$ the subset of $C\left([\delta, T] ; H_{\mu}\right)$ containing all functions $u \in C\left([\delta, T] ; H_{\mu}\right)$ that are absolutely continuous in $t$ and are constant in the spatial variable $\xi$. Then, if $u \in \Psi_{\delta, T}$, we define

$$
\begin{equation*}
I_{\delta, T}^{x}(u)=\inf _{\substack{w \in C([0, T] ; \mathbb{R}) \\ w(0)=\langle x, \mu\rangle, w \mid[\delta, T]=u}} \frac{1}{2} \int_{0}^{T} \frac{\left|w^{\prime}(t)-\bar{F}(t, w(t))\right|^{2}}{\mathcal{H}_{\bar{\rho}}(t, w(t))} d t . \tag{4.3.5}
\end{equation*}
$$

For any other $u \in C\left([\delta, T] ; H_{\mu}\right)$, we set $I_{\delta, T}^{x}(u)=+\infty$.
We will show that, in fact, the laws of the family $\left\{u_{\epsilon}^{x}(t)\right\}_{\epsilon \in(0,1]}$ satisfy a large deviation principle in the space $C\left([\delta, T] ; H_{\mu}\right)$, with respect to the action functional $I_{\delta, T}^{x}$.

Theorem 4.3.1. Assume that all Hypotheses 4.2.1 to 4.3.1 are satisfied. Fix any $T>0$ and $0<\delta<T$ and let $u_{\epsilon}^{x}$ denote the solution to equation (4.2.6), with initial condition $x \in H$. Moreover, let us define

$$
\begin{equation*}
\gamma(\epsilon)=:(\alpha(\epsilon)+\beta(\epsilon))^{2}, \quad \epsilon>0 \tag{4.3.6}
\end{equation*}
$$

Then, the following facts hold.
(i) The family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon \in(0,1]}$ satisfies both a Freidlin-Wentzell large deviations principle and Dembo-Zeitouni large deviations principle in $C\left([\delta, T] ; H_{\mu}\right)$ with speed
$\gamma(\epsilon)$ and good rate functions functional $I_{\delta, T}^{x}$, uniformly for $x$ in any closed, bounded subset of $H$.
(ii) If in addition $x$ is constant, then $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon \in(0,1]}$ satisfies both a Freidlin-Wentzell large deviations principle and Dembo-Zeitouni large deviations principle in $C\left([0, T] ; H_{\mu}\right)$ with speed $\gamma(\epsilon)$ and good rate functions $I_{0, T}^{x}$, uniformly for $x$ in any closed, bounded subset of $H$.

To prove Theorem 4.3.1, we follow the weak convergence approach, and instead prove the validity of a uniform Laplace principle, as described in Theorem 4.3.2. This, combined with Propositions 2.2.3 and 2.2.4 will yield both versions of the uniform large deviations principle, with same rate and same action functional.

In view of the formalisms introduced in Section 2.2.4, we first introduce some notation. We denote by $V$ the product Hilbert space $H \times Z$, endowed with the inner product

$$
\left\langle v_{1}, v_{2}\right\rangle_{V}:=\left\langle h_{1}, h_{2}\right\rangle_{H}+\left\langle z_{1}, z_{2}\right\rangle_{Z}
$$

for every $v_{1}=\left(h_{1}, z_{1}\right)$, $v_{2}=\left(h_{2}, z_{2}\right) \in V$. Next, we define the linear operator,

$$
S v=(Q h, B z), \quad v=(h, z) \in V .
$$

Notice that $S \in \mathcal{L}^{+}(V)$ and the process $w^{S}(t):=\left(W^{Q}(t), W^{B}(t)\right), t \geq 0$ is an $S$ Wiener process. Next, we let $\mathcal{P}(V)$ be the set of predictable processes in $L^{2}(\Omega \times$ $[0, T] ; V)$. For every fixed $M>0$, we define

$$
S^{M}(V):=\left\{u \in L^{2}(0, T ; V): \int_{0}^{T}\|u(s)\|_{V}^{2} d s \leq M\right\}
$$

and

$$
\mathcal{P}^{M}(V):=\left\{\varphi \in \mathcal{P}(V): \varphi \in S^{M}(V), \mathbb{P}-a . s .\right\}
$$

For any $\varphi(t)=\left(\varphi_{H}(t), \varphi_{Z}(t)\right) \in \mathcal{P}^{M}(V)$, we denote by $u_{\epsilon}^{x, \varphi}$ the unique mild solution of the controlled stochastic PDE

$$
\left\{\begin{array}{rlrl}
\frac{\partial u}{\partial t}(t, \xi)= & \epsilon^{-1} \mathcal{A} u(t, \xi)+f(t, \xi, u(t, \xi)) &  \tag{4.3.7}\\
& \quad+\frac{\alpha(\epsilon)}{\sqrt{\gamma(\epsilon)}} g(t, \xi, u(t, \xi))\left[\sqrt{Q} \varphi_{H}(t, \xi)+\sqrt{\gamma(\epsilon)} \frac{\partial W^{Q}}{\partial t}(t, \xi)\right], & \xi \in \mathcal{D} \\
\frac{\partial u}{\partial \nu}(t, \xi)= & \epsilon \beta(\epsilon) \sqrt{\gamma(\epsilon)} \sigma(t, \xi)\left[\sqrt{B} \varphi_{Z}(t, \xi)+\sqrt{\gamma(\epsilon)} \frac{\partial W^{B}}{\partial t}(t, \xi)\right], & & \xi \in \partial \mathcal{D} \\
u(0, \xi)=x(\xi), & & \xi \in \mathcal{D}
\end{array}\right.
$$

where $\gamma(\epsilon)$ is the function defined in (4.3.6). Moreover, we denote by $u^{x, \varphi}$ the unique solution of the random ODE

$$
\begin{equation*}
\frac{d u}{d t}=\bar{F}(t, u(t))+\frac{1}{1+\bar{\rho}} \bar{G}(t, u(t))\left[\sqrt{Q} \varphi_{H}(t)\right]+\frac{\bar{\rho}}{1+\bar{\rho}} \bar{\Sigma}(t)\left[\sqrt{B} \varphi_{Z}(t)\right], \quad u(0)=\langle x, \mu\rangle . \tag{4.3.8}
\end{equation*}
$$

We will prove the well-posedness of both of these equations in the next section. In what follows, we denote

$$
\mathcal{G}_{\delta}(x, \varphi):=\left.u^{x, \varphi}\right|_{[\delta, T]} .
$$

Theorem 4.3.2. For any $x \in H, 0<\delta<T$ and $u \in C\left([\delta, T] ; H_{\mu}\right)$, let

$$
\begin{equation*}
\hat{I}_{\delta, T}^{x}(u):=\inf _{\substack{\varphi \in L^{2}(0, T ; V) \\ \mathcal{G}_{\delta}(x, \varphi)=u}} \frac{1}{2} \int_{0}^{T}\|\varphi(s)\|_{V}^{2} d s \tag{4.3.9}
\end{equation*}
$$

Suppose that the following conditions hold.
(i) If $B \subset H$ is a closed and bounded set, then for every $M<\infty$ the set

$$
F_{M, B}:=\left\{u \in C([\delta, T] ; \mathbb{R}): u=\mathcal{G}_{\delta}(x, \varphi), \varphi \in S^{M}(V), x \in B\right\}
$$

is compact in $C\left([\delta, T] ; H_{\mu}\right)$.
(ii) If $\left\{\varphi_{\epsilon}\right\}_{\epsilon>0} \subset \mathcal{P}^{M}(V)$ is any family that converges in distribution, as $\epsilon \rightarrow 0$, to some $\varphi \in \mathcal{P}^{M}(V)$ with respect to the weak topology of $L^{2}(0, T ; V)$, and if $\left\{x_{\epsilon}\right\}_{\epsilon>0} \subset H$ is any family that converges weakly in $H$, as $\epsilon \rightarrow 0$, to some $x \in H$, then the family $\left\{u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}\right\}_{\epsilon>0}$ converges in distribution, as $\epsilon \rightarrow 0$, to $u^{x, \varphi}$ in the space $C\left([\delta, T] ; H_{\mu}\right)$, endowed with the strong topology.
(iii) For every $u \in C\left(\left[\delta, T ; H_{\mu}\right]\right)$, the mapping $x \mapsto \hat{I}_{\delta, T}^{x}(u)$ is weakly lower semicontinuous from $H$ into $[0,+\infty]$.

Then the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$ satisfies a Laplace principle in $C\left([\delta, T] ; H_{\mu}\right)$, with speed $\gamma(\epsilon)$ and action functional $\hat{I}_{\delta, T}^{x}$, uniformly in $x$ on any closed, bounded subset of H. Moreover, for any closed bounded set $B \subset H$ and any $s \geq 0$, the set

$$
\Lambda_{s, B}:=\bigcup_{x \in B}\left\{u \in C\left([\delta, T] ; H_{\mu}\right): \hat{I}_{\delta, T}^{x}(u) \leq s\right\}
$$

is compact in $C\left([\delta, T] ; H_{\mu}\right)$.

Remark 4.3.1. In the theorem above we allow the uniformity of the Laplace principle for initial conditions $x$ in closed and bounded sets $B \subset H$ (rather than compact sets). As noted in Remark 2.2.4, this is possible by simply changing the topology of $H$ to
the weak topology. Specifically, we require that the mapping $x \mapsto \hat{I}_{\delta, T}(u)$ is weakly lower semicontinuous and that (2.2.13) must hold for any sequence $\left\{x_{\epsilon}\right\}_{\epsilon>0}$ converging weakly to $x$. The reason why we will be able to prove this stronger form of condition is because the limiting equation (4.3.1) is finite dimensional. If, for example, the averaging were only to occur in some but not all of the coordinates, then we would not have this property and the stronger version of Hausdorff continuity would not be met.

### 4.4 Proof of Theorem 4.3.1

### 4.4.1 Well-Posedness of the skeleton equations

Proposition 4.4.1. Assume that Hypotheses 4.2.2 and 4.2.3 hold, and fix any $\epsilon, M>$ 0 and $p \geq 1$. Then for any $\varphi=\left(\varphi_{H}, \varphi_{Z}\right) \in \mathcal{P}^{M}(V)$ and $x \in H$, equation (4.3.7) has a unique adapted mild solution, $u_{\epsilon}^{x, \varphi} \in L^{p}(\Omega ; C([0, T] ; H))$. Furthermore, if (4.3.2) holds, we have

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \mathbb{E} \sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x, \varphi}(t)\right\|_{H}^{p} \leq c_{p, T, M}\left(1+\|x\|_{H}^{p}\right) \tag{4.4.1}
\end{equation*}
$$

Proof. The well-posedness of equation (4.3.7) follows from a fixed point argument in the space of adapted processes in $L^{p}(\Omega ; C([0, T] ; H))$. For $u \in L^{p}(\Omega ; C([0, T] ; H))$, we
define

$$
\begin{aligned}
& \mathcal{K}_{\epsilon} u(t):=e^{t \frac{A}{\epsilon}} x+\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F(s, u(s)) d s+\alpha(\epsilon) w_{A, Q}^{\epsilon}(u)(t)+\beta(\epsilon) w_{A, B}^{\epsilon}(t) \\
& +\frac{\alpha(\epsilon)}{\sqrt{\gamma(\epsilon)}} \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G(s, u(s))\left[\sqrt{Q} \varphi_{H}(s)\right] d s \\
& +\frac{\beta(\epsilon)}{\sqrt{\gamma(\epsilon)}}\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right] d s
\end{aligned}
$$

We show that $\mathcal{K}_{\epsilon}$ is Lipschitz continuous from $L^{p}(\Omega ; C([0, T] ; H))$ into itself, with Lipschitz constant going to 0 as $T \rightarrow 0$. This clearly implies the well-posedness of equation (4.3.7) in $L^{p}(\Omega ; C([0, T] ; H))$.

Thanks to (4.2.9), (4.2.10) and (4.2.11), since $F(t, \cdot): H \rightarrow H$ is Lipschitzcontinuous, it suffices to show that the mapping $\Gamma_{\epsilon}$, defined by

$$
\begin{aligned}
& \Gamma_{\epsilon}(u)(t)=\frac{\alpha(\epsilon)}{\sqrt{\gamma(\epsilon)}} \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G(s, u(s)) \sqrt{Q} \varphi_{H}(s) d s \\
& +\frac{\beta(\epsilon)}{\sqrt{\gamma(\epsilon)}}\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right] d s,
\end{aligned}
$$

maps $L^{p}(\Omega ; C([0, T] ; H))$ into itself and is Lipschitz continuous with Lipschitz constant going to 0 as $T \rightarrow 0$. To this purpose, we define $\zeta=\frac{2 \rho}{\rho-2}$, where $\rho<\frac{2 d}{d-2}$ satisfies
(4.2.5). Since $\zeta<d$ thanks to (4.6.1), for any $u, v \in L^{p}(\Omega ; C([0, T] ; H))$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}}(G(s, u(s))-G(s, v(s)))\left[\sqrt{Q} \varphi_{H}(s)\right] d s\right\|_{H}^{p} \\
& \leq c \sup _{0 \leq t \leq T}\left(\int_{0}^{t}\left(((t-s) / \epsilon)^{-\frac{d}{2 \zeta}}+1\right)\|u(s)-v(s)\|_{H}\left\|\varphi_{H}(s)\right\|_{H} d s\right)^{p} \\
& \leq c_{p}\left(T^{\frac{p}{2}}+T^{\left(1-\frac{d}{\zeta}\right) \frac{p}{2}}\right)\left[\left(\int_{0}^{T}\left\|\varphi_{H}(s)\right\|_{H}^{2} d s\right)^{\frac{p}{2}} \sup _{0 \leq t \leq T}\|u(s)-v(s)\|_{H}^{p}\right]  \tag{4.4.2}\\
& \leq c_{p, M, T} \sup _{0 \leq t \leq T}\|u(s)-v(s)\|_{H}^{p},
\end{align*}
$$

where, in the last step, we used the fact that $\left\|\varphi_{H}\right\|_{L^{2}(0, T ; H)}^{2} \leq\|\varphi\|_{L^{2}(0, T ; V)}^{2} \leq M$, P-a.s..

To conclude our proof of the well-posedness, we show that the second term in $\Gamma_{\epsilon}$ is in $L^{p}(\Omega ; C([0, T] ; H))$. Due to (4.2.7) and (4.2.2), the operator

$$
\begin{equation*}
S_{\rho}:=\left(\delta_{0}-A\right)^{\frac{3-\rho}{4}} N_{\delta_{0}} \tag{4.4.3}
\end{equation*}
$$

belongs to $\mathcal{L}(Z, H)$, for any $\rho>0$. Therefore, for any $t>0$, we have

$$
\begin{equation*}
\left(\delta_{0}-A\right) e^{t A} N_{\delta_{0}}=e^{\frac{t}{2} A}\left(\delta_{0}-A\right)^{\frac{1+\rho}{4}} e^{\frac{t}{2} A} S_{\rho} \tag{4.4.4}
\end{equation*}
$$

and

$$
\begin{aligned}
& \left\|\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right] d s\right\|_{H} \\
& \leq \int_{0}^{t}\left\|e^{(t-s) \frac{A}{2 \epsilon}}\left(\delta_{0}-A\right)^{\frac{1+\rho}{4}} e^{(t-s) \frac{A}{2 \epsilon}} S_{\rho}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right]\right\|_{H} d s \\
& \leq c \int_{0}^{t}\left[1+(t-s)^{-\frac{1+\rho}{4}}\right]\left\|\varphi_{Z}(s)\right\|_{Z} d s .
\end{aligned}
$$

Thus, by taking the $p$-th moment and choosing $\rho<1$, we get

$$
\begin{align*}
& \sup _{0 \leq t \leq T}\left\|\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right] d s\right\|_{H}^{p} \\
& \leq c \sup _{0 \leq t \leq T}\left(\int_{0}^{t}\left[1+s^{-\frac{1+\rho}{2}}\right] d s\right)^{\frac{p}{2}}\left(\int_{0}^{t}\left\|\varphi_{Z}(s)\right\|_{Z}^{2} d s\right)^{\frac{p}{2}} \leq c_{p} M^{\frac{p}{2}}\left(T^{\frac{p}{2}}+T^{\frac{p(1-\rho)}{4}}\right) . \tag{4.4.5}
\end{align*}
$$

Next, we prove that estimate (4.4.1) holds. To this purpose, we first remark that due to (4.3.2)

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{\alpha(\epsilon)}{\sqrt{\gamma(\epsilon)}}=\frac{1}{1+\bar{\rho}} \in[0,1], \quad \lim _{\epsilon \rightarrow 0} \frac{\beta(\epsilon)}{\sqrt{\gamma(\epsilon)}}=\frac{\bar{\rho}}{1+\bar{\rho}} \in[0,1] . \tag{4.4.6}
\end{equation*}
$$

In particular, both $\alpha(\epsilon) / \sqrt{\gamma(\epsilon)}$ and $\beta / \sqrt{\gamma(\epsilon)}$ remain uniformly bounded, with respect to $\epsilon \in(0,1]$.

Thus, thanks to (4.4.6), by proceeding as in the proofs of (4.4.2) and (4.4.5), due to (4.2.9) and (4.2.10), we have

$$
\mathbb{E} \sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x, \varphi}(t)\right\|_{H}^{p} \leq c_{p}\left(1+\|x\|_{H}^{p}\right)+c_{p, M, T}\left(1+\mathbb{E} \sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x, \varphi}(t)\right\|_{H}^{p}\right), \quad \epsilon \in(0,1],
$$

for some constant $c_{p, M, T}>0$ such that $c_{p, M, T} \rightarrow 0$, as $T \rightarrow 0$. This means that there exists $T_{0}>0$ such that

$$
\sup _{\epsilon \in(0,1]} \mathbb{E} \sup _{0 \leq t \leq T_{0}}\left\|u_{\epsilon}^{x, \varphi}(t)\right\|_{H}^{p} \leq 2 c_{p}\left(1+\|x\|_{H}^{p}\right) .
$$

By a bootstrap argument, this yields (4.4.1).

Proposition 4.4.2. Assume that Hypothesis 4.2.2 hold, and fix any $M>0$. Then, for any $\varphi=\left(\varphi_{H}, \varphi_{Z}\right) \in \mathcal{P}^{M}(V)$, the random differential equation (4.3.8) has a unique adapted solution, $u^{x, \varphi} \in L^{p}(\Omega ; C([0, T] ; \mathbb{R}))$, for any $T>0$ and $p \geq 1$.

Proof. As before, existence and uniqueness follows from the Lipschitz continuity of the mapping

$$
\mathcal{K}: L^{p}(\Omega ; C([0, T] ; \mathbb{R})) \rightarrow L^{p}(\Omega ; C([0, T] ; \mathbb{R}))
$$

defined by

$$
\begin{aligned}
& \mathcal{K} u(t)=\langle x, \mu\rangle+\int_{0}^{t} \bar{F}(s, u(s)) d s \\
& +\frac{1}{1+\bar{\rho}} \int_{0}^{t} \bar{G}(s, u(s))\left[\sqrt{Q} \varphi_{H}(s)\right] d s+\frac{\bar{\rho}}{1+\bar{\rho}} \int_{0}^{t} \bar{\Sigma}(t)\left[\sqrt{B} \varphi_{Z}(s)\right] d s .
\end{aligned}
$$

Let $u, v \in L^{p}(\Omega ; C([0, T] ; \mathbb{R}))$. Due to (4.2.14) and the fact that $\varphi \in \mathcal{P}^{M}(V)$, we have

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leq t \leq T}\left|\int_{0}^{t}(\bar{G}(s, u(s))-\bar{G}(s, v(s)))\left[\sqrt{Q} \varphi_{H}(s)\right] d s\right|^{p} \\
& \leq c \mathbb{E} \sup _{0 \leq t \leq T}\left(\int_{0}^{t}\left\|\varphi_{H}(s)\right\|_{H}|u(s)-v(s)| d s\right)^{p} \leq c_{p} T^{\frac{p}{2}} M^{\frac{p}{2}} \mathbb{E} \sup _{0 \leq t \leq T}|u(t)-v(t)|^{p} .
\end{aligned}
$$

Moreover, due to (4.2.7), we easily have

$$
\mathbb{E} \sup _{0 \leq t \leq T}\left|\int_{0}^{t} \bar{\Sigma}(t)\left[\sqrt{B} \varphi_{Z}(s)\right] d s\right|^{p}=\mathbb{E} \sup _{0 \leq t \leq T}\left|\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}\left(\Sigma(s)\left[\sqrt{B} \varphi_{Z}(s)\right]\right), \mu\right\rangle d s\right|^{p} \leq c T^{\frac{p}{2}} M^{\frac{p}{2}} .
$$

Since $\bar{F}(t, \cdot): \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz continuous, we conclude that $\mathcal{K}$ is Lipschitz continuous from $L^{p}(\Omega ; C([0, T] ; \mathbb{R})$ into itself, and the well-posedness of equation (4.3.8) follows.

### 4.4.2 Convergence

Clearly, in Theorem 4.3.2 Condition (i) follows immediately from Condition (ii). On the other hand, due to Skorokhod's theorem, Condition (ii) in Theorem 4.3.2 follows from the following convergence result.

Proposition 4.4.3. Assume that Hypotheses 4.2.1, 4.2.2 and 4.2.3 hold. Moreover, assume that (4.3.2) holds. Suppose that $\left\{x_{\epsilon}\right\}_{\epsilon>0} \subset H$ converges weakly to $x \in H$, as $\epsilon \rightarrow 0$, and suppose that $\left\{\varphi_{\epsilon}\right\}_{\epsilon>0} \subset \mathcal{P}^{M}(V)$ converges weakly in $L^{2}(0, T ; V)$ to $\varphi$, as $\epsilon \rightarrow 0, \mathbb{P}$-a.s. Then for any $\delta>0$ and $p \geq 1$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{\delta \leq t \leq T}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}-u^{x, \varphi}\right\|_{H_{\mu}}^{p}=0 \tag{4.4.7}
\end{equation*}
$$

Proof. We denote $\varphi_{\epsilon}=\left(\varphi_{H}^{\epsilon}, \varphi_{Z}^{\epsilon}\right)$ and $\varphi=\left(\varphi_{H}, \varphi_{Z}\right)$. We first write

$$
\begin{aligned}
& u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(t)-u^{x, \varphi}(t)=\left(e^{t \frac{A}{\epsilon}} x_{\epsilon}-\langle x, \mu\rangle\right)+\alpha(\epsilon) w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}\right)(t)+\beta(\epsilon) w_{A, B}^{\epsilon}(t) \\
& +\left(\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right) d s-\int_{0}^{t} \bar{F}\left(s, u^{x, \varphi}(s)\right) d s\right) \\
& +\frac{\alpha(\epsilon)}{\sqrt{\gamma(\epsilon)}} \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s-\frac{1}{1+\bar{\rho}} \int_{0}^{t} \bar{G}\left(s, u^{x, \varphi}(s)\right)\left[\sqrt{Q} \varphi_{H}(s)\right] d s \\
& +\frac{\beta(\epsilon)}{\sqrt{\gamma(\epsilon)}}\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right] d s-\frac{\bar{\rho}}{1+\bar{\rho}} \int_{0}^{t} \bar{\Sigma}(s)\left[\sqrt{B} \varphi_{Z}(s)\right] d s \\
& =:\left(e^{t \frac{A}{\epsilon}} x_{\epsilon}-\langle x, \mu\rangle\right)+\alpha(\epsilon) w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}\right)(t)+\beta(\epsilon) w_{A, B}^{\epsilon}(t)+\sum_{i=1}^{3} I_{\epsilon}^{i}(t) .
\end{aligned}
$$

Thanks to estimates (4.2.9), (4.2.10) and (4.4.1), as well as Lemmas 4.6.2, 4.6.3, and 4.6.4 (where a-priori bounds for the terms $I_{\epsilon}^{i}(t)$ are proven), there exists some non-negative function $r_{T, p}(\epsilon)$ going to 0 , as $\epsilon \rightarrow 0$, such that

$$
\begin{align*}
& \mathbb{E} \sup _{\delta \leq t \leq T}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(t)-u^{x, \varphi}(t)\right\|_{H_{\mu}}^{2} \\
& \leq \sup _{\delta \leq t \leq T}\left\|e^{t \frac{A}{\epsilon}} x_{\epsilon}-\langle x, \mu\rangle\right\|_{H_{\mu}}^{2}+r_{T, p}(\epsilon)+c_{T} \int_{\delta}^{T} \mathbb{E} \sup _{\delta \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)-u^{x, \varphi}(s)\right\|_{H_{\mu}}^{2} \tag{4.4.8}
\end{align*}
$$

We have

$$
\begin{aligned}
& \sup _{\delta \leq t \leq T}\left\|e^{t \frac{A}{\epsilon}} x_{\epsilon}-\langle x, \mu\rangle\right\|_{H_{\mu}}^{2} \leq 2 \sup _{\delta \leq t \leq T}\left\|e^{t \frac{A}{\epsilon}} x_{\epsilon}-\left\langle x_{\epsilon}, \mu\right\rangle\right\|_{H_{\mu}}^{2}+2\left|\left\langle x_{\epsilon}-x, \mu\right\rangle\right|^{2} \\
& \leq 2 c e^{-\frac{2 \gamma \delta}{\epsilon}}\left\|x_{\epsilon}\right\|_{H_{\mu}}+2\left|\left\langle x_{\epsilon}-x, \mu\right\rangle\right|^{2}
\end{aligned}
$$

Therefore, since the sequence $\left\{x_{\epsilon}\right\}_{\epsilon>0}$ converges weakly to $x$ in $H_{\mu}$, we have

$$
\lim _{\epsilon \rightarrow 0} \sup _{\delta \leq t \leq T}\left\|e^{t \frac{A}{\epsilon}} x_{\epsilon}-\langle x, \mu\rangle\right\|_{H_{\mu}}^{2}=0
$$

This fact, together with (4.4.8) and Gronwall's Lemma, allows us to conclude that (4.4.7) holds for $p \geq 2$. To obtain the result for $p>2$, we use estimate (4.4.1) and the dominated convergence theorem.

In the next section we show that for every $u \in C\left([\delta, T] ; H_{\mu}\right)$ the mapping $x \in H \mapsto \hat{I}_{\delta, T}^{x}(u) \in[0,+\infty]$ is weakly lower semicontinuous. Due to the convergence result proved in Proposition 4.4.3 and to Theorem 4.3.2, this implies that the family $\left\{u_{\epsilon}^{x}\right\}_{\epsilon>0}$ satisfies a uniform Laplace principle in $C\left([\delta, T] ; H_{\mu}\right)$, with speed $\gamma(\epsilon)$ and action functional $\hat{I}_{\delta, T}^{x}$.

### 4.4.3 Conclusion

In this section, we first show that under Hypothesis 4.3.1, we have $\hat{I}_{\delta, T}^{x}=I_{\delta, T}^{x}$ where $I_{\delta, T}^{x}$ is the action functional defined in (4.3.1). Then, we show that the action functionals $I_{\delta, T}^{x}$ satisfy the properties required to extend the uniform Laplace principle into a uniform large deviation principle (see Proposition 2.2.4). In particular, the mapping
$x \mapsto \hat{I}_{\delta, T}^{x}(u) \in[0,+\infty]$ is weakly lower semicontinuous, for every $u \in C\left([0, T] ; H_{\mu}\right)$. This will conclude the proof of Theorem 4.3.1.

Lemma 4.4.1. For every $0 \leq a<b$, let us define

$$
I_{a, b}(w):=\frac{1}{2} \int_{a}^{b} \frac{\left|w^{\prime}(t)-\bar{F}(t, w(t))\right|^{2}}{\mathcal{H}_{\bar{\rho}}(t, w(t))} d t
$$

Then, we have

$$
\begin{equation*}
\hat{I}_{\delta, T}^{x}(u)=I_{\delta, T}^{x}(u)=\inf _{\substack{w \in C([0, T] ; \mathbb{R}) \\ w(0)=\langle x, \mu\rangle, w \mid \delta \delta, T]=u}} I_{0, T}(w) . \tag{4.4.9}
\end{equation*}
$$

Proof. First, we observe that $\hat{I}_{\delta, T}^{x}(u)=\infty$, if $u(t, \xi)$ is any function depending on the spatial variable $\xi$. Next, we notice that $\hat{I}_{\delta, T}^{x}(u)$ can be rewritten as

$$
\hat{I}_{\delta, T}^{x}(u)=\inf _{\substack{w \in C(0, T] ; \mathbb{R}) \\ w \mid[\delta, T]=u}} \inf _{\substack{\varphi \in L^{2}(0, T ; V) \\ u^{x, \varphi}=w}} \frac{1}{2} \int_{0}^{T}\|\varphi(s)\|_{V}^{2} d s
$$

because the condition $\mathcal{G}_{\delta}(x, \varphi)=u$ does not constrain the values of $\varphi$ on the interval $(0, \delta)$. We suppose now that $w=u^{x, \varphi}$, for some $x \in H$ and $\varphi=\left(\varphi_{H}, \varphi_{Z}\right) \in$
$L^{2}(0, T ; V)$. Then, recalling that $\mu$ has a density $m \in L^{\infty}(\mathcal{D})$, we have

$$
\begin{aligned}
& \left|w^{\prime}(t)-\bar{F}(t, w(t))\right|=\frac{1}{1+\bar{\rho}}\left|\bar{G}(t, w(t))\left[\sqrt{Q} \varphi_{H}(t)\right]+\bar{\rho} \bar{\Sigma}(t)\left[\sqrt{B} \varphi_{Z}(t)\right]\right| \\
& =\frac{1}{1+\bar{\rho}}\left|\left\langle\varphi_{H}(t), \sqrt{Q}[G(t, w(t)) m]\right\rangle_{H}+\bar{\rho} \delta_{0}\left\langle\varphi_{Z}(t), \sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right\rangle_{Z}\right| \\
& \leq \frac{1}{1+\bar{\rho}}\left\|\varphi_{H}(t)\right\|_{H}\left(\|\sqrt{Q}[G(t, w(t)) m]\|_{H}+\bar{\rho} \delta_{0}\left\|\varphi_{Z}(t)\right\|_{Z}\left\|\sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right\|_{Z}\right) \\
& \leq \frac{1}{1+\bar{\rho}}\|\varphi(t)\|_{V}\left(\|\sqrt{Q}[G(t, w(t)) m]\|_{H}^{2}+\bar{\rho}^{2} \delta_{0}^{2}\left\|\sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right\|_{Z}^{2}\right)^{1 / 2} \\
& =\|\varphi(t)\|_{V} \sqrt{\mathcal{H}_{\bar{\rho}}(t, w(t))} .
\end{aligned}
$$

On the other hand, equality is achieved with the choice,

$$
\hat{\varphi}(t):=\frac{1}{1+\bar{\rho}} \frac{w^{\prime}(t)-\bar{F}(w(t))}{\mathcal{H}_{\bar{\rho}}(t, w(t))}\left(\sqrt{Q}[G(t, w(t)) m], \bar{\rho} \delta_{0} \sqrt{B}\left[\Sigma(t) N_{\delta_{0}}^{*} m\right]\right)
$$

Notice that $\hat{\varphi}$ is well defined due to the non-degeneracy condition in Hypothesis 4.3.1. Moreover, it is easy to see that $w$ solves equation (4.3.8) with the control $\hat{\varphi}$, so that $u^{x, \hat{\varphi}}=w$. This minimizing choice of $\varphi=\hat{\varphi}$ gives rise to the action functional $I_{\delta, T}^{x}$.

Alternatively, we can write the action functional as

$$
\begin{equation*}
I_{\delta, T}^{x}(u)=\inf _{\substack{w \in C([0, \delta] ; \mathbb{R}) \\ w(0)=\langle x, \mu\rangle, w(\delta)=u(\delta)}} I_{0, \delta}(w)+I_{\delta, T}(u)=: J_{\delta}(x, u)+I_{\delta, T}(u) \tag{4.4.10}
\end{equation*}
$$

$J_{\delta}(x, u)$ depends only on the initial condition $x \in H$ and the value of the path $u$ at $t=\delta$, while $I_{\delta, T}(u)$ only depends on the path $u$.

Lemma 4.4.2. Assume $H$ is endowed with the weak topology. Then, for every $0<$ $\delta<T$, the mapping $J_{\delta}: H \times C([0, T] ; \mathbb{R}) \rightarrow[0,+\infty)$ is continuous.

Proof. For every $x \in H, u \in C([0, T] ; \mathbb{R})$ and $\eta>0$, we denote by $w_{\eta}(x, u)$ a path in $C([0, T] ; \mathbb{R})$ such that

$$
w_{\eta}(x, u)(0)=\langle x, \mu\rangle, \quad w_{\eta}(x, u)(\delta)=u(\delta), \quad J_{\delta}(x, u) \geq I_{0, \delta}\left(w_{\eta}(x, u)\right)-\frac{\eta}{4} .
$$

Moreover, for every $y \in H, v, w \in C([0, T] ; \mathbb{R})$ and $\delta^{\prime} \in(0, \delta)$, we denote by $\rho_{\delta^{\prime}}(y, v, w)$ the path in $C([0, T] ; \mathbb{R})$ defined by

$$
\rho_{\delta^{\prime}}(y, v, w)(t)= \begin{cases}\left(\delta^{\prime}-t\right) / \delta^{\prime}\langle y, \mu\rangle+t / \delta^{\prime} w\left(\delta^{\prime}\right), & t \in\left[0, \delta^{\prime}\right], \\ w(t), & t \in\left[\delta^{\prime}, \delta-\delta^{\prime}\right] \\ (\delta-t) / \delta^{\prime} w\left(\delta-\delta^{\prime}\right)+\left(t-\left(\delta-\delta^{\prime}\right)\right) / \delta^{\prime} v(\delta), & t \in\left[\delta-\delta^{\prime}, \delta\right]\end{cases}
$$

Since $\rho_{\delta^{\prime}}(y, v, w)$ and $w$ coincide in the interval $\left[\delta^{\prime}, \delta-\delta^{\prime}\right]$, we have

$$
\begin{align*}
& \left|I_{0, \delta}\left(\rho_{\delta^{\prime}}(y, v, w)\right)-I_{0, \delta}(w)\right|  \tag{4.4.11}\\
& \leq\left|I_{0, \delta^{\prime}}\left(\rho_{\delta^{\prime}}(y, v, w)\right)\right|+\left|I_{\delta-\delta^{\prime}, \delta^{\prime}}\left(\rho_{\delta^{\prime}}(y, v, w)\right)\right|+\left|I_{0, \delta^{\prime}}(w)\right|+\left|I_{\delta-\delta^{\prime}, \delta}(w)\right| .
\end{align*}
$$

Now, let us fix $x \in H, u \in C([0, T] ; \mathbb{R})$ and $\eta>0$. Let $\left\{x_{n}\right\}_{n \geq 1} \subset H$ be a sequence weakly convergent to $x$ and let $\left\{u_{n}\right\} \subset C([0 . T] ; \mathbb{R})$ be a sequence convergent to $u$. For every $n \in \mathbb{N}$ and $\delta^{\prime} \in(0, \delta)$, we have

$$
\begin{align*}
& J_{\delta}\left(x_{n}, u_{n}\right) \leq I_{0, \delta}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)  \tag{4.4.12}\\
& \leq I_{0, \delta}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)-I_{0, \delta}\left(w_{\eta}(x, u)\right)+J_{\delta}(x, u)+\eta / 4 .
\end{align*}
$$

Since the sequences $\left\{x_{n}\right\}_{n \geq 1}$ and $\left\{u_{n}\right\}_{n \geq 1}$ are bounded and Hypothesis 4.3.1 holds true, we have

$$
\begin{aligned}
& \left|I_{0, \delta^{\prime}}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)\right| \leq c \int_{0}^{\delta^{\prime}}\left(\frac{\left|w_{\eta}(x, u)\left(\delta^{\prime}\right)-\left\langle x_{n}, \mu\right\rangle_{H}\right|}{\delta^{\prime}}+1\right)^{2} d t \\
& \leq c\left(\frac{\left|w_{\eta}(x, u)\left(\delta^{\prime}\right)-w_{\eta}(x, u)(0)\right|^{2}}{\delta^{\prime}}+\frac{\left|\left\langle x_{n}-x, \mu\right\rangle\right|^{2}}{\delta^{\prime}}+\delta^{\prime}\right)
\end{aligned}
$$

Analogously,

$$
\begin{aligned}
& \left|I_{\delta-\delta^{\prime}, \delta}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)\right| \leq c \int_{\delta-\delta^{\prime}}^{\delta}\left(\frac{\left|w_{\eta}(x, u)\left(\delta^{\prime}\right)-u_{n}(\delta)\right|}{\delta^{\prime}}+1\right)^{2} d t \\
& \leq c\left(\frac{\left|w_{\eta}(x, u)\left(\delta-\delta^{\prime}\right)-w_{\eta}(x, u)(\delta)\right|^{2}}{\delta^{\prime}}+\frac{\left|u_{n}(\delta)-u(\delta)\right|^{2}}{\delta^{\prime}}+\delta^{\prime}\right) .
\end{aligned}
$$

Therefore, as $w_{\eta}(x, u) \in W^{1,2}(0, \delta)$, we can find $\delta_{1}^{\prime}>0$ such that

$$
\left|I_{0, \delta^{\prime}}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)\right|+\left|I_{\delta-\delta^{\prime}, \delta}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)\right| \leq \eta / 4, \quad \delta^{\prime} \leq \delta_{1}^{\prime}
$$

Moreover, as $I_{0, \delta}\left(w_{\eta}(x, u)\right)<\infty$, we can find $\delta_{2}^{\prime}>0$ such that

$$
\left|I_{0, \delta^{\prime}}\left(w_{\eta}(x, u)\right)\right|+\left|I_{\delta-\delta^{\prime}, \delta}\left(w_{\eta}(x, u)\right)\right| \leq \eta / 4, \quad \delta^{\prime} \leq \delta_{2}^{\prime} .
$$

Thus, if we pick $\bar{\delta}^{\prime}=\min \left(\delta_{1}^{\prime}, \delta_{2}^{\prime}\right)$, thanks to (4.4.11) we conclude that

$$
\limsup _{n \rightarrow \infty}\left|I_{0, \delta}\left(\rho_{\delta^{\prime}}\left(x_{n}, u_{n}, w_{\eta}(x, u)\right)\right)-I_{0, \delta}\left(w_{\eta}(x, u)\right)\right|<\frac{3}{4} \eta .
$$

Thanks to (4.4.12), this implies that there exists $n_{\eta}^{1} \in \mathbb{N}$ such that

$$
\begin{equation*}
J_{\delta}\left(x_{n}, u_{n}\right) \leq J_{\delta}(x, u)+\eta, \quad n \geq n_{\eta}^{1} . \tag{4.4.13}
\end{equation*}
$$

Next, we want to prove that there exists $n_{\eta}^{2} \in \mathbb{N}$ such that

$$
\begin{equation*}
J_{\delta}\left(x_{n}, u_{n}\right) \geq J_{\delta}(x, u)-\eta, \quad n \geq n_{\eta}^{2} \tag{4.4.14}
\end{equation*}
$$

The proof of the inequality above follows the same line of the proof of inequality (4.4.13). Actually, as in (4.4.12) we have

$$
J_{\delta}(x, u) \leq\left|I_{0, \delta}\left(\rho_{\delta^{\prime}}\left(x, u, w_{\eta}\left(x_{n}, u_{n}\right)\right)\right)-I_{0, \delta}\left(w_{\eta}\left(x_{n}, u_{n}\right)\right)\right|-J_{0, \delta}\left(x_{n}, u_{n}\right)+\eta / 4
$$

Then, by using the same arguments used above, we can find a sequence $\left\{\delta_{n}^{\prime}\right\}_{n \geq 1} \subset$ $(0, \delta)$ such that

$$
\limsup _{n \rightarrow \infty}\left|I_{0, \delta}\left(\rho_{\delta_{n}^{\prime}}\left(x, u, w_{\eta}\left(x_{n}, u_{n}\right)\right)\right)-I_{0, \delta}\left(w_{\eta}\left(x_{n}, u_{n}\right)\right)\right|<\frac{3}{4} \eta
$$

and (4.4.14) follows.

The continuity above is strictly due to the fact that $\delta>0$. If $\delta=0$ then certainly the mapping $x \mapsto I^{x}(u)$ is not continuous, since $I^{x}(u)$ is finite only if $u(0)=x$. However, the lemma above easily implies the following weaker condition, which is also true in the $\delta=0$ case.

Lemma 4.4.3. For every sequence $\left\{x_{n}\right\}_{n \geq 1} \subset H$, weakly convergent to some $x$, and for every $u \in\left\{\varphi \in C([\delta, T] ; \mathbb{R}): I_{\delta, T}^{x}(\varphi) \leq s\right\}$, there exists a sequence $\left\{u_{n}\right\}_{n \geq 1}$ such that $u_{n} \rightarrow u$ in $C([\delta, T] ; H)$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} I_{\delta, T}^{x_{n}}\left(u_{n}\right) \leq s \tag{4.4.15}
\end{equation*}
$$

When $\delta>0$, this is trivially satisfied by the sequence $u_{n}=u$ by the previous lemma. This condition can be used along with the following lemma to prove that the conditions of Proposition 2.2.4 is satisfied in the model we are studying.

Lemma 4.4.4. For any $\delta>0, T>0, s \geq 0$ and $x \in H$, we define the set

$$
\Phi_{\delta, T}^{x}(s):=\left\{\varphi \in C([\delta, T] ; \mathbb{R}): I_{\delta, T}^{x}(\varphi) \leq s\right\} .
$$

Then, for any bounded set $B \subset H$, we have

$$
\lim _{r \rightarrow 0^{+}} \sup _{x \in B} \lambda\left(\Phi_{\delta, T}^{x}(s), \Phi_{\delta, T}^{x}(s+r)\right)=0 .
$$

Proof. Fix an $\epsilon>0$ and $s>0$. We will show that there exist $r>0$ small enough that for any $x \in B$ and $u \in \Phi_{\delta, T}^{x}(s+r)$, there exists $z_{u} \in \Phi_{\delta, T}^{x}(s)$ such that $\left\|u-z_{u}\right\|_{C([\delta, T] ; \mathbb{R})}<\epsilon$.

Fix an $r>0$. First we consider the case of $x \in B$ and $u \in \Phi_{\delta, T}^{x}(s+r)$ such that $I_{\delta, T}(u)>r$. For such a path $u$, we may consider the continuous path $z_{u} \in C([\delta, T] ; \mathbb{R})$ defined by

$$
z_{u}(t)= \begin{cases}u(t), & \text { if } t \in\left[\delta, T^{*}\right] \\ u^{u\left(T^{*}\right)}\left(t-T^{*}\right), & \text { if } t \in\left[T^{*}, T\right]\end{cases}
$$

where

$$
T^{*}=T^{*}(u, r):=\inf \left\{t \in[\delta, T]: I_{t, T}(u) \leq r\right\} .
$$

Hence, $z_{u} \in \Phi_{\delta, T}^{x}(s)$. Moreover, since $W^{1,2}([\delta, T]) \hookrightarrow C([\delta, T] ; \mathbb{R})$, it is easy to see that

$$
\sup _{x \in B} \sup _{u \in \Phi_{\delta, T}^{x}(s+r)}\|u\|_{C([\delta, T] ; \mathbb{R})}<\infty .
$$

Thanks to the Lipschitz condition on $g$, this implies that

$$
\sup _{x \in B} \sup _{u \in \Phi_{\delta, T}^{x}(s+r)}\left\|\mathcal{H}_{\bar{\rho}}(u)\right\|_{C([\delta, T] ; \mathbb{R})}<\infty .
$$

Next, for any $t \in\left[T^{*}, T\right]$ we have that

$$
\begin{aligned}
& \left|u(t)-z_{u}(t)\right|^{2} \leq\left(\int_{T_{*}}^{t}\left|u^{\prime}(s)-\bar{F}(s, u(s))\right| d s+\int_{T_{*}}^{t}\left|\bar{F}(s, u(s))-\bar{F}\left(s, z_{u}(s)\right)\right| d s\right)^{2} \\
& \leq c_{B}\left(t-T^{*}\right)\left(I_{T^{*}, t}(u)+\int_{T_{*}}^{t}\left|u(s)-z_{u}(s)\right|^{2} d s\right)
\end{aligned}
$$

so that, thanks to the Gronwall lemma,

$$
\left|u(t)-z_{u}(t)\right|^{2} \leq c_{T, B} I_{T_{\star}, T}(u) .
$$

Now, if we fix $r<\left(\epsilon c_{T, B}^{-1}\right)^{1 / 2}$, then we have $\left\|u-z_{u}\right\|_{C([\delta, T] ; \mathbb{R})}<\epsilon$. Since the constant $c_{T, B}$ is independent of $x$, this proves the result.

Next, we consider the case where $u \in \Phi_{\delta, T}^{x}(s+r)$, but $I_{\delta, T}(u) \leq r$. Let $w \in$ $C([0, \delta] ; \mathbb{R})$ be a path such that $w(0)=\langle x, \mu\rangle, w(\delta)=u(\delta)$ and $I_{0, \delta}(w) \leq J_{0, \delta}(x, u)+r$. Then similar to before we may define the path $z_{u} \in C([\delta, T] ; \mathbb{R})$ by

$$
z_{u}(t)=u^{w\left(T^{*}\right)}\left(t-T^{*}\right), \quad t \in[\delta, T],
$$

where

$$
T^{*}=T^{*}(w, r):=\inf \left\{t \in[0, \delta]: I_{t, \delta}(w) \leq 2 r\right\}
$$

This implies that

$$
I_{\delta, T}^{x}\left(z_{u}\right)=J_{0, \delta}\left(x, z_{u}\right) \leq I_{0, T^{*}}(w)=I_{0, \delta}(w)-I_{T^{*}, \delta}(w) \leq J_{0, \delta}(x, u)-r \leq I_{\delta, T}^{x}(u)-r .
$$

Therefore, $z_{u} \in \Phi_{\delta, T}^{x}(s)$. Finally, if we consider the path $\tilde{u}(t):=w(t) \mathbb{I}_{\left[T^{*}, \delta\right]}(t)+$ $u(t) \mathbb{I}_{[\delta, T]}(t)$, then $I_{T^{*}, T}(\tilde{u}) \leq 3 r$. Thus by the same calculation as before we obtain

$$
\left\|u-z_{u}\right\|_{C([\delta, T] ; \mathbb{R})} \leq\left\|\tilde{u}-u^{w\left(T^{*}\right)}\left(\cdot-T^{*}\right)\right\|_{C\left(\left[T^{*}, T\right] ; \mathbb{R}\right)} \leq c_{T, B} I_{T^{*}, T}(\tilde{u}),
$$

which completes the proof upon taking $r$ small enough.

Lemma 4.4.5. Suppose $x_{n} \rightharpoonup x$ in $H$. Then for any $\delta, T>0$ and $s \geq 0$, we have

$$
\lim _{n \rightarrow \infty} \sup _{u \in \Phi_{\delta, T}^{x}(s)} \operatorname{dist}\left(u, \Phi_{\delta, T}^{x_{n}}(s)\right)=0
$$

and

$$
\lim _{n \rightarrow \infty} \sup _{u \in \Phi_{\delta, T}^{x, T}(s)} \operatorname{dist}\left(u, \Phi_{\delta, T}^{x}(s)\right)=0
$$

In particular, the requirements of Proposition 2.2.4 are satisfied.

Proof. For fixed $u \in C([0, T] ; \mathbb{R})$, the mapping $x \mapsto I_{\delta, T}^{x}(u)$ is lower semi-continuous.
Condition (i) of Proposition 2.2.4 then follows from Condition (i) in Theorem 4.3.2 (see the proof of Theorem 5 in [13]).

To show the first limit, it suffices to prove that for any $\left\{u_{n}\right\}_{n=1}^{\infty} \subset \Phi_{\delta, T}^{x}(s)$ we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, \Phi_{\delta, T}^{x_{n}}(s)\right)=0 \tag{4.4.16}
\end{equation*}
$$

Since $I_{\delta, T}^{x}$ is a good rate function, we may assume by taking a subsequence, if necessary, that $u_{n} \rightarrow u \in \Phi_{\delta, T}^{x}(s)$. By (4.4.15), we may also find a sequence $\left\{z_{n}\right\}_{n=1}^{\infty}$ such that $z_{n} \rightarrow u$ and

$$
\limsup _{n \rightarrow \infty} I_{\delta, T}^{x_{n}}\left(z_{n}\right) \leq s
$$

Then, for any $r>0$ we have that

$$
\begin{aligned}
& \operatorname{dist}\left(u_{n}, \Phi_{\delta, T}^{x_{n}}(s)\right) \leq\left\|u_{n}-z_{n}\right\|_{C([\delta, T] ; \mathbb{R})}+\operatorname{dist}\left(z_{n}, \Phi_{\delta, T}^{x_{n}}(s+r)\right)+\operatorname{dist}\left(\Phi_{\delta, T}^{x_{n}}(s+r), \Phi_{\delta, T}^{x_{n}}(s)\right) \\
& =\left\|u_{n}-z_{n}\right\|_{C([\delta, T] ; \mathbb{R})}+\operatorname{dist}\left(\Phi_{\delta, T}^{x_{n}}(s+r), \Phi_{\delta, T}^{x_{n}}(s)\right) .
\end{aligned}
$$

Therefore, due to the previous lemma, for every $\epsilon>0$ we can find $r_{\epsilon}>0$ such that

$$
\operatorname{dist}\left(u_{n}, \Phi_{\delta, T}^{x_{n}}(s)\right) \leq\left\|u_{n}-z_{n}\right\|_{C([\delta, T] ; \mathbb{R})}+\epsilon, \quad n \geq 0
$$

and this implies (4.4.16).
To show the second limit, it suffices to prove that for any $\left\{u_{n}\right\}_{n=1}^{\infty} \subset C([\delta, T] ; \mathbb{R})$
such that $u_{n} \in \Phi_{\delta, T}^{x_{n}}(s)$, we have

$$
\liminf _{n \rightarrow \infty} \operatorname{dist}\left(u_{n}, \Phi_{\delta, T}^{x}(s)\right)=0 .
$$

By condition (i), we may assume, by taking a subsequence if necessary, that $u_{n} \rightarrow u$.
Then, thanks to Lemma 4.4.2, we obtain

$$
\liminf _{n \rightarrow \infty} I_{\delta, T}^{x_{n}}\left(u_{n}\right) \geq \liminf _{n \rightarrow \infty} J_{0, \delta}\left(x_{n}, u_{n}\right)+\liminf _{n \rightarrow \infty} I_{\delta, T}\left(u_{n}\right) \geq J_{0, \delta}(x, u)+I_{\delta, T}(u)=I_{\delta, T}^{x}(u)
$$

In particular, this implies that $I_{\delta, T}^{x}(u) \leq s$ so that $\left.u \in \Phi_{\delta, T}^{x}(s)\right)$. Therefore,

$$
\operatorname{dist}_{C([\delta, T] ; \mathbb{R})}\left(u_{n}, \Phi_{\delta, T}^{x}(s)\right) \leq\left\|u-u_{n}\right\|_{C([\delta, T] ; \mathbb{R})}
$$

which concludes the proof.

Remark 4.4.1. In Proposition 4.4.3, we have proven that $u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}$ converges to $u^{x, \varphi}$ in $C\left([\delta, T] ; H_{\mu}\right), \mathbb{P}$-a.s., for every $0<\delta<T$. The reason we do not have convergence (and hence a large deviation principle) in $C\left([0, T] ; H_{\mu}\right)$ is because $e^{t \frac{A}{\epsilon}} x$ does not converge to $\langle x, \mu\rangle$ uniformly on $t \in[0, T]$ as $\epsilon \rightarrow 0$. On the other hand, for any $k \geq 1$, due to (4.2.4) we have

$$
\int_{0}^{T}\left\|e^{t \frac{A}{\epsilon}} x-\langle x, \mu\rangle\right\|_{H_{\mu}}^{k} d t \leq c \int_{0}^{T} e^{-t \gamma k / \epsilon}\|x\|_{H_{\mu}}^{k} d t \leq c \epsilon\|x\|_{H_{\mu}}^{k}
$$

This implies that $u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}$ converges to $u^{x, \varphi}$, as $\epsilon \rightarrow 0$, in the space $L^{p}\left(\Omega ; L^{k}\left(0, T ; H_{\mu}\right)\right)$ for any $p, k \geq 1$. Consequently, the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon \in(0,1]}$ satisfies a large deviation principle in $L^{k}\left(0, T ; H_{\mu}\right)$.

Remark 4.4.2. The action functional $I_{\delta, T}^{x}$ is the same action functional that governs the large deviation principle in $C([\delta, T] ; \mathbb{R})$ satisfied by the family $\left\{\mathcal{L}\left(v_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$, where $v_{\epsilon}^{x}$ is the solution to the one-dimensional SDE,

$$
\begin{equation*}
d v(t)=\bar{F}(v(t)) d t+\sqrt{\gamma(\epsilon) \mathcal{H}(t, v(t))} d \beta(t), \quad v(0)=\langle x, \mu\rangle . \tag{4.4.17}
\end{equation*}
$$

The law of the solutions to (4.4.17) is equal to the law of the solutions to the SDE ,

$$
\begin{equation*}
d u(t)=\bar{F}(t, u(t)) d t+\frac{\sqrt{\gamma(\epsilon)}}{1+\bar{\rho}}\left(\bar{G}(t, u(t)) d W^{Q}(t)+\bar{\rho} \bar{\Sigma}(t) d W^{B}(t)\right), \quad u(0)=\langle x, \mu\rangle . \tag{4.4.18}
\end{equation*}
$$

Now, in view of equation (4.2.16), we see that (4.4.18) is precisely the limiting equation of (4.2.6) if the coefficients $\alpha(\epsilon)$ and $\beta(\epsilon)$ are held fixed, while only the $\epsilon$ terms with the diffusion $\mathcal{A}$ are taken to 0 . Therefore, the large deviation principle would not be affected if we were to take the spatial averaging limit to completion before allowing the noises to decay.

### 4.5 Applications to the exit problem

In this section we consider the problem of the exit of the process $u_{\epsilon}^{x}$, the solution of equation (4.2.6), from a bounded domain $D \subset H_{\mu}$. With this in mind, we make the following assumptions on the domain $D$ and the coefficients $f, g$ and $\sigma$.

Hypothesis 4.5.1. (i) The coefficients $f, g$ and $\sigma$ are all independent of $t$. In addition,

$$
\sup _{(\xi, r) \in \mathcal{D} \times \mathbb{R}}|g(\xi, r)|<\infty
$$

(ii) For any $x \in \bar{D}$, the unique solution $u^{x}$ of the one-dimensional ODE

$$
\frac{d u}{d t}=\bar{F}(u(t)), \quad u(0)=\langle x, \mu\rangle
$$

satisfies $u^{x}(t) \in \bar{D}$, for any $t \geq 0$. Moreover, for every $c_{1}, c_{2}>0$ there exists $T=T\left(c_{1}, c_{2}\right)>0$ such that

$$
\|x\|_{H_{\mu}} \leq c_{2} \Longrightarrow\left\|u^{x}(t)\right\|_{H_{\mu}} \leq c_{1}, \quad t \geq T
$$

(iii) The domain $D \subset H_{\mu}$ is an open, bounded, connected set that contains $x=0$. In addition, $D$ is invariant under the semigroup $e^{t A}$ and $\langle x, \mu\rangle \in D$, for each $x \in D$.

Remark 4.5.1. The invariance of $D$ under $e^{t A}$ will be necessary in order to prove a lower bound on the exit time of the process $u_{\epsilon}^{x}$ from the domain $D$. This is because
when $\epsilon$ is small, equation (4.2.6) behaves likes the heat equation,

$$
\frac{\partial u}{\partial t}=\frac{1}{\epsilon} \mathcal{A} u
$$

for $t$ on the order of $\epsilon$. In fact, if $D$ is not invariant under the semigroup $e^{t A}$, then for some $x \in D$ the process $u_{\epsilon}^{x}$ will immediately exit the domain, as $\epsilon \rightarrow 0$.

Lemma 4.5.1. Assume that $\mathcal{A}$ is a divergence type operator and pick any function $g: \mathbb{R} \rightarrow \mathbb{R}$ that is of class $C^{2}$ and convex and has quadratic growth at infinity. For every $r \in \mathbb{R}$, we define

$$
\mathcal{D}_{g}(r):=\{x \in H: G(x)<r\}
$$

where

$$
G(h)=\int_{\mathcal{D}} g(h(\xi)) d \xi, \quad h \in H
$$

Then, there exists $\bar{r} \in \mathbb{R}$ such that the domain $\mathcal{D}_{g}(r)$ satisfies Condition (iii) in Hypothesis 4.5.1, for every $r>\bar{r}$.

Proof. First of all, since $g$ has no more that quadratic growth at infinity, the mapping $G: H \rightarrow \mathbb{R}$ is well defined. It is differentiable and $G^{\prime}(h)=g^{\prime} \circ h$, for every $h \in H$. Moreover, since $\mathcal{A}$ is a divergence type operator, $H=H_{\mu}$.

The convexity and the quadratic growth at infinity of $g$ imply, respectively, that $\mathcal{D}_{g}(r)$ is convex and bounded, for every $r \in \mathbb{R}$. Moreover, $0 \in \mathcal{D}_{g}(r)$, for every $r>g(0)|\mathcal{D}|=: \bar{r}$.

Now, we show that $\mathcal{D}_{g}(r)$ is invariant under the semigroup $e^{t A}$. Actually, if $x \in H$ and $u(t):=e^{t A} x$, by differentiating and integrating by parts we have

$$
\begin{aligned}
& \frac{d}{d t} G(u(t))=\left\langle G^{\prime}(u(t)), \partial_{t} u(t)\right\rangle_{H}=\left\langle g^{\prime}(u(t)), \mathcal{A} u(t)\right\rangle_{H} \\
& =-\int_{\mathcal{D}} g^{\prime \prime}(u(t, \xi))\langle a(\xi) \nabla u(t, \xi), \nabla u(t, \xi)\rangle d \xi \leq 0,
\end{aligned}
$$

last inequality following from the fact that $g$ is convex and from (4.2.1). This means that the mapping $t \mapsto G(u(t))$ is non-increasing, so that

$$
x \in \mathcal{D}_{g}(r) \Longrightarrow G\left(e^{t A} x\right) \leq G(x)<r, \quad t \geq 0
$$

Finally, we show that if $x \in \mathcal{D}_{g}(r)$, then $\langle x, \mu\rangle \in \mathcal{D}_{g}(r)$. We have

$$
G(\langle x, \mu\rangle)=\int_{\mathcal{D}} g(\langle x, \mu\rangle) d \xi=|\mathcal{D}| g(\langle x, \mu\rangle) \leq \int_{\mathcal{D}} g(x(\xi)) d \xi=G(x)<r
$$

We have seen that for every $x \in H$ and $\delta>0$, the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$ satisfies a uniform large deviation principle in $C\left([\delta, T] ; H_{\mu}\right)$ with action functional $I_{\delta, T}^{x}$. Moreover, if $x$ is constant then $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$ satisfies a large deviation principle in $C\left([0, T] ; H_{\mu}\right)$ with action functional $I_{0, T}^{x}$. On the basis of this, we define the quasipotential $V: H_{\mu} \rightarrow[0,+\infty]$, by

$$
V(y):=\inf \left\{I_{0, T}^{0}(u): u \in C\left([0, T] ; H_{\mu}\right), u(T)=y, T>0\right\}
$$

Recalling that $I_{0, T}^{x}$ is finite only if $u \in C([0, T] ; \mathbb{R})$, it follows that

$$
V(y)<+\infty \Longrightarrow y \text { is constant. }
$$

Moreover, since we assume that $D$ contains a ball around 0 , it follows that both $D$ and $\partial D$ will contain some constant $y \in H_{\mu}$. In particular, there will exist paths starting at 0 and ending at $z \in \partial D$ that only travel along the subspace $\left\{y \in H_{\mu}: y\right.$ is constant $\}$. These paths will have finite values of the action functional, so that

$$
\begin{equation*}
\bar{V}(D):=\inf _{y \in \partial D} V(y)<+\infty \tag{4.5.1}
\end{equation*}
$$

In addition, due to Condition (ii) of Hypothesis 4.5.1, the intersection of $D$ and the subspace $\mathbb{R} \subset H_{\mu}$ is precisely an open interval containing 0 . Therefore, if we denote the endpoints of the interval $\mathbb{R} \cap D$ by $y_{1}$ and $y_{2}$, then $\bar{V}(D)=\min \left(V\left(y_{1}\right), V\left(y_{2}\right)\right)$.

Remark 4.5.2. Suppose $g \equiv 1$, so that the noise is additive. As discussed in Remark 4.4.2, $I_{0, T}^{x}$ is the action functional for the large deviation principle satisfied by the family $\left\{\mathcal{L}\left(v_{\epsilon}^{x}\right)\right\}$, where $v_{\epsilon}^{x}$ is the solution of

$$
d v(t)=\bar{F}(v(t)) d t+\sqrt{\gamma(\epsilon) \mathcal{H}_{\bar{\rho}}} d \beta(t), \quad v(0)=\langle x, \mu\rangle,
$$

with

$$
\mathcal{H}_{\bar{\rho}}=\frac{1}{(1+\bar{\rho})^{2}}\left(\|\sqrt{Q} m\|_{H}^{2}+\bar{\rho}^{2} \delta_{0}^{2}\left\|\sqrt{B}\left[\Sigma N_{\delta_{0}}^{*} m\right]\right\|_{Z}^{2}\right) .
$$

Therefore, due to classical results (see [37]), we will have the explicit formula,

$$
V(y)=-\frac{2}{\mathcal{H}_{\bar{\rho}}} \int_{0}^{y} \bar{F}(\sigma) d \sigma .
$$

In the case that the noise is multiplicative, there is no such explicit representation of the quasipotential, but the exit results we discuss below will still hold.

Our goal in this section is to a prove Freidlin-Wentzell type estimates on the exit time of $u_{\epsilon}^{x}$ from the domain $D$. With this in mind, we define the stopping times,

$$
\tau_{\epsilon}^{x}:=\inf \left\{t \geq 0: u_{\epsilon}^{x}(t) \in \partial D\right\}
$$

The main result is the following.

Theorem 4.5.1. Assume that all Hypotheses 4.2.1 to 4.5.1 are satisfied. Then for any $x \in D$, we have

$$
\lim _{\epsilon \rightarrow 0} \epsilon \log \mathbb{E} \tau_{\epsilon}^{x}=\bar{V}(D)
$$

The proof of Theorem 4.5.1 is a consequence of the following series of lemmas. Once these lemmas are established, the proof of Theorem 4.5.1 proceeds as in the finite dimensional case (see Theorem 5.7.11 of [28]). We list the lemmas below, and postpone their proofs until Appendix 4.7.

In what follows, we set

$$
B_{\rho}:=\left\{y \in H_{\mu}:\|y\|_{H_{\mu}} \leq \rho\right\}
$$

and, for every $\rho>0$ such that $B_{\rho} \subset D$, we define the stopping times

$$
\sigma_{\epsilon}^{x}(\rho):=\inf \left\{t \geq 0: u_{\epsilon}^{x}(t) \in B_{\rho} \cup \partial D\right\}
$$

Lemma 4.5.2. For any $\eta>0$, there exists a $T<\infty$ such that

$$
\liminf _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \inf _{x \in D} \mathbb{P}_{x}\left(\tau_{\epsilon}^{x} \leq T\right)>-(\bar{V}(D)+\eta)
$$

Lemma 4.5.3. Let $\rho>0$ be such that $B_{\rho} \subset D$. Then

$$
\lim _{t \rightarrow \infty} \limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in D} \mathbb{P}\left(\sigma_{\epsilon}^{x}(\rho)>t\right)=-\infty
$$

Lemma 4.5.4. Let $\rho>0$ be such that $B_{\rho} \subset D$. Then, for any $x \in D$,

$$
\lim _{\epsilon \rightarrow 0} \mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in B_{\rho}\right)=1 .
$$

Lemma 4.5.5. Let $\rho>0$ be such that $B_{\rho} \subset D$. Then for any $\eta>0$, there exists $T<\infty$ such that

$$
\limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in B_{\rho}} \mathbb{P}\left(\sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x}(t)-x\right\|_{H_{\mu}} \geq 3 \rho\right)<-\eta .
$$

Lemma 4.5.6. Let $\rho>0$ be such that $B_{2 \rho} \subset D$. Then, for any closed set $N \subset \partial D$, we have

$$
\lim _{\rho \rightarrow 0} \limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in N\right) \leq-\inf _{z \in N} V(z) .
$$

### 4.6 Appendix A: Some Lemmas used in Section 4.4

We start with a first preliminary result.

Lemma 4.6.1. For every $\varphi, \psi \in H$ and $t>0$ we have

$$
\begin{equation*}
\left\|e^{t A}(\varphi \sqrt{Q} \psi)\right\|_{H_{\mu}} \leq c\left(t^{-\frac{d}{2 \zeta}}+1\right)\|\varphi\|_{H_{\mu}}\|\psi\|_{H} \tag{4.6.1}
\end{equation*}
$$

Proof. If we set $\zeta=\frac{2 \rho}{\rho-2}$, we have $\frac{1}{\zeta}+\frac{1}{\rho}+\frac{1}{2}=1$. Thus, for any $t>0$ and $\psi \in H$, due
to condition (4.2.5) we have

$$
\begin{align*}
& \left\|e^{t A}(\varphi \sqrt{Q} \psi)\right\|_{H_{\mu}}=\left\|\sum_{k} \lambda_{k}\left\langle\psi, e_{k}\right\rangle e^{t A}\left(\varphi e_{k}\right)\right\|_{H_{\mu}} \\
& \leq\left(\sum_{k} \lambda_{k}^{\rho}\left\|e_{k}\right\|_{\infty}^{2}\right)^{\frac{1}{\rho}}\left(\sum_{k}\left\|e_{k}\right\|_{\infty^{-\frac{2 \zeta}{\rho}}}\left\|e^{t A}\left(\varphi e_{k}\right)\right\|_{H_{\mu}}^{\zeta}\right)^{\frac{1}{\zeta}}|\varphi|_{H}  \tag{4.6.2}\\
& \leq \kappa_{Q}^{\frac{1}{\rho}}\|\psi\|_{H}\left(\sum_{k}\left\|e^{t A}\left(\varphi e_{k}\right)\right\|_{H_{\mu}}^{2}\right)^{\frac{1}{\zeta}} \sup _{k}\left(\left\|e_{k}\right\|_{\infty^{\rho}}^{-\frac{2}{\rho}}\left\|e^{t A}\left(\varphi e_{k}\right)\right\|_{H_{\mu}}^{\frac{\zeta-2}{\zeta}}\right)
\end{align*}
$$

By Remark 4.2.2, the semigroup is a contraction on $H_{\mu}$. Then, since $(\zeta-2) / \zeta=2 / \rho$,

Moreover, thanks to (4.2.3) and the invariance of the semigroup with respect to the measure $\mu$, we obtain

$$
\begin{aligned}
& \sum_{k}\left\|e^{t A}\left(\varphi e_{k}\right)\right\|_{H_{\mu}}^{2}=\int_{\mathcal{D}} \sum_{k}\left|\left\langle k_{t}(\xi, \cdot) \varphi(\cdot), e_{k}(\cdot)\right\rangle\right|^{2} d \mu(\xi)=\int_{\mathcal{D}}\left\|k_{t}(\xi, \cdot) \varphi(\cdot)\right\|_{H}^{2} d \mu(\xi) \\
& \leq c\left(t^{-\frac{d}{2}}+1\right) \int_{\mathcal{D}} e^{t A}|\varphi(\xi)|^{2} d \mu(\xi)=c\left(t^{-\frac{d}{2}}+1\right)\|\varphi\|_{H_{\mu}}^{2} .
\end{aligned}
$$

Due to (4.6.2) and (4.6.3), this implies that (4.6.1) holds.

Now, we are ready to state and prove all lemmas used in Section 4.4.

Lemma 4.6.2. For every $\epsilon>0$, let us define

$$
I_{\epsilon}^{1}(t)=\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right) d s-\int_{0}^{t} \bar{F}\left(s, u^{x, \varphi}(s)\right) d s
$$

as in Proposition 4.4.3. Then for any $p \geq 1$ and $T>0$, we have

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq t \leq T}\left\|I_{\epsilon}^{1}(t)\right\|_{H_{\mu}}^{p} \leq r_{T, p}(\epsilon)+c_{T, p} \int_{0}^{T} \mathbb{E} \sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)-u^{x, \varphi}(s)\right\|_{H_{\mu}}^{p} d s \tag{4.6.4}
\end{equation*}
$$

where $r_{T, p}(\epsilon)$ is some non-negative function such that $r_{T, p}(\epsilon) \rightarrow 0$, as $\epsilon \rightarrow 0$.

Proof. We can rewrite $I_{\epsilon}^{1}(t)$ as follows.

$$
\begin{aligned}
& I_{\epsilon}^{1}(t)=J_{1}^{\epsilon}(t)+J_{2}^{\epsilon}(t):=\left(\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right) d s-\int_{0}^{t} \bar{F}\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right) d s\right) \\
& +\left(\int_{0}^{t}\left[\bar{F}\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)-\bar{F}\left(s, u^{x, \varphi}(s)\right)\right] d s\right) .
\end{aligned}
$$

Concerning $J_{1}^{\epsilon}$, thanks to (4.2.4) and the a priori estimate (4.4.1), we obtain

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq t \leq T}\left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}}^{p} \leq c \mathbb{E} \sup _{0 \leq t \leq T}\left(\int_{0}^{t} e^{-\frac{\gamma(t-s)}{\epsilon}}\left|F\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\right|_{H_{\mu}} d s\right)^{p} \\
& \leq c_{p}\left(1+\mathbb{E} \sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(t)\right\|_{H_{\mu}}^{p}\right)\left(\int_{0}^{T} e^{-\frac{\gamma s}{\epsilon}} d s\right)^{p} \leq \epsilon^{p} c_{T, p, M}\left(1+\left\|x_{\epsilon}\right\|_{H}^{p}\right) \leq \epsilon^{p} c_{T, p, M}, \tag{4.6.5}
\end{align*}
$$

where the last inequality follows from the fact that the sequence $\left\{x_{\epsilon}\right\}_{\epsilon>0}$ is weakly convergent and hence resides in a bounded set of $H$. Next, concerning $J_{2}^{\epsilon}(t)$, we have

$$
\begin{aligned}
& \mathbb{E} \sup _{0 \leq t \leq T}\left|J_{2}^{\epsilon}(t)\right|^{p} \leq T^{p-1} \mathbb{E} \int_{0}^{T}\left|\bar{F}\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)-\bar{F}\left(s, u^{x, \varphi}(s)\right)\right|^{p} d s \\
& \leq c T^{p-1} \int_{0}^{T} \mathbb{E} \sup _{0 \leq s \leq t}\left|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)-u^{x, \varphi}(s)\right|_{H_{\mu}}^{p} d t .
\end{aligned}
$$

This inequality, together with (4.6.5), implies (4.6.4).

Lemma 4.6.3. For every $\epsilon>0$, let us define

$$
I_{\epsilon}^{2}(t)=\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s-\int_{0}^{t} \bar{G}\left(s, u^{x, \varphi}(s)\right)\left[\sqrt{Q} \varphi_{H}(s)\right] d s
$$

as in Proposition 4.4.3. Then, for every $p \geq 1$ and $T>0$, the following estimate holds.

$$
\mathbb{E} \sup _{0 \leq t \leq T}\left\|I_{\epsilon}^{2}(t)\right\|_{H_{\mu}}^{2} \leq r_{T, p}(\epsilon)+c_{T, p} \int_{0}^{T} \mathbb{E} \sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)-u^{x, \varphi}(s)\right\|_{H_{\mu}}^{2} d t,
$$

where $r_{T, p}(\epsilon)$ is some non-negative function such that $r_{T, p}(\epsilon) \rightarrow 0$, as $\epsilon \rightarrow 0$.

Proof. We can rewrite $I_{\epsilon}^{2}(t)$ as follows.

$$
\begin{aligned}
& I_{\epsilon}^{2}(t)=\left(\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s-\int_{0}^{t} \bar{G}\left(s, u^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s\right) \\
& +\left(\int_{0}^{t} \bar{G}\left(s, u^{x, \varphi}(s)\right)\left[\sqrt{Q}\left(\varphi_{H}^{\epsilon}(s)-\varphi_{H}(s)\right)\right] d s\right) \\
& \left.+\left(\int_{0}^{t}\left(\bar{G}\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)-\bar{G}\left(s, u^{x, \varphi}(s)\right)\right]\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s\right)=: \sum_{i=1}^{3} J_{i}^{\epsilon}(t) .
\end{aligned}
$$

Step 1. We first show that for any $p \geq 1$,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T}\left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}}^{p}=0 . \tag{4.6.6}
\end{equation*}
$$

Due to the invariance of the semigroup with respect to $\mu$ and (4.2.4), we have

$$
\begin{aligned}
& \left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}} \leq \| \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}\right] d s \\
& -\int_{0}^{t}\left\langle e^{(t-s) \frac{A}{2 \epsilon}} G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right], \mu\right\rangle d s \|_{H_{\mu}} \\
& \leq \int_{0}^{t} e^{-\frac{\gamma(t-s)}{2 \epsilon}}\left\|e^{(t-s) \frac{A}{2 \epsilon}} G\left(u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right]\right\|_{H_{\mu}} d s
\end{aligned}
$$

Note that $\frac{d}{\zeta}<1$ since $\rho<\frac{2 d}{d-2}$. Then, by applying inequality (4.6.1) with $\theta=$ $g\left(s, \cdot, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s, \cdot)\right)$ we conclude that

$$
\begin{aligned}
& \left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}} \leq c \int_{0}^{t} e^{-\frac{\gamma(t-s)}{2 \epsilon}}\left[((t-s) / \epsilon)^{-\frac{d}{2 \zeta}}+1\right]\left\|g\left(s, \cdot, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right)\right\|_{H_{\mu}}\left\|\varphi_{H}^{\epsilon}(s)\right\|_{H} d s \\
& \leq c\left(\int_{0}^{T} e^{-\frac{\gamma t}{\epsilon}}\left[(t / \epsilon)^{-\frac{d}{\zeta}}+1\right] d s\right)^{1 / 2}\left(\int_{0}^{T}\left|\varphi_{H}^{\epsilon}(s)\right|_{H}^{2} d s\right)^{1 / 2}\left(1+\sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right\|_{H_{\mu}}\right) \\
& \leq c_{M} \epsilon^{\frac{1}{2}}\left(1+\sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)\right\|_{H_{\mu}}\right) .
\end{aligned}
$$

In view of estimate (4.4.1), since $\sup _{\epsilon \in(0,1]}\left|x_{\epsilon}\right|_{H_{\mu}}<\infty$, we obtain (4.6.6) upon taking the $p$ th moment.

Step 2. We show that for any $p \geq 1$

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T}\left|J_{2}^{\epsilon}(t)\right|^{p}=0 \tag{4.6.7}
\end{equation*}
$$

For every $\psi \in L^{2}(0, T ; H)$, we define

$$
\Lambda_{\psi}(t):=\int_{0}^{t} \bar{G}\left(s, u^{x, \varphi}(s)\right)[\sqrt{Q} \psi(s)] d s, \quad t \in[0, T]
$$

First, we show that the family $\left\{\Lambda_{\varphi_{H}^{\epsilon}}\right\}_{\epsilon \in(0,1]}$ is equi-continuous and equi-bounded in $[0, T], \mathbb{P}$-a.s. Actually, we have

$$
\begin{aligned}
& \left|\Lambda_{\varphi_{H}^{\epsilon}}(t+h)-\Lambda_{\varphi_{H}^{\epsilon}}(t)\right|=\left|\int_{t}^{t+h} \bar{G}\left(s, u^{x, \varphi}(s)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right] d s\right| \\
& \leq c\left(\int_{t}^{t+h} \int_{\mathcal{D}}\left|g\left(s, \xi, u^{x, \varphi}(s)\right)\right|^{2} d \mu(\xi) d s\right)^{1 / 2}\left(\int_{t}^{t+h} \int_{\mathcal{D}}\left|\varphi_{H}^{\epsilon}(s, \xi)\right|^{2} d \mu(\xi) d s\right)^{1 / 2} \\
& \leq c\left(\int_{t}^{t+h}\left(1+\left|u^{x, \varphi}(s)\right|^{2}\right) d s\right)^{1 / 2}\left\|\varphi_{H}^{\epsilon}\right\|_{L^{2}(0, T ; H)} .
\end{aligned}
$$

Then, since $u^{x, \varphi} \in C([0, T] ; \mathbb{R}), \mathbb{P}$-a.s., we have that

$$
\begin{equation*}
\sup _{\epsilon \in(0,1]} \sup _{0 \leq t \leq T}\left|\Lambda_{\varphi_{H}^{\epsilon}}(t+h)-\Lambda_{\varphi_{H}^{\epsilon}}(t)\right| \leq c_{M} \sqrt{h}, \quad \mathbb{P}-\text { a.s. }, \tag{4.6.8}
\end{equation*}
$$

for some random variable $c_{M} \in L^{2}(\Omega)$. Next, we observe that for each fixed $t \in[0, T]$ the linear functional $\psi \in L^{2}(0, T ; H) \mapsto \Lambda_{\psi}(t) \in \mathbb{R}$ is bounded. Therefore, by the weak convergence of the sequence $\left\{\varphi_{H}^{\epsilon}\right\}$ to $\varphi_{H}$, we may conclude that

$$
\lim _{\epsilon \rightarrow 0} \Lambda_{\varphi_{H}^{\epsilon}}(t)=\Lambda_{\varphi_{H}}(t)=\int_{0}^{t} \bar{G}\left(s, u^{x, \varphi}(s)\right)\left[\sqrt{Q} \varphi_{H}(s)\right] d s, \quad \mathbb{P}-\text { a.s. }
$$

and estimate (4.6.8) implies that this convergence is uniform with respect to $t \in[0, T]$. Finally, noting that $J_{2}^{\epsilon}(t)=\Lambda_{\varphi_{H}^{\epsilon}}(t)-\Lambda_{\varphi_{H}}(t)$, we conclude that (4.6.7) holds from the dominated convergence theorem.

Step 3. Using the Lipschitz continuity of $g$, we have

$$
\begin{aligned}
& \left|J_{3}^{\epsilon}(t)\right|^{2} \leq\left(\int_{0}^{t} \int_{\mathcal{D}}\left|\left(G\left(s, u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}\right)-G\left(s, u^{x, \varphi}\right)\right)\left[\sqrt{Q} \varphi_{H}^{\epsilon}(s)\right]\right| d \mu(\xi) d s\right)^{2} \\
& \leq c\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}-u^{x, \varphi}\right\|_{L^{2}\left(0, T ; H_{\mu}\right)}^{2}\left\|\varphi_{H}^{\epsilon}\right\|_{L^{2}\left(0, T ; H_{\mu}\right)}^{2} \leq c_{M} \int_{0}^{T} \sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x_{\epsilon}, \varphi_{\epsilon}}(s)-u^{x, \varphi}(s)\right\|_{H_{\mu}}^{2} d t .
\end{aligned}
$$

This, together with (4.6.6) and (4.6.7), concludes the proof.

Lemma 4.6.4. For every $\epsilon>0$, let us define

$$
I_{\epsilon}^{3}(t)=\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right] d s-\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right], \mu\right\rangle d s
$$

as in Proposition 4.4.3. Then for any $p \geq 1$,

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T}\left\|I_{\epsilon}^{3}(t)\right\|_{H_{\mu}}^{p}=0 .
$$

Proof. We can rewrite $I_{\epsilon}^{3}$ as follows.

$$
\begin{aligned}
& I_{\epsilon}^{3}(t)=\left(\left(\delta_{0}-A\right) \int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right] d s-\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right], \mu\right\rangle d s\right) \\
& +\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}\left[\Sigma(s) \sqrt{B}\left(\varphi_{Z}^{\epsilon}(s)-\varphi_{Z}(s)\right)\right], \mu\right\rangle d s=: J_{1}^{\epsilon}(t)+J_{2}^{\epsilon}(t) .
\end{aligned}
$$

Concerning $J_{1}^{\epsilon}$, the invariance of $\mu$ gives

$$
\begin{aligned}
& \left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}}=\| \int_{0}^{t} e^{(t-s) \frac{A}{2 \epsilon}}\left(\delta_{0}-A\right) e^{(t-s) \frac{A}{2 \epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right] d s \\
& -\int_{0}^{t}\left\langle\left(\delta_{0}-A\right) e^{(t-s) \frac{A}{2 \epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right], \mu\right\rangle d s \|_{H_{\mu}} \\
& \leq c \int_{0}^{t} e^{-\frac{\gamma(t-s)}{2 \epsilon}}\left\|\left(\delta_{0}-A\right) e^{(t-s) \frac{A}{2 \epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right]\right\|_{H_{\mu}} d s .
\end{aligned}
$$

Then, thanks to (4.4.4) and the boundedness of the operator $S_{\rho}$ defined in (4.4.3), for any $\rho>0$, we have

$$
\left\|\left(\delta_{0}-A\right) e^{(t-s) \frac{A}{2 \epsilon}} N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right]\right\|_{H_{\mu}} \leq c\left[1+((t-s) / \epsilon)^{-\frac{1+\rho}{4}}\right]\left\|\varphi_{Z}^{\epsilon}(s)\right\|_{Z}
$$

Hence, if $\rho<1$, we obtain

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq t \leq T}\left\|J_{1}^{\epsilon}(t)\right\|_{H_{\mu}}^{p} \leq c\left(\int_{0}^{T} e^{-\frac{\gamma t}{\epsilon}}\left[(t / \epsilon)^{-\frac{1+\rho}{2}}+1\right] d s\right)^{\frac{p}{2}} \mathbb{E}\left\|\varphi_{Z}^{\epsilon}\right\|_{L^{2}(0, T ; Z)}^{\frac{p}{2}} \leq c_{M} \epsilon^{\frac{p}{2}} \tag{4.6.9}
\end{equation*}
$$

To estimate $J_{2}^{\epsilon}(t)$, we proceed as in Lemma 4.6.3 and for every $\psi \in L^{2}(0, T ; Z)$ we define

$$
\Lambda_{\psi}(t):=\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}[\Sigma(s) \sqrt{B} \psi(s)], \mu\right\rangle d s
$$

Then the family $\left\{\Lambda_{\varphi_{Z}^{\epsilon}}\right\}_{\epsilon \in(0,1]}$ is uniformly equi-continuous in $[0, T]$, since

$$
\begin{aligned}
& \left|\Lambda_{\varphi_{Z}^{\epsilon}}(t+h)-\Lambda_{\varphi_{Z}^{\epsilon}}(t)\right|=\left|\delta_{0} \int_{t}^{t+h}\left\langle N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right], \mu\right\rangle d s\right| \\
& \leq \delta_{0} \sqrt{h}\left(\int_{t}^{t+h} \int_{\mathcal{D}}\left|N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}^{\epsilon}(s)\right](\xi)\right|^{2} d \mu(\xi) d s\right)^{1 / 2} \\
& \leq c \delta_{0} \sqrt{h}\left\|N_{\delta_{0}}\left[\Sigma(\cdot) \varphi_{Z}^{\epsilon}\right]\right\|_{L^{2}\left(0, T ; H_{\mu}\right)} \leq c_{M} \sqrt{h},
\end{aligned}
$$

where the last inequality holds $\mathbb{P}$-a.s., for some random variable $c_{M} \in L^{1}(\Omega)$. In addition, for fixed $t \in[0, T]$, the linear functional $\psi \in L^{2}(0, T ; Z) \mapsto \Lambda \psi(t) \in \mathbb{R}$ is bounded. Hence by the weak convergence of the sequence $\left\{\varphi_{Z}^{\epsilon}\right\}$ to $\varphi_{Z}$, we have

$$
\lim _{\epsilon \rightarrow 0} \Lambda_{\varphi_{Z}^{\epsilon}}(t)=\Lambda_{\varphi_{Z}}(t)=\delta_{0} \int_{0}^{t}\left\langle N_{\delta_{0}}\left[\Sigma(s) \sqrt{B} \varphi_{Z}(s)\right], \mu\right\rangle d s
$$

Moreover, this convergence is uniform in $t \in[0, T]$, so that

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T}\left|J_{2}^{\epsilon}(t)\right|^{p}=\lim _{\epsilon \rightarrow 0} \sup _{0 \leq t \leq T}\left|\Lambda_{\varphi_{Z}^{\epsilon}}(t)-\Lambda_{\varphi_{Z}}(t)\right|^{p}=0
$$

from the dominated convergence theorem. This, together with (4.6.9), concludes the proof.

### 4.7 Appendix B: Proofs of Lemmas in Section 4.5

Proof of Lemma 4.5.2. Fix $\eta>0$. We first construct a collection of paths $\left\{z^{x}\right\}_{x \in D} \subset$ $C([0, T] ; \mathbb{R})$ that leave the domain with a close to minimal energy.

Let $\rho>0$ such that $B_{\rho} \subset D$. Due to Condition (ii) in Hypothesis 4.5.1, we can fix $T_{1}$ large enough that $u^{x}\left(T_{1}\right) \in B_{\rho}$, for any $x \in \bar{D}$, where $u^{x}$ is the solution of (4.3.1). Thus, we set $z^{x}(t)=u^{x}(t)$ on the interval [ $\left.0, T_{1}\right]$. Next, we set

$$
z^{x}(t)=z^{x}\left(T_{1}\right)\left(T_{1}+1-t\right), \quad \text { if } t \in\left[T_{1}, T_{1}+1\right]
$$

so that $z^{x}\left(T_{1}+1\right)=0$. Now, due to (4.5.1), there exists some $T_{2}>0$ and some path $v(t) \in C\left(\left[0, T_{2}\right], \mathbb{R}\right)$ such that $v(0)=0, v\left(T_{2}\right) \notin \bar{D}$ and $I_{0, T_{2}}^{0}(v)<\bar{V}(D)+\eta / 4$. We then set $z^{x}\left(T_{1}+1+t\right)=v(t)$ for $t \in\left[0, T_{2}\right]$. Hence, upon defining $T^{*}=T_{1}+T_{2}+1$, we have

$$
\begin{aligned}
& I_{0, T^{*}}^{x}\left(z^{x}\right)=I_{0, T_{1}}^{x}\left(z^{x}\right)+I_{T_{1}, T_{1}+1}\left(z^{x}\right)+I_{T_{1}+1, T^{*}}^{0}\left(z^{x}\right) \\
& \leq c \int_{T_{1}}^{T_{1}+1}\left|z^{x \prime}(t)-\bar{F}\left(z^{x}(t)\right)\right|^{2} d t+(\bar{V}(D)+\eta / 4) \leq c \rho^{2}+(\bar{V}(D)+\eta / 4) .
\end{aligned}
$$

Thus, taking $\rho$ small enough, we obtain $I_{0, T}^{x}\left(z^{x}\right)<\bar{V}(D)+\eta / 2$. We note that all of these paths $\left\{z^{x}\right\}_{x \in D}$ agree on the interval $\left[T_{1}+1, T^{*}\right]$ and exit the domain on this time interval. Let us now denote

$$
h:=\sup _{T_{1}+1 \leq t \leq T^{*}} \operatorname{dist}_{H_{\mu}}\left(z^{x}(t), \bar{D}\right)>0 .
$$

To prove the lemma, we pick any $0<\delta<T_{1}+1$ and define the open set

$$
\Psi=\bigcup_{x \in D}\left\{u \in C\left(\left[\delta, T^{*}\right] ; H_{\mu}\right): \sup _{\delta \leq t \leq T^{*}}\left|u(t)-z^{x}(t)\right|_{H_{\mu}}<h\right\} .
$$

Then, thanks to Theorem 4.3.1 and the FWULDP lower bound (Definition 2.2.5), there exists $\epsilon_{0}>0$ such that for any $\epsilon<\epsilon_{0}$,

$$
\begin{aligned}
& \inf _{x \in D} \mathbb{P}\left(\tau_{x}^{\epsilon}<T^{*}\right) \geq \inf _{x \in D} \mathbb{P}\left(u_{\epsilon}^{x} \in \Psi\right) \geq \exp \left(-\frac{1}{\gamma(\epsilon)}\left[\sup _{x \in D} \inf _{\varphi \in \Psi} I_{\delta, T^{*}}^{x}(\varphi)+\frac{\eta}{2}\right]\right) \\
& \geq \exp \left(-\frac{1}{\gamma(\epsilon)}\left[\sup _{x \in D} I_{\delta, T^{*}}^{x}\left(\left.z^{x}\right|_{\left[\delta, T^{*}\right]}\right)+\frac{\eta}{2}\right]\right\} \geq \exp \left\{-\frac{1}{\gamma(\epsilon)}(\bar{V}(D)+\eta)\right)
\end{aligned}
$$

Proof of Lemma 4.5.3. In this lemma, the behavior of the process near $t=0$ is not a concern and so the same proof as in Lemma 5.7.19 in [28] holds.

Proof of Lemma 4.5.4. Fix some $x \in D$ and let $\rho>0$ be such that $B_{\rho} \subset D$. If $x \in B_{\rho}$, there nothing to prove. Thus, we can assume that $x \notin B_{\rho}$.

We denote $T_{x}:=\inf \left\{t \geq 0: u^{x}(t) \in B_{\rho / 2}\right\}$ and $\Delta_{x}:=\inf _{t \geq 0} \operatorname{dist}_{H_{\mu}}\left(u^{x}(t), \partial D\right)$.
We clearly have $T_{x}>0$ and, due to Condition (iii) of Hypothesis 4.5.1, we have $\Delta_{x}>0$. Moreover, again thanks to Condition (iii) of Hypothesis 4.5.1, we have

$$
d_{x}:=\inf _{t \geq 0} \operatorname{dist}_{H_{\mu}}\left(e^{t A} x, \partial D\right)>0
$$

This implies that for every $0<\delta<T_{x}$

$$
\begin{aligned}
& \mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in \partial D\right) \\
& \leq \mathbb{P}\left(\sup _{0 \leq t \leq \delta}\left\|u_{\epsilon}^{x}(t)-e^{t \frac{A}{\epsilon}} x\right\|_{H_{\mu}}>d_{x}\right)+\mathbb{P}\left(\sup _{\delta \leq t \leq T_{x}}\left\|u_{\epsilon}^{x}(t)-u^{x}(t)\right\|_{H_{\mu}}>\Delta_{x} \wedge \rho / 2\right) .
\end{aligned}
$$

Now, thanks to (4.2.9) and (4.2.10) and Lemma 4.6.2, for every $T>0$ there exists some function $r_{T}(\epsilon)$ going to 0 , as $\epsilon \rightarrow 0$, such that

$$
\mathbb{E} \sup _{\delta \leq t \leq T}\left\|u_{\epsilon}^{x}(t)-u^{x}(t)\right\|_{H_{\mu}} \leq c e^{-\frac{\gamma \delta}{\epsilon}}\|x\|_{H_{\mu}}+r_{T}(\epsilon)+c_{T} \int_{\delta}^{T} \mathbb{E} \sup _{\delta \leq s \leq t}\left\|u_{\epsilon}^{x}(s)-u^{x}(s)\right\|_{H_{\mu}} d t .
$$

Then, using Gronwall's Lemma, we have

$$
\begin{equation*}
\mathbb{E} \sup _{\delta \leq t \leq T}\left\|u_{\epsilon}^{x}-u^{x}\right\|_{H_{\mu}} \leq c\left(e^{-\frac{\gamma \delta}{\epsilon}}\|x\|_{H_{\mu}}+r_{T}(\epsilon)\right) e^{c_{T} T} . \tag{4.7.2}
\end{equation*}
$$

Meanwhile, we can estimate the second term in (4.7.1) by using the bounds (4.2.9),
(4.2.10) and (4.4.1) to obtain

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq t \leq \delta}\left\|u_{\epsilon}^{x}(t)-e^{t \frac{A}{\epsilon}} x\right\|_{H_{\mu}} \leq c \sqrt{\gamma(\epsilon)}+\mathbb{E} \sup _{0 \leq t \leq \delta}\left\|\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x}(s)\right) d s\right\|_{H_{\mu}}  \tag{4.7.3}\\
& \leq c\left(\sqrt{\gamma(\epsilon)}+\delta\left(1+\mathbb{E}\left\|u_{\epsilon}^{x}\right\|_{C\left([0, \delta] ; H_{\mu}\right)}\right)\right) \leq c(\sqrt{\gamma(\epsilon)}+\delta)
\end{align*}
$$

This, together with (4.7.1) and (4.7.2), implies that for every $\delta \in\left(0, T_{x}\right)$

$$
\mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in \partial D\right) \leq c_{T}\left(\sqrt{\gamma(\epsilon)}+\delta+r_{T}(\epsilon)+e^{-\frac{\gamma \delta}{\epsilon}}\|x\|_{H_{\mu}}\right)
$$

Thus, by taking $\delta=\epsilon^{r}$ for some $0<r<1$, we get

$$
\mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in \partial D\right)=0
$$

Proof of Lemma 4.5.5. We have

$$
u_{\epsilon}^{x}(t)-x=e^{t \frac{A}{\epsilon}} x-x+\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x}(s)\right) d s+\alpha(\epsilon) w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x}\right)(t)+\beta(\epsilon) w_{A, B}^{\epsilon}(t) .
$$

Since the semigroup $e^{t A}$ acts as a contraction on $H_{\mu}$, we have that $\left\|e^{t \frac{A}{\epsilon}} x-x\right\|_{H_{\mu}} \leq$ $2\|x\|_{H_{\mu}}$. Next we observe that, for $t \in[0, T]$,

$$
\begin{aligned}
& \left\|\int_{0}^{t} e^{(t-s) \frac{A}{\epsilon}} F\left(s, u_{\epsilon}^{x}(s)\right) d s\right\|_{H_{\mu}} \leq \int_{0}^{t}\left\|F\left(s, u_{\epsilon}^{x}(s)\right)\right\|_{H_{\mu}} d s \\
& \leq c T\left(1+\sup _{0 \leq s \leq t}\left\|u_{\epsilon}^{x}(s)\right\|_{H_{\mu}}\right) \leq c T\left(1+\|x\|_{H_{\mu}}+\sup _{0 \leq s \leq T}\left\|u_{\epsilon}^{x}(s)-x\right\|_{H_{\mu}}\right) .
\end{aligned}
$$

Therefore, if $x \in B_{\rho}$, we can find a $T_{\rho}>0$ small enough that

$$
\sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x}(t)-x\right\|_{H_{\mu}} \leq \frac{7 \rho}{3}+\alpha(\epsilon) \sup _{0 \leq t \leq T_{\rho}}\left\|w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x}\right)(t)\right\|_{H_{\mu}}+\beta(\epsilon) \sup _{0 \leq t \leq T_{\rho}}\left\|w_{A, B}^{\epsilon}(t)\right\|_{H_{\mu}}
$$

Hence,

$$
\begin{aligned}
& \mathbb{P}\left(\left\|u_{\epsilon}^{x}-x\right\|_{C\left([0, T] ; H_{\mu}\right)} \geq 3 \rho\right) \\
& \leq \mathbb{P}\left(\alpha(\epsilon)\left\|w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x}\right)\right\|_{C\left([0, T] ; H_{\mu}\right)} \geq \rho / 3\right)+\mathbb{P}\left(\beta(\epsilon)\left\|w_{A, B}^{\epsilon}\right\|_{C\left([0, T] ; H_{\mu}\right)} \geq \rho / 3\right) .
\end{aligned}
$$

Thanks to Condition (i) of Hypothesis 4.5.1, the integrand of $w^{A, Q}\left(u_{\epsilon}^{x}\right)$ is bounded, so that we can use the exponential estimates for the stochastic convolution (see [51]).

In particular, for every $T>0$ we have

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T}\left\|w_{A, Q}^{\epsilon}\left(u_{\epsilon}^{x}\right)(t)\right\|_{H_{\mu}} \geq \frac{\rho}{3 \alpha(\epsilon)}\right) \leq c \exp \left(-\frac{\rho^{2}}{3 c_{T} \alpha(\epsilon)}\right) \leq c \exp \left(-\frac{\rho^{2}}{3 c_{t} \gamma(\epsilon)}\right)
$$

where $c_{T}$ is a constant going to 0 , as $T \rightarrow 0$. We obtain a similar estimate for $w_{A, B}^{\epsilon}$, with $\alpha(\epsilon)$ replaced by $\beta(\epsilon)$. All together, for every $T \leq T_{\rho}$ we have

$$
\gamma(\epsilon) \log \sup _{x \in B_{\rho}} \mathbb{P}\left(\sup _{0 \leq t \leq T}\left\|u_{\epsilon}^{x}(t)-x\right\|_{H_{\mu}} \geq 3 \rho\right) \leq c \gamma(\epsilon)-\frac{\rho^{2}}{c_{T}}
$$

Upon taking $T$ small enough, this gives us the desired result.

Proof of Lemma 4.5.6. We modify the proof of Lemma 5.7.21 in [28] to account for the behavior of $u_{\epsilon}^{x}(t)$ near $t=0$. Let $N \subset \partial D$ be a closed set. Define the closed set

$$
\Psi_{\delta, T}(N):=\left\{u \in C\left([0, T] ; H_{\mu}\right): \exists t \in[\delta, T] \text { such that } u(t) \in N\right\} .
$$

Then, for any $T>0$ and $\delta<T$,

$$
\begin{equation*}
\mathbb{P}\left(u_{\epsilon}^{x}\left(\sigma_{\epsilon}^{x}(\rho)\right) \in N\right) \leq \mathbb{P}\left(\tau_{\epsilon}^{x}<\delta\right)+\mathbb{P}\left(\sigma_{\epsilon}^{x}(\rho)>T\right)+\mathbb{P}\left(u_{\epsilon}^{x} \in \Psi_{\delta, T}(N)\right) . \tag{4.7.4}
\end{equation*}
$$

To bound the first term from above, we notice that

$$
\sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(\tau_{x}^{\epsilon}<\delta\right) \leq \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(\sup _{0 \leq t \leq \delta}\left\|u_{\epsilon}^{x}(t)-x\right\|_{H_{\mu}} \geq \operatorname{dist}_{H_{\mu}}(x, \partial D)\right) .
$$

Now, let $\rho>0$ be small enough that $\inf _{x \in \partial B_{2 \rho}} \operatorname{dist}(x, \partial D) \geq 6 \rho$. Then, by Lemma 4.5.5, the inequality above implies that for any $\eta>0$ there exists $\delta>0$ small enough that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(\tau_{x}^{\epsilon}<\delta\right) \leq-\eta . \tag{4.7.5}
\end{equation*}
$$

Next, thanks to Lemma 4.5.3, we can find $T>0$ large enough that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(\sigma_{\epsilon}^{x}(\rho)>T\right)<-\eta . \tag{4.7.6}
\end{equation*}
$$

Since the set $\Psi_{\delta, T}(N)$ is closed, we can use the upper bound in the DZULDP (Definition 2.2.4) to obtain that

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(u_{\epsilon}^{x} \in \Psi_{\delta, T}(N)\right) \leq-\inf _{x \in \partial B_{2 \rho}} I_{\delta, T}^{x}\left(\Psi_{\delta, T}(N)\right) . \tag{4.7.7}
\end{equation*}
$$

On the other hand, for fixed $x$, we have that

$$
I_{\delta, T}^{x}\left(\Psi_{\delta, T}(N)\right)=\inf _{\varphi \in \Psi_{\delta, T}(N)} I_{\delta, T}^{x}(\varphi) \geq \inf _{\varphi \in \Psi_{0, T}(N)} I_{0, T}^{x}(\varphi),
$$

because every path hitting $N$ in the interval $[\delta, T]$ has an extension to a path on $[0, T]$ starting at $x$.

Next, we notice that for any $x \in \partial B_{2 \rho}$,

$$
V(x)+\inf _{\varphi \in \Psi_{0, T}(N)} I_{0, T}^{x}(\varphi) \geq \inf _{z \in N} V(z)
$$

since any path on the left hand side is also Considered in the infima on the right hand side. Now, due to Hypotheses 4.5.1, it is clear that $\lim _{x \rightarrow 0} V(x)=0$. Hence, for any $\gamma>0$, if we choose $\rho>0$ small enough then, thanks to (4.7.7), we have

$$
\begin{equation*}
\limsup _{\epsilon \rightarrow 0} \gamma(\epsilon) \log \sup _{x \in \partial B_{2 \rho}} \mathbb{P}\left(u_{\epsilon}^{x} \in \Psi_{\delta, T}(N)\right) \leq \gamma-\inf _{z \in N} V(z) \tag{4.7.8}
\end{equation*}
$$

Due to (4.7.4), (4.7.5), (4.7.6), (4.7.8) and the arbitrariness of $\gamma$, the result then follows by picking $\eta>\inf _{z \in N} V(z)$.

# Chapter 5: Large deviations for the invariant measures of the stochastic Navier-Stokes equations 

### 5.1 Introduction

In this section, we continue our study of small-noise limits for multi-scale stochastic partial differential equation. We consider the following two-dimensional incompressible Navier-Stokes equations on the torus $\mathbb{T}^{2}=[0,2 \pi]^{2}$, perturbed by a small additive noise:

$$
\left\{\begin{array}{l}
\partial_{t} u(t, x)+(u(t, x) \cdot \nabla) u(t, x)=\Delta u(t, x)+\nabla p(t, x)+\sqrt{\epsilon Q_{\epsilon}} \partial_{t} W(t, x),  \tag{5.1.1}\\
\operatorname{div} u(t, x)=0, \quad u(0, x)=u_{0}(x), \quad u \text { is periodic. }
\end{array}\right.
$$

Here, the functions $u(t, x) \in \mathbb{R}^{2}$ and $p(t, x) \in \mathbb{R}$ denote the velocity and the pressure of the fluid at any $(t, x) \in \mathbb{R}^{+} \times \mathbb{T}^{2}$. The random forcing $\partial_{t} W(t, x)$ is a space-time white noise, while the operator $\sqrt{Q_{\epsilon}}$ provides spatial correlation to the noise on the scale of size $\delta(\epsilon)$. We are interested in the behavior of equation (5.1.1) as the noise magnitude $\sqrt{\epsilon}$ and the correlation scale $\delta(\epsilon)$ are simultaneously sent to 0 .

In two dimensions, the incompressible Navier-Stokes equation driven by spacetime white noise is well-posed only in spaces of negative regularity (see [23]). The driv-
ing noise must have more regularity in the spatial variable in order to have functionvalued solutions. In our case, we consider a smoothing operator $\sqrt{Q_{\epsilon}}$ that provides sufficient regularity to interpret equation (5.1.1) in the space $C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right)$ for any fixed $\epsilon>0$. In fact, the regularization $\sqrt{Q_{\epsilon}}$ can be chosen to decay to the identity operator slowly enough for the $\sqrt{\epsilon}$ factor to compensate and produce a function-valued limit.

Under present assumptions, the $\epsilon \downarrow 0$ limit of equation (5.1.1) in $C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right)$ is unsurprisingly the corresponding unforced Navier-Stokes equation. A more interesting problem is the quantification of the convergence rate via large deviations theory. In [15], it was shown that the solutions to the Leray-projected version of equation (5.1.1) satisfy a large deviations principle in $C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right)$ with rate function

$$
I(u)=\frac{1}{2} \int_{0}^{T}\left\|u^{\prime}(t)+A u(t)+B(u(t))\right\|_{\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}}^{2} d t
$$

where $A$ is the Stokes operator and $B$ is the Navier-Stokes nonlinearity. This result was proven using the weak convergence approach. The weak convergence method was also used in [3] and [4] to prove large deviations principles for the stochastic NavierStokes with a fixed noise regularization and viscosity vanishing at a rate proportional to the strength of the noise, which is believed to be a relevant problem in the study of turbulent fluid dynamics.

If the operator $\sqrt{Q_{\epsilon}}$ is simultaneously smoothing enough but not too degenerate, then equation (5.1.1) will possess a unique ergodic invariant probability measure (see [32]). In the $\epsilon \downarrow 0$ limit, it can be shown that these measures converge weakly to the

Dirac measure at 0 . For fixed correlation strength $\delta(\epsilon)=\delta>0$, it was proven in [8] that the invariant measures also satisfy a large deviations principle in $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$ with rate function given by the quasipotential

$$
U_{\delta}(x)=\inf \left\{I_{T}^{\delta}(u): T>0, u \in C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right), u(0)=0, u(T)=x\right\}
$$

where $I_{T}: C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right) \rightarrow[0,+\infty]$ is the action functional for the paths defined by

$$
I_{T}^{\delta}(u):=\frac{1}{2} \int_{0}^{T}\left\|Q_{\delta}^{-1}\left[u^{\prime}(t)+A u(t)+B(u(t))\right]\right\|_{\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}}^{2} d t .
$$

This result was generalized in [46] to the case of the Navier-Stokes equations posed on a bounded domain with Dirichlet boundary conditions. In [46] they also considered the case where the equation has a deterministic, time-independent forcing so that the limiting dynamics may be nontrivial point attractors or sets of attractors. Both papers established their results by following the general strategy of [60] for proving large deviations principles for families of invariant measures.

In [9], it was also proven that the quasipotential $U_{\delta}(x)$, corresponding to the problem on the torus with fixed correlation strength $\delta$, converges pointwise to

$$
\begin{equation*}
U(x)=\|x\|_{\left[H^{1}\left(\mathbb{T}^{2}\right)\right]^{2}}^{2} \tag{5.1.2}
\end{equation*}
$$

as $\delta \downarrow 0$. This is a consequence of the orthogonality of $A u$ and $B(u)$ in $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$, which in general does not hold for the problem posed on a bounded domain. In some sense, $U(x)$ is what one would expect the quasi-potential for the space-time white noise case to be if the time-stationary problem were well-posed.

The purpose of this chapter is to bridge the results of [8] and [9] with the result of [15]. Rather than first taking $\epsilon \downarrow 0$ and then studying what happens as the regularization is removed, we take $\epsilon$ and $\delta$ to 0 simultaneously. In analogy with the result Theorem 2.3.3 in Chapter 2, we prove that the invariant measures of equation (5.1.1) satisfy a large deviations principle with rate function given by the quasipotential (5.1.2), under suitable conditions on the regularization $\sqrt{Q_{\epsilon}}$.

To prove this result, we first prove a large deviations principle for the solutions of equation (5.1.1) in $C\left([0, T] ;\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}\right)$ that is uniform with respect to initial conditions in appropriate sets of initial conditions. This is done by proving a large deviations principle for the linearized problem using the weak convergence approach and then transferring this to the nonlinear problem via the contraction principle. We note that this method allows for slower decay of the correlation scale $\delta(\epsilon)$ than the methods used in [15]. The proof of the large deviations principle for the invariant measures then follows in a similar manner as in [8], but requires crucial modifications to account for the decaying regularity of the driving noise.

Remark 5.1.1. Let us briefly put the results of this section into the context of the finite dimensional results discussed in Section 2.3. Suppose that the covariance $Q_{\epsilon}$ in (5.1.1) is instead the identity operator so that (5.1.1) can be formally re-written as the evolution equation

$$
\begin{equation*}
d u_{t}=b\left(u_{t}\right) d t+\sqrt{\epsilon} d W_{t} \tag{5.1.3}
\end{equation*}
$$

in $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$. Here, $b(u)=-A u-B(u)$ and $W_{t}$ is a cylindrical Wiener process in
$\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$, the infinite-dimensional analog of a standard Brownian motion. Let us pretend as if this equation were well-posed so that the solution $u(t, x)$ could be interpreted as a continuous $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$-valued random process. As we saw in Chapter 2, one does not expect to be able to write down the quasi-potential for (5.1.3) explicitly, except in the case of a gradient system. But, in this particular case where the problem is studied on the torus in two-dimensions, $b(u)$ is already in the form of the orthogonal decomposition $-\nabla U+\ell$ mentioned in Remark 2.3.3. In fact, the orthogonality $\langle A u, B(u)\rangle_{\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}}=0$ implies that

$$
-\nabla U(u)=A u, \quad \ell(u)=B(u),
$$

where $\nabla U(u)$ denotes the functional derivative of $U$ in $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$. This implies the identification of (5.1.2) as the quasi-potential.

It should also be noted that the quasi-potential will still exist for the problem studied on domains other than the torus, but it will not have the simple representation given by (5.1.2). Nonetheless, one may still hope that a large deviations principle for the invariant measures $\nu_{\epsilon}$ as $\epsilon \rightarrow 0$ and $Q_{\epsilon} \rightarrow \mathbb{1}$ will hold. While we suspect this is likely true, presently, we are unable to prove this for a general domain. Our proof of the upper bound of the large deviations principle for $\nu^{\epsilon}$ requires exponential bounds of the solution on an $H^{1}$ ball that we are presently only able to obtain in the case of the problem on the torus by exploiting the orthogonality of $A u$ and $B(u)$. The lower bound, on the other hand, remains valid for a general bounded domain.

### 5.2 Preliminaries

We consider equation (5.1.1) posed on the space of square-integrable, mean zero, space-periodic functions. For an introduction to the 2D Navier-Stokes equations on the torus, see the book [64] by Temam. We follow the notations and conventions used there. Denoting $\mathbb{T}^{2}:=[0,2 \pi]^{2}$, we let

$$
H:=\left\{f \in\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}: \int_{\mathbb{T}^{2}} f(x) d x=0, \quad \operatorname{div} f=0, \quad f \text { is periodic in } \mathbb{T}^{2}\right\}
$$

where the periodic boundary conditions are interpreted in the sense of trace. It can be shown that $H$ is a Hilbert space when endowed with the standard $L^{2}\left(\mathbb{T}^{2}\right)$ inner product. We denote the norm and inner product on $H$ by $\|\cdot\|_{0}$ and $\langle\cdot, \cdot\rangle_{0}$, respectively. Moreover, in what follows, for every $p \geq 1$ we shall write $L^{p}$ instead of $L^{p}\left(\mathbb{T}^{2}\right)$.

We denote by $H_{\mathbb{C}}$, the complexification of $H$, and by $\mathbb{Z}_{0}^{2}$ the set $\mathbb{Z}^{2} \backslash\{(0,0)\}$. The family $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}} \subset H_{\mathbb{C}}$ defined by

$$
e_{k}(x)=\frac{1}{2 \pi} \frac{\left(k_{2},-k_{1}\right)}{\sqrt{k_{1}^{2}+k_{2}^{2}}} e^{i x \cdot k}, \quad x \in \mathbb{T}^{2}, \quad k=\left(k_{1}, k_{2}\right) \in \mathbb{Z}_{0}^{2}
$$

form a complete orthonormal system in $H_{\mathbb{C}}$. Similarly, the family $\left\{\operatorname{Re}\left(e_{k}\right)\right\}_{k \in \mathbb{Z}_{0}^{2}} \subset H$ form a complete orthonormal system in $H$. In the remainder, we use the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}$ with the implicit assumption that we are only considering the real components.

Next, we let $P$ be the orthogonal projection from $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$ onto $H$, known as the Leray projection. We define the Stokes operator by setting

$$
A u:=-P \Delta u, \quad u \in D(A):=H \cap\left[W^{2,2}\left(\mathbb{T}^{2}\right)\right]^{2}
$$

It is easy to see that $A$ is a diagonal operator on $H$ with respect to the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}$. In particular, for any $k \in \mathbb{Z}_{0}^{2}$ we have

$$
A e_{k}=|k|^{2} e_{k}
$$

Since $A$ is a positive, self-adjoint operator, for any $r \in \mathbb{R}$ we can define the fractional power $A^{r}$ with domain $D\left(A^{r}\right)$. In fact, it can be shown that $D\left(A^{r}\right)$ is the closure of $\operatorname{span}\left(\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}\right)$ with respect to the $\left[W^{2 r, 2}\left(\mathbb{T}^{2}\right)\right]^{2}$ Sobolev norm. To simplify our notations, we will denote $V^{r}:=D\left(A^{r / 2}\right)$ with norm given by the $\left[W^{2 r, 2}\left(\mathbb{T}^{2}\right)\right]^{2}$ Sobolev semi-norm

$$
\|u\|_{r}^{2}:=\|u\|_{D\left(A^{r / 2}\right)}^{2}=\|u\|_{\left[H^{r}\left(\mathbb{T}^{2}\right)\right]^{2}}^{2}=\sum_{k \in \mathbb{Z}_{0}^{2}}|k|^{2 r}\left\langle u, e_{k}\right\rangle_{H}^{2} .
$$

In particular, we have that $V^{2}=D(A)$ and $V:=V^{1}=D\left(A^{1 / 2}\right)$. For any $r \geq 0$, we denote by $V^{-r}$ the dual space of $V^{r}$. In addition, for any $p \geq 1$, we will use the shorthands

$$
L^{p}:=\left[L^{p}\left(\mathbb{T}^{2}\right)\right]^{2}, \quad W^{k, p}:=\left[W^{k, p}\left(\mathbb{T}^{2}\right)\right]^{2}
$$

Next, we define the tri-linear form, $b: V \times V \times V \rightarrow \mathbb{R}$, by

$$
b(u, v, w):=\int_{\mathbb{T}^{2}}(u(x) \cdot \nabla) v(x) \cdot w(x) d x, \quad u, v, w \in V
$$

From standard interpolation inequalities and Sobolev embeddings, it follows that

$$
|b(u, v, w)| \leq c\left\{\begin{array}{l}
\|u\|_{H}^{1 / 2}\|u\|_{1}^{1 / 2}\|v\|_{1}\|w\|_{H}^{1 / 2}\|w\|_{1}^{1 / 2}  \tag{5.2.1}\\
\|u\|_{H}^{1 / 2}\|u\|_{2}^{1 / 2}\|v\|_{1}\|w\|_{H} \\
\|u\|_{H}\|v\|_{1}\|w\|_{H}^{1 / 2}\|w\|_{2}^{1 / 2} \\
\|u\|_{H}^{1 / 2}\|u\|_{1}^{1 / 2}\|v\|_{1}\|w\|_{H}^{1 / 2}\|w\|_{1}^{1 / 2}
\end{array}\right.
$$

for smooth $u, v, w$. These inequalities can then be extended to the appropriate Sobolev spaces by continuity. We note that the first inequality in (5.2.1) implies that $b$ is indeed well-defined and continuous on $V \times V \times V$. The tri-linear form $b$ also induces the continuous mappings $B: V \times V \rightarrow V^{\prime}$ and $B: V \rightarrow V^{\prime}$ defined by

$$
\begin{aligned}
& \langle B(u, v), w\rangle:=b(u, v, w), \\
& B(u):=B(u, u),
\end{aligned}
$$

for $u, v, w \in V$. Moreover, it can be shown that for any $u, v \in D(A)$

$$
B(u, v)=P[(u \cdot \nabla) v] .
$$

It can be proven that

$$
\begin{equation*}
\langle B(u, v), w\rangle_{H}=-\langle B(u, w), v\rangle_{H}, \quad u, v, w \in V \tag{5.2.2}
\end{equation*}
$$

Moreover

$$
\begin{equation*}
\langle B(u), A u\rangle_{H}=0, \quad u \in D(A) \tag{5.2.3}
\end{equation*}
$$

which implies that

$$
\langle B(u, v), v\rangle_{H}=0, \quad u, v \in V
$$

Equation (5.2.2) is still true when considering the problem posed on a bounded domains with Dirichlet boundary conditions. Equation (5.2.3), on the other hand, only holds for the problem posed on the torus with periodic boundary conditions. For a proof of equation (5.2.3), see for example [39]. We note that the proof of our main result relies on equation (5.2.3) in several places, and hence will not immediately generalize to the case of the Navier-Stokes equation on a bounded domain.

As for the random forcing in equation (5.1.1), we assume that $W(t, x)$ is a cylindrical Wiener process on the Hilbert space of mean-zero functions in $\left[L^{2}\left(\mathbb{T}^{2}\right)\right]^{2}$. We then set $w(t):=P W(t)$ so that $w$ has the formal expansion

$$
w(t, x)=\sum_{k \in \mathbb{Z}_{0}^{2}} e_{k}(x) \beta_{k}(t), \quad t \geq 0, \quad x \in \mathbb{T}^{2}
$$

where $\left\{\beta_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}$ are a collection of independent, real-valued Brownian motions on some filtered probability space $\left(\Omega, \mathcal{F},\left\{\mathcal{F}_{t}\right\}_{t \geq 0}, \mathbb{P}\right)$. We assume that the covariance operator $Q_{\epsilon} \in \mathcal{L}(H ; H)$ takes the following form:

$$
\begin{equation*}
Q_{\epsilon}:=\left(I+\delta(\epsilon) A^{\beta}\right)^{-1}, \tag{5.2.4}
\end{equation*}
$$

for some $\beta>0$ and $\delta(\epsilon)>0$. Since we are concerned with the singular noise limit, $\delta(\epsilon)$ will be taken to be a strictly decreasing function of $\epsilon$ such that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=0
$$

Definition (5.2.4) implies that $Q_{\epsilon}$ is diagonal with respect to the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}$. It is worth remarking that we only take this particular form of the covariance operator in order to simplify the presentation. The results below can easily be adapted to more general covariance operators with the same smoothing and ergodic properties.

The driving noise, $\sqrt{Q_{\epsilon}} w(t)$, can thus formally be written as the infinite series

$$
\sqrt{Q_{\epsilon}} w(t)=\sum_{k \in \mathbb{Z}_{0}^{2}} \sigma_{\epsilon, k} e_{k} \beta_{k}(t):=\sum_{k \in \mathbb{Z}_{0}^{2}}\left(1+\delta(\epsilon)|k|^{2 \beta}\right)^{-1 / 2} e_{k} \beta_{k}(t) .
$$

Since $\delta(\epsilon)$ converges to zero, as $\epsilon \downarrow 0$, the covariance operator $Q_{\epsilon}$ convergences pointwise to the identity operator as $\epsilon \downarrow 0$. For each fixed $\epsilon>0$, it is immediate to check that $\sqrt{Q_{\epsilon}} \in \mathcal{L}\left(V^{r}, V^{r+\beta}\right)$. In fact, one can show that

$$
\begin{equation*}
\left\|\sqrt{Q_{\epsilon}} f\right\|_{r+q} \leq \frac{1}{\sqrt{\delta(\epsilon)}}\|f\|_{r} \tag{5.2.5}
\end{equation*}
$$

for any $r \in \mathbb{R}, q \leq \beta$ and $f \in V^{r}$. Moreover, $Q_{\epsilon}$ is a trace class operator in $H$ if and only if $\beta>1$. This means that the Wiener process $\sqrt{Q_{\epsilon}} w$ is $H$-valued only when $\beta>1$.

By taking the Leray projection of equation (5.1.1), we obtain the following stochastic evolution problem:

$$
\left\{\begin{array}{l}
d u(t)+(A u(t)+B(u(t))) d t=\sqrt{\epsilon Q_{\epsilon}} d w(t)  \tag{5.2.6}\\
u(0)=x
\end{array}\right.
$$

We assume the initial condition $x$ is an element of $H$. As is well-known, (see [10] or Chapter 15 of [25]), under the assumption that $\beta>0$, equation (5.2.6) admits a
unique generalized solution, $u_{\epsilon}^{x} \in C([0, T] ; H)$. That is, there exists a progressively measurable process, $u_{\epsilon}^{x}$ taking values in $C([0, T] ; H), \mathbb{P}$-a.s. for any $T>0$, such that

$$
\begin{aligned}
\left\langle u_{\epsilon}^{x}(t), h\right\rangle_{H} & =\langle x, h\rangle_{H}-\int_{0}^{t}\left\langle u_{\epsilon}^{x}(s), A h\right\rangle_{H} \\
& +\int_{0}^{t}\left\langle B\left(u_{\epsilon}^{x}(s), h\right), u_{\epsilon}(s)\right\rangle_{H}+\left\langle\sqrt{\epsilon Q_{\epsilon}} w(t), h\right\rangle_{H}, \quad \mathbb{P}-\text { a.s. }
\end{aligned}
$$

for any $h \in D(A)$ and $t \in[0, T]$.
The condition $\beta>0$ is not enough to ensure the existence and uniqueness of an invariant measure for equation (5.2.6). In the last twenty five years there has been an extremely intense activity aimed to the study of the ergodic properties of randomly perturbed PDEs in fluid dynamics and in particular of equation (5.1.1). As shown for instance in the monograph [39], a sufficient condition for this is that $Q_{\epsilon}$ be trace-class in $H$ and $\sigma_{\delta(\epsilon), k} \neq 0$ for all $k$. Notice that if $\beta>1$, then $Q_{\epsilon}$ is a trace-class operator and by applying Itô's formula we get

$$
\begin{equation*}
\mathbb{E}\left\|u_{\epsilon}^{x}(t)\right\|_{H}^{2}+2 \int_{0}^{t} \mathbb{E}\left\|u_{\epsilon}^{x}(s)\right\|_{V}^{2} d s=\|x\|_{H}^{2}+t \epsilon \operatorname{Tr} Q_{\epsilon} \leq\|x\|_{H}^{2}+t \epsilon \delta_{\epsilon}^{-1 / \beta} \tag{5.2.7}
\end{equation*}
$$

This means that $u_{\epsilon}^{x} \in L^{2}\left(\Omega ; C([0, T] ; H) \cap L^{2}(0, T ; V)\right)$ and, in particular, for every $\epsilon>0$ there exists an invariant measure.

Now, let $\left\{\nu_{\epsilon}\right\}_{\epsilon>0}$ be this family of invariant measures. Each $\nu_{\epsilon}$ is ergodic in the sense that

$$
\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} f\left(u_{\epsilon}^{x}(t)\right) d t=\int_{H} f(h) d \nu_{\epsilon}(x)
$$

for all $x \in H$ and Borel-measurable $f: H \rightarrow \mathbb{R}$. If

$$
\begin{equation*}
\sup _{\epsilon \in(0,1)} \epsilon \delta_{\epsilon}^{-1 / \beta}<\infty \tag{5.2.8}
\end{equation*}
$$

we have that the family $\left\{\nu_{\epsilon}\right\}_{\epsilon>0}$ is tight in $H$. Actually, due to (5.2.7) and the invariance of $\nu_{\epsilon}$, for every $T>0$ we have

$$
\begin{aligned}
\int_{H}\|x\|_{V}^{2} d \nu_{\epsilon}(x) & =\frac{1}{T} \int_{0}^{T} \int_{H} \mathbb{E}\left\|u_{\epsilon}^{x}(t)\right\|_{V}^{2} d \nu_{\epsilon}(x) d t=\frac{1}{T} \int_{H} \int_{0}^{T} \mathbb{E}\left\|u_{\epsilon}^{x}(t)\right\|_{V}^{2} d t d \nu_{\epsilon}(x) \\
& \leq \frac{1}{2 T} \int_{H}\|x\|_{H}^{2} d \nu_{\epsilon}(x)+\frac{1}{2} \epsilon \delta_{\epsilon}^{-1 / \beta} \leq \frac{1}{2 T} \int_{H}\|x\|_{V}^{2} d \nu_{\epsilon}(x)+\frac{1}{2} \epsilon \delta_{\epsilon}^{-1 / \beta} .
\end{aligned}
$$

Then, thanks to (5.2.8), if we choose $T>1$ we get

$$
\sup _{\epsilon \in(0,1)} \int_{H}\|x\|_{V}^{2} d \nu_{\epsilon}(x)<\infty
$$

and this implies the tightness of $\left\{\nu_{\epsilon}\right\}_{\epsilon \in(0,1)}$ in $H$. In fact, provided that

$$
\lim _{\epsilon \rightarrow 0} \epsilon \delta_{\epsilon}^{-1 / \beta}=0
$$

we have that

$$
\nu_{\epsilon} \rightharpoonup \delta_{0}, \quad \text { as } \epsilon \downarrow 0
$$

The purpose of this paper is to quantify the rate of this convergence through a large deviations principle. The main result of this paper is the following.

Theorem 5.2.1. Assume that $Q_{\epsilon}$ has the form given in (5.2.4), for some $\beta>2$.
Moreover, suppose that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=0, \quad \lim _{\epsilon \rightarrow 0} \epsilon \delta(\epsilon)^{-2 / \beta}=0
$$

Then the family of invariant measures $\left\{\nu_{\epsilon}\right\}_{\epsilon>0}$ of equation (5.2.6) satisfies a large
deviations principle in $H$ with rate function given by

$$
U(x)= \begin{cases}\|x\|_{1}^{2}, & x \in V  \tag{5.2.9}\\ +\infty, & x \in V \backslash H\end{cases}
$$

We remark here that the rate function, $U(x)$, is really the quasipotential corresponding to equation (5.2.6), whose definition is given in equation (5.4.1). The quasi-potential has the explicit representation given in (5.2.9) in the case of the problem posed on a torus. That formula does not hold in general for the problem posed on a bounded domain with Dirichlet boundary conditions.

### 5.3 Large deviation principle for the paths

The proof of Theorem 5.2.1 requires a large deviations principle for the solutions to equation (5.2.6). One such large deviations principle is proven in [15], but here we have to proceed differently in order to obtain a result that is uniform with respect to initial conditions in bounded subsets of $H$. Unlike in [15], we first prove a large deviation principle for the linearized Ornstein-Uhlenbeck process in the space $C\left([0, T] ; L^{4}\right)$, and then transfer it back to the appropriate Navier-Stokes process by means of the contraction principle.

### 5.3.1 LDP for the Ornstein-Uhlenbeck process

Assume that $Q_{\epsilon}$ has the form given in (5.2.4) for $\beta>0$. For every $\epsilon>0$ let $z_{\epsilon}$ denote the mild solution to the equation

$$
\left\{\begin{array}{l}
d z_{\epsilon}+A z_{\epsilon} d t=\sqrt{\epsilon Q_{\epsilon}} d w(t)  \tag{5.3.1}\\
z_{\epsilon}(0)=0
\end{array}\right.
$$

It is well-known that $z_{\epsilon}$ is given by the stochastic convolution

$$
z_{\epsilon}(t)=\int_{0}^{t} S(t-s) \sqrt{\epsilon Q_{\epsilon}} d w(s), \quad t \geq 0
$$

where $\{S(t)\}_{t \geq 0}$ is the analytic semigroup generated by the operator $-A$ on $H$. Moreover, it can be shown that $z_{\epsilon} \in L^{p}\left(\Omega ; C\left([0, T] ; V^{r}\right)\right)$ for any $r<\beta$ and $p \geq 1$ (e.g. see [26]). In this subsection, we prove that the family $\left\{z_{\epsilon}\right\}_{\epsilon>0}$ satisfies a large deviations principle in $C\left([0, T] ; L^{4}\right)$. To do so, we first prove that the stochastic convolution $z_{\epsilon}$ converges to 0 in $C\left([0, T] ; L^{4}\right)$.

Lemma 5.3.1. For any $\epsilon>0$, the solution $z_{\epsilon}$ has trajectories in $C\left([0, T] ; L^{p}\right)$, $\mathbb{P}$-a.s. for any $p \in[1, \infty)$. Moreover,

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \epsilon \log \delta(\epsilon)^{-1}=0 \Longrightarrow \lim _{\epsilon \rightarrow 0} \mathbb{E} \sup _{t \in[0, T]}\left\|z_{\epsilon}(t)\right\|_{L^{p}}^{p}=0 . \tag{5.3.2}
\end{equation*}
$$

Proof. Fix any $p<\infty$. Thanks to the Burkholder-Davis-Gundy inequality and the
uniform boundedness of the basis $\left\{e_{k}\right\}_{k \in \mathbb{Z}_{0}^{2}}$, we have

$$
\begin{aligned}
\mathbb{E} \sup _{0 \leq t \leq T}\left\|z_{\epsilon}(t)\right\|_{L^{p}}^{p} & =\epsilon^{p / 2} \mathbb{E} \sup _{0 \leq t \leq T}\left\|\int_{0}^{t} S(t-s) \sqrt{Q_{\epsilon}} d W(s)\right\|_{L^{p}}^{p} \\
& \leq \epsilon^{p / 2} \int_{\mathbb{T}^{2}} \mathbb{E} \sup _{0 \leq t \leq T}\left|\int_{0}^{t} \sum_{k \in \mathbb{Z}_{0}^{2}} e^{-|k|^{2}(t-s)} \sigma_{\delta(\epsilon), k} e_{k}(x) d \beta_{k}(s)\right|^{p} d x \\
& \leq c_{p} \epsilon^{p / 2} \int_{\mathbb{T}^{2}}\left(\sum_{k \in \mathbb{Z}_{0}^{2}} \sigma_{\delta(\epsilon), k}^{2}\left|e_{k}(x)\right|^{2} \int_{0}^{T} e^{-2|k|^{2} s} d s\right)^{p / 2} d x \\
& \leq c_{p} \epsilon^{p / 2}\left(\sum_{k \in \mathbb{Z}_{0}^{2}} \frac{1}{|k|^{2}\left(1+\delta(\epsilon)|k|^{2 \beta}\right)}\right)^{p / 2}<\infty
\end{aligned}
$$

Moreover, (5.3.2) follows by noting that

$$
\begin{aligned}
\sum_{k \in \mathbb{Z}_{0}^{2}} \frac{1}{|k|^{2}\left(1+\delta(\epsilon)|k|^{2 \beta}\right)} & \leq \int_{1}^{\infty} \frac{1}{r\left(1+\delta(\epsilon) r^{2 \beta}\right)} d r=\int_{\delta(\epsilon)^{1 /(2 \beta)}}^{\infty} \frac{1}{r\left(1+r^{2 \beta}\right)} d r \\
& \leq \int_{\delta(\epsilon)^{1 /(2 \beta)}}^{1} \frac{d r}{r}+\int_{1}^{\infty} \frac{d r}{r^{2 \beta+1}} \leq \frac{1}{2 \beta} \log \frac{1}{\delta(\epsilon)}+\frac{1}{2 \beta}
\end{aligned}
$$

To prove that the family $\left\{z_{\epsilon}\right\}_{\epsilon>0}$ satisfies a large deviations principle in $C\left([0, T] ; L^{4}\right)$ we follow the weak convergence approach, outlined in Section 2.2.Recall that this approach involves proving convergence of the solutions to a sequence of controlled versions of the equations. For $\phi \in L^{2}\left(\Omega ; L^{2}(0, T ; H)\right)$, we denote by $z_{\epsilon, \phi}$ the solution to the equation

$$
d z_{\epsilon, \phi}(t)+A z_{\epsilon, \phi}(t) d t=\sqrt{\epsilon Q_{\epsilon}} d w(t)+\sqrt{Q_{\epsilon}} \phi(t) d t, \quad z_{\epsilon, \phi}(0)=0
$$

and we denote by $z_{\phi}$ the solution to the so-called skeleton equation

$$
\begin{equation*}
\frac{d z_{\phi}}{d t}(t)+A z_{\phi}(t)=\phi(t), \quad z_{\phi}(0)=0 \tag{5.3.3}
\end{equation*}
$$

In the present case, we are proving the non-uniform version of the Laplace principle, so that the set $\mathcal{E}_{0}$ of initial conditions in Hypothesis 2.2.1 is simply $\mathcal{E}_{0}=\{0\}$. In particular, the non-uniform Laplace principle implies the validity of the large deviations principle. Therefore, Theorem 2.2.3 implies the following.

Theorem 5.3.1. Assume the following hold for any $M \in[0, \infty)$.
(i) The set

$$
\Phi(M):=\left\{z \in C\left([0, T] ; L^{4}\right): z=z_{\phi}, \quad \phi \in L^{2}(0, T ; H), \frac{1}{2} \int_{0}^{T}\|\phi(t)\|_{0}^{2} d t \leq M,\right\}
$$

is a compact subset of $C\left([0, T] ; L^{4}\right)$.
(ii) For every $\left\{\varphi_{\epsilon}\right\}_{\epsilon \geq 0} \subset L^{2}\left(\Omega ; L^{2}(0, T ; H)\right)$, such that

$$
\begin{equation*}
\sup _{\epsilon \in(0,1)} \frac{1}{2} \int_{0}^{T}\left\|\varphi_{\epsilon}(t)\right\|_{0}^{2} d t \leq M, \mathbb{P}-\text { a.s. } \tag{5.3.4}
\end{equation*}
$$

if $\varphi_{\epsilon}$ converges to $\varphi_{0}$ in distribution with respect to the weak topology of $L^{2}(0, T ; H)$, as $\epsilon \downarrow 0$, then $z_{\epsilon, \varphi_{\epsilon}}$ converges to $z_{\varphi_{0}}$ in distribution in $C\left([0, T] ; L^{4}\right)$, as $\epsilon \downarrow 0$.

Then the family $\left\{\mathcal{L}\left(z_{\epsilon}\right)\right\}_{\epsilon>0}$ satisfies a large deviations principle in $C\left([0, T] ; L^{4}\right)$ with rate function

$$
\begin{equation*}
J_{T}(z)=\frac{1}{2} \inf \left\{\int_{0}^{T}\|\phi(t)\|_{0}^{2} d t: \phi \in L^{2}(0, T ; H), z=z_{\phi}\right\} . \tag{5.3.5}
\end{equation*}
$$

Thus, to prove the large deviations principle it remains to prove hypotheses (i) and (ii) of the above theorem. Note that hypothesis (i) is precisely the statement that $J_{T}$ is a good rate function.

Theorem 5.3.2. Assume that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=0, \quad \lim _{\epsilon \rightarrow 0} \epsilon \log \frac{1}{\delta(\epsilon)}=0
$$

Then the family $\left\{\mathcal{L}\left(z_{\epsilon}\right)\right\}_{\epsilon>0}$ of solutions to equation (5.3.1) satisfies a large deviations principle in $C\left([0, T] ; L^{4}\right)$ with rate function

$$
J_{T}(z)= \begin{cases}\frac{1}{2} \int_{0}^{T}\left\|z^{\prime}(t)+A z(t)\right\|_{0}^{2} d t & \text { if } z \in W^{1,2}(0, T ; H) \cap L^{2}(0, T ; D(A))  \tag{5.3.6}\\ +\infty & \text { otherwise }\end{cases}
$$

Proof. In view of Theorem 5.3.1, it suffices to show that conditions (i) and (ii) in Theorem 5.3.1 hold true. Equality of the rate functions defined in equations (5.3.5) and (5.3.6) follows immediately from the fact that $z_{\phi}=z_{\varphi}$ implies that $\phi=\varphi$.

Step 1. We first verify condition (i). Suppose that $z \in \Phi(M)$, so that $z=z_{\phi}$ for some $\phi \in L^{2}(0, T ; H)$ satisfying

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{T}\|\phi(t)\|_{0}^{2} d t \leq M \tag{5.3.7}
\end{equation*}
$$

For any $\zeta \in(0,1)$, the function $z_{\phi}(t)=\int_{0}^{t} S(t-s) \phi(s) d s$ can be rewritten as $z_{\phi}=$ $\Gamma_{\zeta}\left(Y_{\zeta}(\phi)\right)$ where

$$
\Gamma_{\zeta}(Y)(t):=c_{\zeta} \int_{0}^{t}(t-s)^{\zeta-1} S(t-s) Y(s) d s
$$

and

$$
Y_{\zeta}(\phi)(s):=\int_{0}^{s}(s-r)^{-\zeta} S(s-r) \phi(r) d r .
$$

It is possible to show that for any $\zeta \in\left(0, \frac{1}{2}\right), p \geq 2, \rho \in(0,1)$ and $\delta \in\left(0, \frac{1}{2}\right)$ such that $\delta+\frac{\rho}{2}<\zeta-\frac{1}{p}$,

$$
\begin{equation*}
\Gamma_{\zeta}: L^{p}(0, T ; H) \rightarrow C^{\delta}\left([0, T] ; V^{\rho}\right) \tag{5.3.8}
\end{equation*}
$$

is a continuous linear mapping (see Appendix A of [25]). Moreover, we have by Young's inequality that

$$
\begin{align*}
\left\|Y_{\zeta}(\phi)\right\|_{L^{p}(0, T ; H)}^{p} & =\int_{0}^{T}\left\|\int_{0}^{s}(s-r)^{-\zeta} S(s-r) \phi(r) d r\right\|_{0}^{p} d t \\
& \leq \int_{0}^{T}\left(\int_{0}^{s}(s-r)^{-\zeta}\|\phi(r)\|_{0} d r\right)^{p} d t \\
& \leq\left(\int_{0}^{T} t^{-\frac{2 \zeta p}{p+2}} d t\right)^{\frac{p+2}{2}}\|\phi\|_{L^{2}(0, T ; H)}^{p} \tag{5.3.9}
\end{align*}
$$

which is finite provided that $\zeta<\frac{1}{2}+\frac{1}{p}$. Hence $z \in C^{\delta}\left(0, T ; V^{\rho}\right)$ for any $\delta, \rho$ satisfying $\delta+\frac{\rho}{2}<\frac{1}{2}$. Moreover, thanks to (5.3.7),

$$
\|z\|_{C^{\delta}\left(0, T ; V^{\rho}\right)} \leq c_{p, \delta, \rho} \sqrt{M}
$$

so that $\Phi(M)$ is a bounded subset of $C^{\delta}\left(0, T ; V^{\rho}\right)$ and thus a compact subset of $C\left([0, T] ; L^{4}\right)$.

Step 2. Next, we verify condition (ii) in Theorem 5.3.1. Let $M>0$ and let $\left\{\varphi_{\epsilon}\right\}_{\epsilon \geq 0}$ be a sequence in $L^{2}\left(\Omega ; L^{2}(0, T ; H)\right)$ satisfying (5.3.4). Thanks to the Skorohod theorem, there exists a probability space $\left(\bar{\Omega}, \overline{\mathcal{F}},\left\{\overline{\mathcal{F}}_{t}\right\}_{t \geq 0}, \overline{\mathbb{P}}\right)$, a cylindrical Wiener process $\bar{W}(t)$, and collection $\left\{\bar{\varphi}_{\epsilon}\right\}_{\epsilon \geq 0}$ in $L^{2}\left(\bar{\Omega} ; L^{2}(0, T ; H)\right)$ such that $\varphi_{\epsilon}$ and $\bar{\varphi}_{\epsilon}$ have the same distributions and

$$
\lim _{\epsilon \rightarrow 0} \bar{\varphi}_{\epsilon}=\bar{\varphi}_{0}, \mathbb{P}-\text { a.s. }
$$

with respect to the weak topology of $L^{2}(0, T ; H)$. If we show that $z_{\epsilon, \overline{\varphi_{\epsilon}}}$ converges to $z_{\bar{\varphi}_{0}}$ in $C\left([0, T] ; L^{4}\right), \mathbb{P}$-a.s., then condition (ii) will follow.

To simplify our notation, we dispense with the bars. Now, for any $t \geq 0$, we have

$$
\begin{aligned}
z_{\epsilon, \varphi_{\epsilon}}(t)-z_{\varphi}(t) & =\sqrt{\epsilon} \int_{0}^{t} S(t-s) \sqrt{Q_{\epsilon}} d W(s)+\int_{0}^{t} S(t-s)\left[\sqrt{Q_{\epsilon}} \varphi_{\epsilon}(s)-\varphi(s)\right] d s \\
& =: J_{1}^{\epsilon}(t)+J_{2}^{\epsilon}(t) .
\end{aligned}
$$

Thanks to Lemma 5.3.1, we have

$$
\lim _{\epsilon \rightarrow 0} \mathbb{E}\left\|J_{\|}^{\epsilon}\right\|_{C\left([0, T] ; L^{4}\right)}^{4}=0 .
$$

To handle the control terms, we observe that $\sqrt{Q_{\epsilon}} \varphi_{\epsilon}$ converges to $\varphi$ weakly in $L^{2}(0, T ; H)$. Indeed, for any $h \in L^{2}(0, T ; H)$, it follows that

$$
\begin{aligned}
\left|\left\langle\sqrt{Q_{\epsilon}} \varphi_{\epsilon}-\varphi, h\right\rangle_{L^{2}(0, T ; H)}\right| & =\left|\left\langle\varphi_{\epsilon},\left(\sqrt{Q_{\epsilon}}-I\right) h\right\rangle_{L^{2}(0, T ; H)}+\left\langle\varphi_{\epsilon}-\varphi, h\right\rangle_{L^{2}(0, T ; H)}\right| \\
& \leq \sqrt{2 M}\left\|\left(\sqrt{Q_{\epsilon}}-I\right) h\right\|_{L^{2}(0, T ; H)}+\left|\left\langle\varphi_{\epsilon}-\varphi, h\right\rangle_{L^{2}(0, T ; H)}\right|,
\end{aligned}
$$

which converges to $0, \mathbb{P}$-a.s. as $\epsilon \rightarrow 0$ since $Q_{\epsilon}$ converges to $\mathbb{1}$ pointwise in $H$ and $\varphi_{\epsilon}$ converges to $\varphi$ weakly. Moreover, we already showed in Step 1 that the solution map $\Gamma: L^{2}(0, T ; H) \rightarrow C\left([0, T] ; L^{4}\right)$ given by

$$
\Gamma(\phi)(t)=\int_{0}^{t} S(t-s) \phi(s) d s
$$

is a compact operator. Since compact operators map weakly convergent sequences to strongly convergent sequences, it follows

$$
\lim _{\epsilon \rightarrow 0}\left\|J_{2}\right\|_{C\left([0, T] ; L^{4}\right)}=0, \quad \mathbb{P}-\text { a.s. }
$$

To obtain a uniform large deviations principle for the solutions to equation (5.2.6), we will apply the contraction principle to the large deviations principle for the solutions to equation (5.3.1).

For every $x \in H$, let $\mathcal{F}_{x}: L^{4}\left(0, T ; L^{4}\right) \rightarrow C([0, T] ; H)$ be the family of mappings that associate to any $z \in L^{4}\left(0, T ; L^{4}\right)$ the solution to the equation

$$
\left\{\begin{array}{l}
d u(t)+A u(t) d t+B(u(t)+z(t)) d t=0 \\
u(0)=x \in H
\end{array}\right.
$$

In particular, we see that $I+\mathcal{F}_{x}$ maps a trajectory of $z_{\epsilon}$ to a trajectory of $u_{\epsilon}^{x}$. Throughout the remainder, we will use the shorthand

$$
B_{Y}(y, r):=\left\{h \in Y:\|h-y\|_{Y}<r\right\}, \quad y \in Y, \quad r>0
$$

for the open ball in the Banach space $Y$, centered at $y$ and of radius $r$. When $y=0$ we will just write $B_{Y}(r)$.

The proof of the following result is from [10]. Here we give a brief sketch of it to emphasize the right dependence on the initial conditions.

Lemma 5.3.2. For every fixed $T>0$ the mappings $\mathcal{F}_{x}: L^{4}(0, T ; H) \rightarrow C\left([0, T] ; L^{4}\right)$ are locally Lipschitz continuous, uniformly over $x$ in bounded sets of $H$. That is, for
any $r>0$ and $R>0$, there exists constant $L_{r, R}>0$ such that

$$
\begin{equation*}
\sup _{x \in B_{H}(r)}\left\|\mathcal{F}_{x}(f)-\mathcal{F}_{x}(g)\right\|_{C([0, T] ; H)} \leq L_{r, R}\|f-g\|_{L^{4}\left(0, T ; L^{4}\right)}, \quad f, g \in B_{L^{4}\left(0, T ; L^{4}\right)}(R) \tag{5.3.10}
\end{equation*}
$$

Proof. For every $f, g \in B_{L^{4}\left(0, T ; L^{4}\right)}(R)$, we define $u:=\mathcal{F}_{x}(f)-\mathcal{F}_{x}(g)$. By proceeding as in [10], we have

$$
\begin{aligned}
\|u(t)\|_{H}^{2} & +\int_{0}^{t}\|u(s)\|_{1}^{2} d s \leq c\|g-f\|_{L^{4}\left(0, t ; L^{4}\right)}^{2}\left[\left\|\mathcal{F}_{x}(f)\right\|_{L^{\infty}(0, T ; H)}\left\|\mathcal{F}_{x}(f)\right\|_{L^{2}(0, T ; V)}\right. \\
& \left.+\left\|\mathcal{F}_{x}(g)\right\|_{L^{\infty}(0, T ; H)}\left\|\mathcal{F}_{x}(g)\right\|_{L^{2}(0, T ; V)}+\|f\|_{L^{4}\left(0, T ; L^{4}\right)}^{2}+\|g\|_{L^{4}\left(0, T ; L^{4}\right)}^{2}\right] \\
& +c \int_{0}^{t}\left[\left\|\mathcal{F}_{x}(g)(s)\right\|_{1}^{2}+\|g(s)\|_{L^{4}}^{4}\right]\|u(s)\|_{H}^{2} d s .
\end{aligned}
$$

Now, for an arbitrary $f \in L^{4}\left(0, T ; L^{4}\right)$

$$
\begin{align*}
& \frac{1}{2}\left\|\mathcal{F}_{x}(f)(t)\right\|_{H}^{2}+\int_{0}^{t}\left\|\mathcal{F}_{x}(f)(t)\right\|_{1}^{2} d s \\
& \leq \frac{1}{2}\|x\|_{H}^{2}+\int_{0}^{t}\left[\left|b\left(\mathcal{F}_{x}(f)(s), f(s), \mathcal{F}_{x}(f)(s)\right)\right|+\left|b\left(f(s), f(s), \mathcal{F}_{x}(f)(s)\right)\right|\right] d s \\
& \leq \frac{1}{2}\|x\|_{H}^{2}+\int_{0}^{t}\left[\left\|\mathcal{F}_{x}(f)(s)\right\|_{H}^{1 / 2}\left\|\mathcal{F}_{x}(f)(s)\right\|_{1}^{3 / 2}\|f(s)\|_{L^{4}}+\|f(s)\|_{L^{4}}^{2}\left\|\mathcal{F}_{x}(f)(s)\right\|_{1}\right] d s \\
& \leq \frac{1}{2}\|x\|_{H}^{2}+\frac{1}{2} \int_{0}^{t}\left\|\mathcal{F}_{x}(f)(s)\right\|_{1}^{2} d s+c \int_{0}^{t}\|f(s)\|_{L^{4}}^{4}\left\|\mathcal{F}_{x}(f)(s)\right\|_{H}^{2} d s+c\|f\|_{L^{4}\left(0, t ; L^{4}\right)}^{4} \tag{5.3.11}
\end{align*}
$$

which implies that

$$
\left\|\mathcal{F}_{x}(f)(t)\right\|_{H}^{2}+\int_{0}^{t}\left\|\mathcal{F}_{x}(f)(s)\right\|_{1}^{2} d s \leq\left(\|x\|_{H}^{2}+\|f\|_{L^{4}\left(0, t ; L^{4}\right)}^{4}\right) \exp \left(\|f\|_{L^{4}\left(0, t ; L^{4}\right)}^{4}\right)
$$

This implies that if $f, g \in B_{L^{4}\left(0, T ; L^{4}\right)}(R)$, and $x \in B_{H}(R)$, there exists $L_{r, R}>0$ such that

$$
\begin{align*}
& \|u(t)\|_{H}^{2}+\int_{0}^{t}\|u(s)\|_{V}^{2} d s  \tag{5.3.12}\\
& \leq L_{r, R}\|g-f\|_{L^{4}\left(0, t ; L^{4}\right)}^{2} \exp \left(c \int_{0}^{t}\left[\left\|\mathcal{F}_{x}(g)(s)\right\|_{V}^{2}+\|g(s)\|_{L^{4}}^{4}\right] d s\right) .
\end{align*}
$$

By using again (5.3.11) to estimate $\mathcal{F}_{x}(g)$, we obtain (5.3.10)

In the proof of the main result, Theorem 5.2.1, both versions of the uniform large deviations principle (see Section 2.2.5) will be required. As we saw in the sketch of the proof of the lower bound of Theorem 2.3.3, we needed the validity of a FWULDP that is uniform over initial conditions in bounded sets. Moreover, it turns out that in the proof of the upper bound, we need the validity of a DZULDP that is uniform over initial conditions in compact sets. The FWULDP over bounded sets will be obtained via the uniform contraction principle Theorem 2.2.4 along with Lemma 5.3.2 and Theorem 5.3.2. The DZULDP over compact sets will be obtained from the FWULDP using Proposition 2.2.4.

To define the Navier-Stokes rate function, we first define the Hamiltonian

$$
\left.\mathcal{H}(u):=u^{\prime}+A u+B(u), \quad u \in D(\mathcal{H}):=W^{1,2}\left(0, T ; V^{-1}\right) \cap L^{2}(0, T ; V)\right) .
$$

For $u \in D(\mathcal{H})$ in this space, the nonlinearity $B(u)$ is a well-defined element of $L^{2}\left(0, T ; V^{-1}\right)$. For any $x \in H$ and $u \in C([0, T] ; H)$, we define

$$
I^{x}(u)= \begin{cases}\frac{1}{2} \int_{0}^{T}\|\mathcal{H}(u)(t)\|_{H}^{2} d t & \text { if } \mathcal{H}(u) \in L^{2}(0, T ; H), \text { and } u(0)=x \\ +\infty & \text { otherwise }\end{cases}
$$

Theorem 5.3.3. Assume that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=, \quad \lim _{\epsilon \rightarrow 0} \epsilon \log \frac{1}{\delta(\epsilon)}=0
$$

If $u_{\epsilon}^{x}$ is the solution to equation (5.2.6), then for any $R>0$, the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$ satisfies a Freidlin-Wentzell uniform large deviations principle in $C([0, T] ; H)$ with rate functions $I^{x}$ uniformly with respect to $x \in B_{H}(R)$.

Proof. First of all, notice that $u_{\epsilon}^{x}=\left(I+\mathcal{F}_{x}\right)\left(z_{\epsilon}\right)$. Lemma 5.3.2 implies that the mapping

$$
I+\mathcal{F}_{x}: C\left([0, T] ; L^{4}\right) \rightarrow C([0, T] ; H)
$$

is locally Lipschitz, uniformly on bounded sets. Therefore, thanks to the contraction principle, Theorem 2.2.4, and Theorem 5.3.2 the family $\left\{\left(I+\mathcal{F}_{x}\right)\left(z_{\epsilon}\right)\right\}=\left\{u_{\epsilon}^{x}\right\}$ satisfies a Freidlin-Wentzell uniform large deviations principle with rate function

$$
I_{T}^{x}(u)=\inf \left\{J_{T}(z): u=z+\mathcal{F}_{x}(z), z \in W^{1,2}(0, T ; H) \cap L^{2}(0, T ; D(A))\right\}
$$

If $u \in D(\mathcal{H})$ and $u(0)=x$, then $\mathcal{H}(u) \in L^{2}\left(0, T ; V^{-1}\right)$ and $u$ is a weak solution to

$$
\left\{\begin{array}{l}
d u(t)+[A u(t)+B(u(t))] d t=\mathcal{H}(u)(t) d t  \tag{5.3.13}\\
u(0)=x
\end{array}\right.
$$

Note that $u \in D(\mathcal{H})$ implies that equation (5.3.3) with forcing $\phi=\mathcal{H}(u)$ has a unique weak solution $z_{\phi} \in X$. In particular this also implies that $\mathcal{F}_{x}\left(z_{\phi}\right) \in D(\mathcal{H})$ and $u=z_{\phi}+\mathcal{F}_{x}\left(z_{\phi}\right)$. This decomposition is unique. Indeed, if $u=z+\mathcal{F}_{x}(z)$ for some
other $z \in D(\mathcal{H})$, then $u-\mathcal{F}_{x}(z)$ would again be a weak solution to equation (5.3.3) with forcing $\phi=\mathcal{H}(u)$ so that $z=z_{\phi}$. This implies that

$$
J_{T}\left(z_{\phi}\right)=\frac{1}{2} \int_{0}^{T}\|\mathcal{H}(u)(t)\|_{H}^{2} d t
$$

whenever $\mathcal{H}(u) \in L^{2}(0, T ; H)$.

Remark 5.3.1. Notice that both the proof of Theorem 5.3.2 and the proof of Theorem 5.3.3 do not require periodic boundary conditions.

Corollary 5.3.1. Assume that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=0, \quad \lim _{\epsilon \rightarrow 0} \epsilon \log \frac{1}{\delta(\epsilon)}=0
$$

Let $K \subset H$ be a compact set. Then the family $\left\{\mathcal{L}\left(u_{\epsilon}^{x}\right)\right\}_{\epsilon>0}$ of solutions to equation (5.2.6) satisfies a Dembo-Zeitouni uniform large deviations principle in $C([0, T] ; H)$ with rate functions $\left\{I^{x}\right\}_{x \in K}$ uniformly with respect to $x \in K$.

Proof. In view of Proposition 2.2.4 (Theorem 2.7 of [55]), to prove equivalence of the two uniform large deviation principles over a compact subset of $H$, it suffices to show that for every fixed $s \geq 0$ the mapping

$$
x \in H \mapsto \Phi^{x}(s):=\left\{u \in C([0, T] ; H): I^{x}(u) \leq s\right\}
$$

is continuous with respect to the Hausdorff metric. That is, we must show that for any $\left\{x_{n}\right\}_{n=1}^{\infty} \subset H$ such that $x_{n} \rightarrow x \in H$,

$$
\lim _{n \rightarrow \infty} \max \left(\sup _{u \in \Phi^{x_{n}}(s)} \operatorname{dist}_{C([0, T] ; H)}\left(u, \Phi^{x}(s)\right), \sup _{u \in \Phi^{x}(s)} \operatorname{dist}_{C([0, T] ; H)}\left(u, \Phi^{x_{n}}(s)\right)\right)=0
$$

This is immediately implied by the continuity of the Navier-Stokes equations with respect to initial conditions. Indeed, suppose that $u_{\phi}^{x}$ is a solution to the equation,

$$
\left\{\begin{array}{l}
d u(t)+(A u(t)+B(u(t))) d t=\phi(t) d t  \tag{5.3.14}\\
u(0)=x
\end{array}\right.
$$

with driving force $\phi \in L^{2}(0, T ; H)$. Then by standard energy estimates (see for instance, [39]), we have

$$
\begin{aligned}
\sup _{0 \leq t \leq T}\left\|u_{\phi}^{x}(t)-u_{\phi}^{y}(t)\right\|_{H}^{2} & +\int_{0}^{T}\left\|u_{\phi}^{x}(t)-u_{\phi}^{y}(t)\right\|_{V}^{2} d t \\
& \leq\|x-y\|_{H}^{2} \exp \left(c \int_{0}^{T}\left\|u_{\phi}^{y}(t)\right\|_{V}^{2} d t\right) \\
& \leq\|x-y\|_{H}^{2} \exp \left(c\left[\|y\|_{H}^{2}+\|\phi\|_{L^{2}(0, T ; H)}^{2}\right]\right) .
\end{aligned}
$$

Now, if $u \in \Phi^{x}(s)$, then $\varphi:=\mathcal{H}(u) \in L^{2}(0, T ; H), \frac{1}{2}\|\varphi\|_{L^{2}(0, T ; H)}^{2} \leq s$ and $u$ solves equation (5.3.13). But then, the weak solution $v \in W^{1,2}\left(0, T ; V^{-1}\right) \cap L^{2}(0, T ; V)$ to

$$
\left\{\begin{array}{l}
d v(t)+[A v(t)+B(v(t))] d t=\varphi(t) d t \\
v(0)=y
\end{array}\right.
$$

belongs to $\Phi^{y}(s)$. Therefore,

$$
\operatorname{dist}_{C([0, T] ; H)}\left(u, \Phi^{y}(s)\right) \leq\|u-v\|_{C([0, T] ; H)} \leq c_{s}\left(\|y\|_{H}\right)\|x-y\|_{H},
$$

for some continuous increasing function $c_{s}:[0,+\infty) \rightarrow[0,+\infty)$. Since this is true for arbitrary $u \in \Phi^{x}(s)$, it follows that

$$
\sup _{u \in \Phi^{x}(s)} \operatorname{dist}_{C([0, T] ; H)}\left(u, \Phi^{y}(s)\right) \leq c_{s}\left(\|y\|_{H}\right)\|x-y\|_{H}
$$

which implies the result, since $\sup _{n \in \mathbb{N}}\left\|x_{n}\right\|_{H}<\infty$.

### 5.4 Proof of Theorem 5.2.1

We start this section with the description of the quasi-potential associated with equation (5.2.6). To simplify notation, for any $T>0$ we will denote

$$
I_{T}(u):=\frac{1}{2} \int_{0}^{T}\|\mathcal{H}(u)(t)\|_{H}^{2} d t
$$

whenever $\mathcal{H}(u) \in L^{2}(0, T ; H)$. In addition, we set

$$
I_{T}^{y}(u):= \begin{cases}I_{T}(u), & \text { if } u(0)=y \\ +\infty, & \text { otherwise }\end{cases}
$$

The quasi-potential, $U: H \rightarrow[0,+\infty]$ is then defined as

$$
\begin{equation*}
U(x):=\inf \left\{I_{T}(u): T>0, u \in C([0, T] ; H), u(0)=0, u(T)=x\right\} \tag{5.4.1}
\end{equation*}
$$

For any $x \in H$, the quasipotential $U(x)$ gives the minimum action of all paths that start at 0 and end at $x$. Since 0 is an asymptotically attracting equilibria for the Navier-Stokes equations, $U(x)$ will govern the long-time dynamics and asymptotic behavior of the invariant measures.

In the particular case of the Navier-Stokes equations on the torus, the orthogonality of $B(u)$ and $A u$ can be taken advantage of to provide an explicit formula for the quasipotential. In fact, as proven in [9, Theorem 7.1] we have that for any $x \in H$

$$
U(x)= \begin{cases}\|x\|_{V}^{2}, & x \in V  \tag{5.4.2}\\ +\infty, & x \in H \backslash V\end{cases}
$$

Now, we proceed with the proof of Theorem 5.2.1. Some of the steps of the proof are analogous to those used in [8, Theorem 4.5], where a large deviation principle for the invariant measures of the $2 D$ stochastic Navier-stokes equation is studied, under the assumption that the covariance of the noise does not depend on $\epsilon$. In those steps our arguments will be less detailed and we refer the reader to [8]. On the other hand, our arguments will be fully detailed in those steps of the proof that deviate from [8].

### 5.4.1 Lower bound

Proposition 5.4.1. Under the assumptions of Theorem 5.2.1, the family of invariant measures $\left\{\nu_{\epsilon}\right\}_{\epsilon>0}$ of equation (5.2.6) satisfies the large deviations principle lower bound in $H$ with rate function $U(x)$. That is, for any $x \in H, \delta>0$ and $\gamma>0$, there exists $\epsilon_{0}>0$ such that

$$
\nu_{\epsilon}\left(B_{H}(x, \delta)\right) \geq \exp \left(-\frac{U(x)+\gamma}{\epsilon}\right), \quad \epsilon \leq \epsilon_{0}
$$

Proof. Fix $x \in H$, and any $\delta>0, \gamma>0$ and $T>0$. We assume that $U(x)<\infty$ or else there is nothing to prove. Suppose that $\left\{v^{y}\right\}_{y \in H} \subset C([0, T] ; H)$ is a family of paths satisfying

$$
\sup _{y \in H}\left\|v^{y}(T)-x\right\|_{H}<\delta / 2 .
$$

Thanks to the invariance of $\nu_{\epsilon}$, we have

$$
\begin{aligned}
\nu_{\epsilon}\left(B_{H}(x, \delta)\right) & =\int_{H} \mathbb{P}\left(\left\|u_{\epsilon}^{y}(T)-x\right\|_{H}<\delta\right) d \nu_{\epsilon}(y) \\
& \geq \int_{H} \mathbb{P}\left(\left\|u_{\epsilon}^{y}-v^{y}\right\|_{C([0, T] ; H)}<\delta / 2\right) d \nu_{\epsilon}(y) \\
& \geq \int_{B_{H}(0, R)} \mathbb{P}\left(\left\|u_{\epsilon}^{y}-v^{y}\right\|_{C([0, T] ; H)}<\delta / 2\right) d \nu_{\epsilon}(y) \\
& \geq \nu_{\epsilon}\left(B_{H}(0, R)\right) \inf _{y \in B_{H}(0, R)} \mathbb{P}\left(\left\|u_{\epsilon}^{y}-v^{y}\right\|_{C([0, T] ; H)}<\delta / 2\right) .
\end{aligned}
$$

Since the invariant measures are becoming concentrated around 0 , as $\epsilon \downarrow 0$, we have

$$
\lim _{\epsilon \rightarrow 0} \nu_{\epsilon}\left(B_{H}(0, R)\right)=1
$$

for any $R>0$. Thus, we can pick $\epsilon_{1}(R)>0$ small enough that

$$
\nu_{\epsilon}\left(B_{H}(0, R)\right) \geq \frac{1}{2}, \quad \epsilon \leq \epsilon_{1}(R)
$$

Thanks to Theorem 5.3.3, a Freidlin-Wentzell uniform large deviations principle holds. Then, for every $s_{0}>0$ there exists $\epsilon_{2}(R)>0$ such that for any $v^{y} \in C([0, T] ; H)$ with $I_{T}^{y}\left(v^{y}\right) \leq s_{0}$,

$$
\inf _{y \in B_{H}(0, R)} \mathbb{P}\left(\left\|u_{\epsilon}^{y}-v^{y}\right\|_{C([0, T] ; H)}<\delta / 2\right) \geq \inf _{y \in B_{H}(0, R)} \exp \left(-\frac{1}{\epsilon}\left[I_{T}^{y}\left(\varphi^{y}\right)+\gamma / 2\right]\right)
$$

for every $\epsilon \leq \epsilon_{2}(R)$. Therefore, to complete the proof, it remains to find a $T$ large enough that for each $y \in B_{H}(0, R)$, there exists a path $v^{y} \in C([0, T] ; H)$ with $v^{y}(0)=$ $y$ that satisfies
(a) $I_{T}\left(v^{y}\right) \leq U(x)+\gamma / 2$,
(b) $\left\|v^{y}(T)-x\right\|_{H}<\delta / 2$.

The paths we choose are the solutions $u_{\varphi}^{y}$ to the controlled Navier Stokes equations, equation (5.3.14), with initial condition $y \in H$ and control $\varphi \in L^{2}(0, T ; H)$, defined by

$$
\varphi(t)= \begin{cases}0 & \text { if } 0 \leq t \leq T_{1} \\ \bar{\varphi}\left(t-T_{1}\right) & \text { if } T_{1} \leq t \leq T_{1}+T_{2}\end{cases}
$$

with $T_{1}$ and $T_{2}$ to be chosen. Here, $\bar{\varphi} \in C\left(\left[0, T_{2}\right] ; H\right)$ is a path such that $u_{\bar{\varphi}}^{0}(0)=0$ and $u_{\bar{\varphi}}^{0}\left(T_{2}\right)=x$ with $I_{T_{2}}\left(u_{\bar{\varphi}}^{0}\right) \leq U(x)+\gamma / 2$. Such a $T_{2}$ and $\bar{\varphi}$ exist by the definition of the quasipotential $U$. Meanwhile, $T_{1}=T_{1}(\lambda)$ is taken large enough that the solutions $\left\{u_{0}^{y}\right\}_{y \in B_{H}(0, R)}$ to the unforced Navier-Stokes equations satisfy

$$
\sup _{y \in B_{H}(0, R)}\left\|u_{0}^{y}\left(T_{1}\right)\right\|_{H}<\lambda,
$$

for some small $\lambda$. Clearly point (a) is satisfied since the path contributes nothing to the action integral on the interval $\left[0, T_{1}\right]$. Point (b) follows by noting that the controlled Navier Stokes equations are continuous with respect to initial conditions. Indeed, since $u_{0}^{y}\left(T_{1}\right) \in B_{H}(0, \lambda)$, we have by a standard estimate (for example see Proposition 2.1.25 of [39]) that

$$
\begin{aligned}
\left\|u_{\varphi}^{y}\left(T_{1}+T_{2}\right)-x\right\|_{H} & \leq \sup _{z \in B_{H}(0, \lambda)}\left\|u_{\bar{\varphi}}^{z}\left(T_{2}\right)-u_{\bar{\varphi}}^{0}\left(T_{2}\right)\right\|_{H} \\
& \leq \sup _{z \in B_{H}(0, \lambda)}\|z\|_{H} \exp \left(c\|z\|_{H}^{2}+c\|\bar{\varphi}\|_{L^{2}\left(0, T_{2} ; H\right)}^{2}\right) .
\end{aligned}
$$

This implies point (b) if $\lambda$ is taken small enough. We conclude the proof upon taking $\epsilon_{0}:=\min \left(\epsilon_{1}, \epsilon_{2}\right)$.

### 5.4.2 Upper bound

Proposition 5.4.2. Under the assumptions of Theorem 5.2.1, the family of invariant measures $\left\{\nu_{\epsilon}\right\}_{\epsilon>0}$ of equation (5.2.6) satisfies the large deviations principle upper bound in $H$ with rate function $U(x)$. That is, for any $s \geq 0, \delta>0$ and $\gamma>0$, there exists $\epsilon_{0}>0$ such that

$$
\nu_{\epsilon}\left(\left\{h \in H: \operatorname{dist}_{H}(h, \Phi(s))>\delta\right\}\right) \leq \exp \left(-\frac{s-\gamma}{\epsilon}\right), \quad \epsilon \leq \epsilon_{0} .
$$

where

$$
\Phi(s):=\{y \in H: U(y) \leq s\} .
$$

The proof requires the following three lemmas.

Lemma 5.4.1 (Exponential Estimate). Assume that $Q$ has the form given in (5.2.4)
for some $\beta>2$. Moreover, suppose that

$$
\lim _{\epsilon \rightarrow 0} \delta(\epsilon)=0, \quad \lim _{\epsilon \rightarrow 0} \epsilon \delta(\epsilon)^{-2 / \beta}=0
$$

Then for any $s>0$ there exist $\epsilon_{s}>0$ and $R_{s}>0$ such that

$$
\nu_{\epsilon}\left(B_{V}\left(0, R_{s}\right)\right) \geq 1-\exp \left(-\frac{s}{\epsilon}\right), \quad \epsilon \leq \epsilon_{s} .
$$

Proof. Fix $R>0, \epsilon>0$ and $\gamma>0$ and let $u_{\epsilon}^{0}$ be the solution of equation (5.2.6). Thanks to the ergodicity of $\nu_{\epsilon}$, we have

$$
\begin{align*}
\nu_{\epsilon}\left(B_{V}^{c}(0, R)\right) & =\lim _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T} \mathbb{P}\left(u_{\epsilon}^{0}(s) \in B_{V}^{c}(0, R)\right) d s \\
& \leq \exp \left(-\frac{R^{2}}{2 \epsilon}\right) \frac{1}{T} \limsup _{T \rightarrow \infty} \int_{0}^{T} \mathbb{E} \exp \left(\frac{\left\|u_{\epsilon}^{0}(s)\right\|_{V}^{2}}{2 \epsilon}\right) d s . \tag{5.4.3}
\end{align*}
$$

To estimate the expectation of the exponential, we apply the Ito formula to the functional $F: \mathbb{R} \times V \rightarrow \mathbb{R}$ defined by

$$
F(t, v)=\exp \left(t+\frac{\|v\|_{V}^{2}}{2 \epsilon}\right)
$$

whose derivatives are given by

$$
D_{t} F(t, u)=F(t, u),
$$

and

$$
D_{u} F(t, u)=\frac{1}{\epsilon} F(t, u) u, \quad D_{u}^{2} F(t, u)=\frac{1}{\epsilon^{2}} F(t, u) u \otimes u+\frac{1}{\epsilon} F(t, u) I .
$$

Formal application of the Ito formula to the solution $u_{\epsilon}^{x}$ to equation (5.2.6) implies
that

$$
\begin{aligned}
\mathbb{E} F\left(t, u_{\epsilon}^{x}(t)\right) & =F(0, x)+\mathbb{E} \int_{0}^{t}\left[D_{t} F\left(s, u_{\epsilon}^{x}(s)\right)+\left\langle D_{u} F\left(s, u_{\epsilon}^{x}(s)\right),-A u_{\epsilon}^{x}(s)-B\left(u_{\epsilon}^{x}(s)\right)\right\rangle_{V}\right. \\
& \left.+\frac{\epsilon}{2} \sum_{k \in \mathbb{Z}_{0}^{2}}^{\infty}\left\langle D_{u}^{2} F\left(s, u_{\epsilon}^{x}(s)\right) Q_{\epsilon} e_{k}, e_{k}\right\rangle_{V}\right] d s \\
& =F(0, x)+\mathbb{E} \int_{0}^{t} F\left(s, u_{\epsilon}^{x}(s)\right)\left[1-\frac{1}{\epsilon}\left\|u_{\epsilon}^{x}(s)\right\|_{2}^{2}\right. \\
& \left.+\frac{\epsilon}{2} \sum_{k \in \mathbb{Z}_{0}^{2}} \frac{1}{\epsilon^{2}}\left(\left|\left\langle u_{\epsilon}^{x}(s), Q_{\epsilon} e_{k}\right\rangle_{V}\right|^{2}+\frac{1}{\epsilon}\left\langle Q_{\epsilon} e_{k}, e_{k}\right\rangle_{V}\right)\right] d s \\
& =F(0, x)+\mathbb{E} \int_{0}^{t} F\left(s, u_{\epsilon}^{x}(s)\right)\left[1-\frac{1}{\epsilon}\left\|u_{\epsilon}^{x}(s)\right\|_{2}^{2}\right. \\
& \left.+\frac{1}{2} \sum_{k \in \mathbb{Z}_{0}^{2}}\left(\frac{1}{\epsilon} \sigma_{\epsilon, k}^{2}\left|\left\langle u_{\epsilon}^{x}(s), A e_{k}\right\rangle_{H}\right|^{2}+|k|^{2} \sigma_{\epsilon, k}^{2}\right)\right] d s \\
& \leq F(0, x)+\mathbb{E} \int_{0}^{T} F\left(s, u_{\epsilon}^{x}(s)\right)\left[1-\frac{1}{2 \epsilon}\left\|u_{\epsilon}^{x}(s)\right\|_{2}^{2}+\frac{1}{2} \sum_{k \in \mathbb{Z}_{0}^{2}}|k|^{2} \sigma_{\epsilon, k}^{2}\right] d s
\end{aligned}
$$

where in the second line we used identity (5.2.3) to dispose of the nonlinearity and in the fourth line we used that $\left|\sigma_{\epsilon, k}\right| \leq 1$ for any $k \in \mathbb{Z}_{0}^{2}$ and $\epsilon>0$.

Now, since $\beta>2$, we have

$$
P_{\epsilon}:=\sum_{k \in \mathbb{Z}_{0}^{2}}|k|^{2} \sigma_{\epsilon, k}^{2}=\sum_{k \in \mathbb{Z}_{0}^{2}} \frac{|k|^{2}}{1+\delta(\epsilon)|k|^{2 \beta}} \leq c \int_{1}^{\infty} \frac{r}{1+\delta(\epsilon) r^{\beta}} d r \leq c \delta(\epsilon)^{-2 / \beta}
$$

Therefore, thanks to the Poincaré inequality and the fact that $e^{x}(a-x) \leq \exp (a-1)$,
for every $a>1$ and $x \geq 0$, it follows that

$$
\begin{aligned}
\mathbb{E} F\left(t, u_{\epsilon}^{x}(t)\right) & \leq \exp \left(\frac{\|x\|_{V}^{2}}{2 \epsilon}\right)+\mathbb{E} \int_{0}^{t} \exp (s) \exp \left(\frac{\left\|u_{\epsilon}^{x}(s)\right\|_{V}^{2}}{2 \epsilon}\right)\left(1+\frac{1}{2} P_{\epsilon}-\frac{\left\|u_{\epsilon}^{x}(s)\right\|_{V}^{2}}{2 \epsilon}\right) d s \\
& \leq \exp \left(\frac{\|x\|_{V}^{2}}{2 \epsilon}\right)+\int_{0}^{t} \exp (s) \exp \left(\frac{1}{2} P_{\epsilon}\right) d s .
\end{aligned}
$$

Hence,

$$
\mathbb{E} \exp \left(\frac{\left\|u_{\epsilon}^{x}(t)\right\|_{V}^{2}}{2 \epsilon}\right) \leq \exp \left(-t+\frac{\|x\|_{V}^{2}}{2 \epsilon}\right)+\exp \left(\frac{1}{2} P_{\epsilon}\right)
$$

Finally, using equation (5.4.3), we see that

$$
\begin{aligned}
\nu_{\epsilon}\left(B_{V}^{c}(0, R)\right) & \leq \exp \left(-\frac{R^{2}}{\epsilon}\right) \limsup _{T \rightarrow \infty} \frac{1}{T} \int_{0}^{T}\left[e^{-t}+\exp \left(\frac{1}{2} P_{\epsilon}\right)\right] d t \\
& =\exp \left(-\frac{R^{2}}{\epsilon}+\frac{P_{\epsilon}}{2}\right) \leq \exp \left(-\frac{R^{2}-C \epsilon \delta_{\epsilon}^{-2 / \beta}}{\epsilon}\right)
\end{aligned}
$$

which completes the proof of the lemma, since $\epsilon \delta(\epsilon)^{-2 / \beta} \rightarrow 0$, as $\epsilon \downarrow 0$.

Lemma 5.4.2. For any $\delta>0$ and $s>0$, there exist $\lambda>0$ and $T>0$ such that for any $t \geq T$ and $z \in C([0, t] ; H)$,

$$
\|z(0)\|_{H}<\lambda, \quad I_{T}(z) \leq s \Longrightarrow \operatorname{dist}_{H}(z(t), \Phi(s))<\delta,
$$

where $\Phi(s):=\{x \in H: U(x) \leq s\}$.

Lemma 5.4.3. For any $s>0, \delta>0$ and $r>0$, let $\lambda$ be as in Lemma 5.4.2. Then there exists $N \in \mathbb{N}$ large enough that

$$
u \in H_{r, s, \delta}(N) \Longrightarrow I_{T}(u) \geq s
$$

where the set $H_{r, s, \delta}(n)$ is defined for $N \in \mathbb{N}$ by

$$
H_{r, s, \delta}(N):=\left\{u \in C([0, N] ; H),\|u(0)\|_{H} \leq r,\|u(j)\|_{H} \geq \lambda, j=1, \ldots, N\right\}
$$

The proofs of Lemma 5.4.2 and 5.4.3 depend only on the properties of the deterministic Navier-Stokes equation and can be found in [8] (see Lemmas 7.2 and 7.3).

Proof of Proposition 5.4.2. Fix any $s>0, \delta>0$ and $\gamma>0$ and let $R_{s}$ be as in Lemma 5.4.1. Due to the invariance of $\nu_{\epsilon}$, for any $t \geq 0$ we have

$$
\begin{aligned}
& \nu_{\epsilon}\left(\left\{h \in H: \operatorname{dist}_{H}(h, \Phi(s)) \geq \delta\right\}\right)=\int_{H} \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta\right) d \nu_{\epsilon}(y) \\
& =\int_{B_{V}^{c}\left(0, R_{s}\right)} \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta\right) d \nu_{\epsilon}(y) \\
& +\int_{B_{V}\left(0, R_{s}\right)} \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta, u_{\epsilon}^{y} \in H_{R_{s}, s, \delta}(N)\right) d \nu_{\epsilon}(y) \\
& +\int_{B_{V}\left(0, R_{s}\right)} \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta, u_{\epsilon}^{y} \notin H_{R_{s}, s, \delta}(N)\right) d \nu_{\epsilon}(y) \\
& =: K_{1}+K_{2}+K_{3} .
\end{aligned}
$$

Now, thanks to Lemma 5.4 .1 we know that

$$
K_{1} \leq \nu_{\epsilon}\left(B_{V}^{c}\left(0, R_{s}\right)\right) \leq \exp \left(-\frac{s}{\epsilon}\right) .
$$

Next, let $N$ be as in Lemma 5.4.3. Since $H_{R_{s}, s, \delta}(N)$ is a closed set in $C([0, N] ; H)$ and $B_{V}\left(0, R_{s}\right)$ is a compact subset of $H$, the Dembo-Zeitouni uniform large deviation
principle over compact sets, Corollary 5.3.1, implies that there exists $\epsilon_{0}>0$ such that

$$
\begin{aligned}
K_{2} & \leq \sup _{y \in B_{V}\left(0, R_{s}\right)} \mathbb{P}\left(u_{\epsilon}^{y} \in H_{R_{s}, s, \delta}(N)\right) \\
& \leq \exp \left(-\frac{1}{\epsilon}\left[\inf _{z \in B_{V}\left(0, R_{s}\right)} \inf _{h \in H_{R_{s}, s, \delta}(N)} I_{T}^{z}(h)-\gamma\right]\right)
\end{aligned}
$$

for any $\epsilon \leq \epsilon_{0}$. Hence, by Lemma 5.4.3,

$$
K_{2} \leq \exp \left(-\frac{1}{\epsilon}[s-\gamma]\right)
$$

To address $K_{3}$, we use the Markov property of $u_{\epsilon}$ to stop the process at integer times.
We then have

$$
\begin{aligned}
K_{3} & =\int_{B_{V}\left(0, R_{s}\right)} \mathbb{P}\left(\bigcup_{j=1}^{N}\left\{\left\|u_{\epsilon}^{y}(j)\right\|_{H}<\lambda\right\} \bigcap\left\{\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta\right\}\right) d \nu_{\epsilon}(y) \\
& \leq \sum_{j=1}^{N} \int_{B_{V}\left(0, R_{s}\right)} \mathbb{P}\left(\left\{\left\|u_{\epsilon}^{y}(j)\right\|_{H}<\lambda\right\} \bigcap\left\{\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t), \Phi(s)\right) \geq \delta\right\}\right) d \nu_{\epsilon}(y) \\
& \leq \sum_{j=1}^{N} \sup _{y \in B_{H}(0, \lambda)} \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t-j), \Phi(s)\right) \geq \delta\right) .
\end{aligned}
$$

In order to use the uniform LDP of Theorem 5.3.3, we must convert this event at time $t-j$ to an event in $C([0, t-j] ; H)$. To do so, we pick $t$ large enough that Lemma 5.4.2 applies for $\delta / 2$. Then, if $y \in B_{H}(\lambda)$

$$
\begin{aligned}
& \operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t-j), \Phi(s)\right) \geq \delta \\
& \Longrightarrow \inf \left\{\left\|u_{\epsilon}^{y}-v\right\|_{C([0, t-j] ; H)}:\|v(0)\|_{H}<\lambda, I_{T}(v) \leq s\right\} \geq \frac{\delta}{2} \\
& \Longrightarrow \operatorname{dist}_{C([0, t-j] ; H)}\left(u_{\epsilon}^{y}, \Psi^{y}(s)\right) \geq \delta / 2
\end{aligned}
$$

where

$$
\Psi^{y}(s):=\left\{v \in C([0, t-j] ; H): v(0)=y, I_{T}(v) \leq s\right\} .
$$

Then, by Theorem 5.3.3, there exists $\epsilon_{0, j}$ such that for any $\epsilon \leq \epsilon_{0, j}$,

$$
\begin{aligned}
\sup _{y \in B_{H}(0, \lambda)} & \mathbb{P}\left(\operatorname{dist}_{H}\left(u_{\epsilon}^{y}(t-j), \Phi(s)\right) \geq \delta\right) \\
& \leq \sup _{y \in B_{H}(0, \lambda)} \mathbb{P}\left(\operatorname{dist}_{C([0, t-j] ; H)}\left(u_{\epsilon}^{y}, \Psi^{y}(s)\right) \geq \delta / 2\right) \\
& \leq \exp \left(-\frac{s-\gamma}{\epsilon}\right)
\end{aligned}
$$

Hence, for any $\epsilon<\min \left(\epsilon_{0}, \epsilon_{0,1}, \ldots, \epsilon_{0, N}\right)$ it follows that

$$
K_{3} \leq N \exp \left(-\frac{s-\gamma}{\epsilon}\right)
$$

which implies the result.
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[^0]:    Algorithm 5 Construction of dense oblong reversed stencils Let $\theta$ be the binned value of $-\angle b$.

    Set $k_{\text {cutoff }}=$ largest $k$ to include in discretization of $\alpha_{k}$ (Figure 3.6). Value $k_{\text {cutoff }}=4$ is typical.

