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ABSTRACT 

Multivariate Geographically Weighted Regression (MGWR) model is an enhancement of the 
GWR model with the model parameter estimator that is local to each point or location where 
the data is collected. In MGWR model the vector error is a random and the distributed 
normal multivariate with mean zero and variance covariance ����� ���. The hypothesis test of 
MGWR model is done by comparing the suitability of the parameters coefficient 
simultaneously and partially from MGWR model. Determination of the statistical test is using 
the method of Maximum Likelihood Ratio Test (MLRT).  
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1. INTRODUCTION 

Geographically Weighted Regression (GWR) is a method that takes into account geographical factors 
as variables affecting the response variable [4]. GWR model is widely used by researchers in 
analyzing spatial data in various fields, because the method of GWR can be used to determine the 
effect of predictor variables in order to response variables both globally and locally by considering the 
elements of geography or location as a weighting in estimating the model parameters.  the GWR 
method is relatively easy in its calculations, it is more effective than others methods and can 
overcome that model is not stationary in the geographic location (space) [7]. Base on the theory [4], 
Mennis and Jordan [8] compare the global and GWR regression model to predict air pollution in New 
Jersey, USA. GWR results indicated a significant effect between population density, the number of 
industrial, transport density and environmental influences on the increase of air pollution in the area. 
This study followed found estimates parameters of GWR model [9]. In the field of geology Atkinson at 
al [1] find a relationship between the erosion that occurs along the river by using a model of (GWLR). 
GWLR model is considered appropriate for being able to suspect the influence of erosion an occur in 
upstream, midstream and downstream river. 
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The models above generally is a univariate spatial models, where the observations have only a single 
dependent variable that depends on the location of observation. Whereas in many cases there are 
several problems that have more than one dependent variable that depends on the location of the 
observation (multivariate spatial models). Multivariate spatial linear model is an extention of univariate 
spatial linear model which the dependent variable (response variable) is more than one. 
The theory of multivariate spatial data with the Bayesian approach was developed ([2], [5]). Brown at 
al [2] find a vector of the correlation spatial with random respons. Haas [6] use a Bayesian procedure 
performed for spatial prediction by multivariate cokriging methods and approaches hierarchy 
(hierarchical approach) to find models and obtained spatial predictions. Cokriging method is suitable 
for modeling multivariate spatial that have non-linear model and non-stationary spatial covarian [10]. 
The parameters estimation procedure use a combination of generalized least squares (GLS). 
Referring to the researchers at the top and the lack of research about MGWR, so in this study will be 
sought form the test statistic of the MGWR model with MLRT method. 

2. THEORETICAL MODEL 
The realization of this work supposes the availability of the same known theoretical model. Based on 
theoretical model we use the methods of multivariate linear model and MGWR model. 

2.1. Methods of MGWR studied 
MGWR model is an extension of multivariate linear model with the unknown location information. 
Multivariate spatial linear model dependent variable (response variable) is more than one. On the 
MGWR model the relationship between response variables 	
� 	�� � � � � 	
  and independent variables �
� ��� � � � � ��   in the-ith  location is : 	�� � ������� ��� � ��
���� ����
� � ������� �������� � � �������� ������ � ���� � ���� � � � � ������� � ���� � � � � �      

On the MGWR model, error vector � � !�
 �� " �
#$ is a random and the distributed normal 
multivariate with mean zero and variance covariance matrix %���� ��� of the sample size �&� for the-ith 

From equation MGWR model, then look for the parameter estimation �'(����� ��� and  %)���� ��� using the 

method of weighted least squares (WLS) estimator thus obtained �'(����� ���  is : �'(�*��� �� + � �,-.���� ���,�/
,-.���� ���012        

and the estimator of 3)���� ���  is  4)���� ��� � 5�'(
���� ��� �'(����� ��� " �'(
���� ���67  

Parameter estimation 8������ ��� is obtained by taking into account the location of the model spatial are 

89������ ��� � :;1</,=1)�>?�@?�AB.�>?�@?�:;1</,=1)�>?�@?�AC         

then estimation parameter variance covariance matrix % is :    %) � DE�F/G�E�F/G�DHIJKIKL              

with  M
 � NO*�F P G�$�F P G�+����M� � NO*�F P G�$�F P G�+� 
 

G � QRR
S�
$�,$.��
� �
�,�/
,$.��
� �
���$�,$.���� ���,�/
,$.���� ���T�U$�,$.��U� �U�,�/
,$.��U� �U�VW

WX                 
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3. RESULTS  
The hypothesis test in multivariate spatial linear model is done by comparing the suitability of the 
parameters coefficient simultaneously from multivariate linear regression model and the MGWR 
model. This test is similar to test whether the weighting .���� ��� that used in the process of 
estimating the parameters equal to one. Form of hypothesis test are as follows : Y�Z ��[����� ��� � �[� 
(no influence of geographical factors on the model) Y
Z��\�]^�_\�`�^��[����� ��� a �[� 
(there is influence of geographical factors on the model) 
The set of parameters  under Y� of function likelihood b�c� using a multivariate linear model equation 
is: DUd
 � ,4��e
�d
 � �Ud
           
The estimate b�cf� as follows : b�cf� � b*4)� %)g+ � ��h�/U
i�j%)gj/Ui�^kl mP U
� n        

with the estimate of parameters opq*4)+ dan  �)g as follows : opq*4)+ � *Fr s �,$,�/
,$+*opq�D�+%)g � *DE�F/t�D+U           

The set of parameters under population with likelihood b��� function  using a MGWR is : b*�)+ � b*4)���� ���� %)�+ � ��h�/U
i�j%)�j/Ui�^kl mP U
� n       

With the estimate of parameters 4)���� ��� and %)� as follows : 4)���� ��� � �,$� ���� ���,�/
,$.���� ���D%)� � DE�F/G�E�F/G�DHIJKIKL
         

Statistical  test obtained by making ratio of b�cf� with b*�)+ so-called the likelihood ratio statistic test 
(Wilk's lamda statistic) is : 

� � u�gf�u*�)+ � :j%)vjj%)�jA/
wK

���wK � j%)�jj%)vj
           

Ratio likelihood test is used to compare the multivariate linear model and the MGWR model based on 
the F test. The test will reject  Y� if � x �� x � with the value y x �� x � is expressed as : 

���wK � zzDE�F{G�E�F{G�DHIJKIKL
zz

|*DE�F{t�D+w | � }                    

Where is with p respon variabel and  ~ � � follow : 

�
/���K�wJK
���K�wJK � �U/
/��� ��*���U/
/��+        

with a significance level (�) then the decision taken will reject Y� if the value ����>U�� � ����U/�/
� or �@��>� x �. It means the MGWR model it not the same as a multivariate linear model. 
 
Further tests carried out simultaneously on the model MGWR with the hypothesis : Y�Z �
����� ��� � ������� ��� �� � � � �[����� ��� � yY
Z��\�]^�_\�`�^��[����� ��� a y  
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Testing simultan of the MGWR model was performed by searching the set of parameters under Y� 
and under population. Determination of the statistic test using the method of Maximum Likelihood 
Ratio Test (MLRT). 

The set of parameters under  Y� of function likelihood b�c� � m�'����� ���� %g���� ���n using a MGWR 

model can be expressed as follows : b�cf� � b :�'������ ���� %g���� ���A 

� ��h�/U
i�j%)g���� ���j/Ui�^kl �P 
� :D P �'7�'������ ���A7.���� ��� :D P �'7�'������ ���A�  
� ��h�/U
i�j%)g���� ���j/Ui�^kl mP U
� n       

To obtain the estimate of parameters �'������ ��� and %)g���� ��� , then the likelihood function b�c�  ln it is 
later revealed to �'�$���� ��� and %)g���� ��� . From the results of the decline is obtained the parameter 

estimator �'������ ��� is : 

�'�$����� ��� � m
E.�>?�@?�nD� ���>?�@?����J           

and the estimator %)g 
is : %)g � DE�F/Gv�E�F/Gv�DHIJvKIKvL           

Gg � QRR
S�'$��$.��
� �
���/
�$.��
� ��
��'$��$.���� �����/
�$.���� ���T�'$��$.��U� �U���/
�$.��U� �U�VW

WX        

So the average M
g is : M
g � 
���� *��� ��+���������M�g � NO*�F P Gg�$�F P Gg�+    

Statistical  test obtained by making ratio of b�cf� with b*�)��+ so it called the likelihood ratio statistic test 
(Wilk's lamda statistic). Likelihood ratio test is based on the F test for testing of the parameters 
simultaneously in MGWR model is : 

� � u�gf�u��)� � �
���zDE�F{Gv�E�F{Gv�DIJvK IKv� z

zDE�F{G�E�F{G�DIJK IK� z �
  ¡

/wK
         

Ratio likelihood test the MGWR model based on the F test. The test will reject Y� if � x �� x � with 
the value y x �� x � is expressed as : 

���wK � zzDE�F{G�E�F{G�DHIJKIKL
zz

zzDE�F{Gv�E�F{Gv�D
HIJvKIKvL zz

��HIJvKIKv�IJKIKL        

with a significance level (�) then the decision taken will reject Y� if the value ����>U�� � �HäJù
K

äKù
�äJKäKL or  

�@��>� x á. Can be meaning In other words, at least one ��[����� ��� a y. 
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Partial test on the MGWR model aims to determine any significant parameters affecting the response 
variable. Form the hypothesis is as follows : Y�Z ��[����� ��� � yY
Z ��[����� ��� a y  

for ¢ � ���� � � � � £ , � � ���� � � � � � and � � ���� � � � � � 
Partial test on the MGWR model to To obtain the estimate parameter ��[����� ��� dan variance 

covariance matrix �,$.,�/
ó¤�� with the standar error (SE) ��([����� ���  is : �� m��([������ ���n � ¥¦[[         

¦[[ are the diagonal elemen ¢ � � the matrix �,$.,�/
ó¤�� . �� m��([����� ���n used to test the level of significance of each location by using the t test statistic under Y� for ��([����� ��� � y then :      N���>U� � �=)§��>?�@?�¨©m�=)§��>?�@?�n         

N���>U�  will follow t distribution with degrees of freedom :� P äJù
K

äKù
A with a significance level (�), then the 

decision taken will reject Y� if the value jN���>U�j � NHU/äJù
K

äKù
L.  

 
 

4. DISCUSSION AND CONCLUSION 
 
From the result a research obtained  three the hypothesis test of MGWR model with MLRT methods 
are testing hypotheses simultaneously a comparing the multivariate linear regression model and the 
MGWR model. This test is similar to test whether the weighting .���� ��� used in the process of 
estimating the parameters equal to one. 
Testing hypotheses simultaneously from MGWR model that aims to determine there is or no there is 
â[����� ��� a y or at least one â����� ��� a y . The decision taken will reject Y� if at least one ��[����� ��� a y. 
Partial testing hypotheses on the MGWR model aims to determine any significant parameters 
affecting the response variable 
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