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TOTAL LEAST SQUARES PROBLEMS ON INFINITE DIMENSIONAL SPACES

MAXIMILIANO CONTINO, GUILLERMINA FONGI, ALEJANDRA MAESTRIPIERI,

AND SANTIAGO MURO

Abstract. In this work we study weighted total least squares problems on infinite dimensional

spaces. We show that in most cases this problem does not admit a solution (except in the trivial

case) and then, we consider a regularization on the problem. We present necessary conditions

for the regularized problem to have a solution. We also show that, by restricting the regularized

minimization problem to special subsets, the existence of a solution may be assured.

1. Introduction

In the classic least squares problem [22, 26], to solve the inverse problem associated to a

linear system �G = 1, where � is a linear operator on a Hilbert space, the operator � is assumed

to be known exactly and only 1 contains noise. However, this assumption may be unrealistic:

sampling errors, human errors, modeling errors and instrument errors may imply inaccuracies

of the operator �.

In the finite dimensional case, to obtain approximate solutions of a linear system �G = 1, with

� ∈ R<×= and 1 ∈ R<, in which it is assumed that both the elements of � and 1 are known up to

some noise, a widely used approach is to solve the so-called total least squares (TLS) problem.

The usual formulation consists in finding (if there exists) a solution to the minimization problem

min
-∈R<×=, G∈R=

‖(�|1) − (- |H)‖2
� , subject to -G = H,

where ‖ · ‖� denotes the Frobenius norm and (�|1) denotes the augmented matrix.

There are several examples of this minimization problems in signal processing, automatic

control, biology, physics, and statistics (see [32] and its references). The TLS problem was

studied for example in [18, 19, 32], where an explicit solution, expressed by the singular value

decomposition of the augmented matrix (�|1), is given.

In many occasions (for example in the case of integral equations), the problem is originally

set in infinite dimensional Hilbert spaces and the classic approach of [19], where singular value

decomposition is used, is not available. The main goal of this paper is to study total least

squares and related inverse problems on infinite dimensional spaces. In particular, we discuss

extensively the existence of solution on infinite dimensional spaces and we show that it is a

delicate matter.

Let us fix some notations: H , F are complex or real Hilbert spaces, !(H , F ) is the set of

bounded linear operators from H to F and !(H) := !(H ,H).

2010 Mathematics Subject Classification. 41A65, 47A52, 41A27, 45Q05, 47A05, 46C05 .

Key words and phrases. Total least squares problems, Tikhonov regularization, Inverse Problems.

1

http://arxiv.org/abs/2011.09498v1


2 CONTINO, FONGI, MAESTRIPIERI, AND MURO

Given � ∈ !(H , F ) and 1 ∈ F , in order to formulate the TLS problem in infinite dimensional

Hilbert spaces, we introduce a positive (semidefinite) weight , ∈ !(F ) such that ,1/2 ∈ (2

(the Hilbert-Schmidt class). The problem is to find if there exists

(1.1) min
-∈! (H ,F ), G∈H

‖-G − 1‖2
, + ‖� − - ‖2

2,, ,

where ‖- ‖2,, = ‖,1/2- ‖2, for every - ∈ !(H , F ) and ‖I‖, = ‖,1/2I‖, for every I ∈ F ,

the seminorms associated to,.We will refer to problem (1.1) as the weighted total least squares

(WTLS) problem.

One typical application of the total least squares problem is to ill-conditioned problems arising

from integral equations. While these kind of application is of an infinite dimensional nature,

the usual methods to solve the problem apply only to finite dimensional systems. Then, for

such a problem, the total least squares problem is usually solved for a discretization of the

original equation and we can not assure that this discretizations converge to the TLS associated

to the original infinite dimensional problem. Moreover, it is not even clear whether this infinite

dimensional TLS problem admits a solution. In fact, we will show that in most cases the TLS

problem on infinite dimensional spaces does not admit a solution unless in the trivial case (see

Section 3). We also exhibit a simple example where any finite dimensional approximation has

solution but the original infinite dimensional problem does not (see Example 4.2).

It is thus natural to consider a regularization on the TLS problem (even in the cases where the

solution of the TLS problem exists regularizations are often considered in order to obtain a less

contaminated solution, see for example [4, 5, 18, 31]). We study the extension of the so-called

Tikhonov regularization to infinite dimensional spaces. Given �, ) ∈ !(H , F ), 1 ∈ F and a

positive (semidefinite) weight , ∈ !(F ) such that ,1/2 ∈ (2, the problem is to find if there

exists

(1.2) min
-∈! (H ,F ), G∈H

(‖)G‖2 + ‖-G − 1‖2
, + ‖� − - ‖2

2,, ).

We will refer to problem (1.2) as the regularized weighted total least squares (RWTLS) problem.

Recently, this problem has been studied on infinite dimensional Hilbert spaces, see [6, 7].

There, the authors stated general existence results under a hypothesis of weak to norm continuity

of a certain bilinear application, which allows them to prove that the objective function is weakly

lower semicontinuous. However, as we will see in Section 5, this type of continuity does not

hold in many reasonable cases. In fact, in general this application is not even weak to weak

continuous. We seek for conditions under which the continuity of the bilinear mapping may be

assured (and hence the existence of solution of the RWTLS problem).

The paper is organized as follows. In Section 2, we fix some notation and collect certain

properties of the Hilbert-Schmidt class operators that will be used along the paper. In Section

3, we prove that in most cases the non-regularized TLS problem does not have a solution on

infinite dimensional spaces. Therefore, we focus our attention on the regularized problem (1.2)

on infinite dimensional Hilbert spaces in Section 4. We present necessary conditions for a pair

(�0, G0), to be a solution of the RWTLS problem. We observe that if the RWTLS problem has a

solution (�0, G0), then G0 is a solution of the classical smoothing problem [3, 9, 10, 13, 14] and

the results obtained in [11] can be applied for giving necessary conditions for the existence of
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solution of problem (1.2). In Section 4.1, we study the case where the regularization is given by

a multiple of the identity operator, d�. We apply there the Dinkelbach method to observe that

there exists a solution of the RWTLS problem, provided d ≥ C∗, where C∗ is the infimum value

of the RWTLS problem.

We show that C∗ can be obtained via a semidefinite programming problem. In Section 5, we

give several examples that show that, on infinite dimensional spaces, the objective function we

need to minimize to solve the RWTLS problem is not generally weakly lower semicontinuous.

We also show that restricting the minimization problem to special subsets, the semicontinuity

and hence the existence of solution may be assured.

2. Preliminaries

Throughout �, �0, �1, �2 denote complex or real Banach spaces, !(�0, �1) is the set of

bounded linear operators from �0 to �1, !(�) := !(�, �). Denote �∗ the dual space of � . For

any � ∈ !(�0, �1), its range and nullspace are denoted by '(�) and # (�), respectively.

We recall the concept of ideal of operators (see for example [15, 25]). We say that a

class I of bounded linear operators and a norm ‖ · ‖I form a normed ideal if for each set

I(�0, �1) := I ∩ !(�0, �1) one has that (I(�0, �1), ‖ · ‖I) is a normed space containing all

finite rank operators such that

(1) )-( ∈ I(�, �2) for every ) ∈ !(�1, �2), ( ∈ !(�, �0) and - ∈ I(�0, �1). Moreover,

‖)-(‖I ≤ ‖) ‖! (�1,�2) ‖- ‖I ‖(‖! (�,�0) .

(2) If G′ ∈ �∗
0

and H ∈ �1 then ‖G′(·)H‖I = ‖G′‖�∗
0
‖H‖�1

, where (G′(·))H(G) := G′(G)H for

G ∈ �0.

The symbolsH ,E, F denote complex or real Hilbert spaces, !(H)+ is the cone of semidefinite

positive operators and ≤ stands for the order in !(H) induced by !(H)+, i.e., given �, � ∈

!(H), � ≤ � if � − � ∈ !(H)+.

Given G ∈ H and H ∈ F the operator 〈 ·, G 〉 H : H → F is defined by (〈 ·, G 〉 H) ℎ := 〈 ℎ, G 〉 H,

for ℎ ∈ H .Note that (〈 ·, G 〉 H)∗ = 〈 ·, H 〉 G and that if, ∈ !(F , E) then, 〈 ·, G 〉 H = 〈 ·, G 〉,H.

Recall also that tr(〈 ·, G 〉 H) = 〈 G, H 〉 , where tr denotes the trace of an operator.

Let ) ∈ !(H , F ) be a compact operator. By {_: ())}:≥1 we denote the eigenvalues of

|) | := ()∗))1/2 ∈ !(H), where each eigenvalue is repeated according to its multiplicity. We

say that ) belongs to the 2-Schatten class (2, if
∑
:≥1 _: ())

2 < ∞ and, the 2-Schatten norm is

given by ‖) ‖2 := (
∑
:≥1 _: ())

2)1/2. Recall that (2 is a normed ideal of operators on Hilbert

spaces. The reader is referred to [27, 33] for further details on these topics.

The Fréchet derivative will be instrumental to prove some results. We recall that, for a Banach

space (�, ‖ · ‖) and an open set U ⊆ �, a function 5 : � → R is said to be Fréchet differentiable

at -0 ∈ U if there exists � 5 (-0) a bounded linear functional such that

lim
.→0

| 5 (-0 + . ) − 5 (-0) − � 5 (-0)(. ) |

‖. ‖
= 0.

If 5 is Fréchet differentiable at every -0 ∈ � , 5 is called Fréchet differentiable on � and the

function � 5 which assigns to every point -0 ∈ � the derivative � 5 (-0), is called the Fréchet
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derivative of the function 5 . If, in addition, the derivative � 5 is continuous, 5 is said to be a

class C1-function, in symbols, 5 ∈ C1(�,R).

Proposition 2.1. Given G0 ∈ H and ,1,,2 ∈ !(F )+ such that ,
1/2

1
∈ (2. Let  , : :

!(H , F ) → R be defined by  (-) = ‖,
1/2

1
- ‖2

2
and : (-) = 〈,2-G0, -G0 〉 . Let -,. ∈

!(H , F ) then,  and : have Fréchet derivatives given by

� (-)(. ) = 2 '4 [tr(-∗,1. )], �: (-)(. ) = 2 '4 〈,2-G0, .G0 〉 .

See [1, Theorem 2.1], for a related result.

3. The Total Least Squares problem on infinite dimensional spaces.

Given (I, ‖ · ‖I) a normed ideal of operators and let (�0, ‖ · ‖�0
), (�1, ‖ · ‖�1

) be normed

spaces. Consider � ∈ !(�0, �1),,0 ∈ I(�1),,1 ∈ !(�1) and 1 ∈ �1, the problem is to

determine if there exists

(3.1) min
-∈! (�0,�1), G∈�0

‖,0(� − -)‖2
I + ‖,1(-G − 1)‖

2
�1
.

We will refer to problem (3.1) as the Total Least Squares Problem.

We will say that problem (3.1) is trivial when the minimum in (3.1) is 0. Observe that problem

(3.1) is trivial if and only if 1 ∈ '(�) + # (,0) + # (,1). In fact, if 1 = �G0 + I0 + I1, with

I 9 ∈ # (, 9 ), 9 = 1, 2, then taking -0 = � + / , where '(/) ⊆ # (,0) and /G0 = I0, it follows

that the pair (-0, G0) is a solution of problem (3.1) and the minimum in (3.1) is 0.

Conversely, if the minimum in (3.1) is 0. Then, there exists -0 ∈ !(�0, �1) and G0 ∈ �0 such

that,,0(� − -0) = 0 and ,1(-0G0 − 1) = 0. Then, -0 = � + /, for some / ∈ !(�0, �1) such

that '(/) ⊆ # (,0) and 1 = -0G0 + I1 for some I1 ∈ # (,1). Hence, 1 = �G0 + /G0 + I1 ∈

'(�) + # (,0) + # (,1).

In the next proposition, we suppose that 1 ∉ '(�) + # (,0) + # (,1). Then the infinite

dimensional extension of problem (3.1) never has solution:

Proposition 3.1. Let � ∈ !(�0, �1),,0 ∈ I(�1),,1 ∈ !(�1) and 1 ∈ �1 for some normed

ideal of operators I such that ,0� is not bounded below. Then problem (3.1) does not have

solution.

Proof. Since 1 ∉ '(�) + # (,0) + # (,1). Then,

‖,0(� − -)‖2
I + ‖,1(-G − 1)‖

2
�1
> 0,

for any (-, G) ∈ !(�0, �1) × �1.

Since,0� is not bounded below, for any Y > 0, there is some G ∈ �0 such that ‖G‖ = 1 and

‖,0�G‖�1
< Y.

Take G′ ∈ �∗
0

such that G′(G) = ‖G′‖�∗
0
= 1 and define

-0 = � + YG′(·) (1 − �G/Y).

Then -0G/Y − 1 = �G/Y − 1 + G′(G)(1 − �G/Y) = 0 and

‖,0(-0 − �)‖I = ‖,0YG
′(·) (1 − �G/Y)‖I

= Y‖G′‖�∗
0
‖,01 −,0�G/Y‖�1

≤ Y(‖,01‖�1
+ 1).
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Therefore, ‖,0(� − -0)‖
2
I
+ ‖,0(-0G/Y − 1)‖

2
�1

≤ Y2(‖,01‖�1
+ 1)2. Since this is true for

arbitrarily small Y > 0 we conclude that problem (3.1) does not have a solution. �

Remark 3.2. We may also formulate the total least squares problem imposing that the variable

operator is in the normed ideal. In this case, no assumption on the weight is necessary in order

to pose the problem (in particular, the problem without weights is also possible). That is, given

� ∈ I(�0, �1), 1 ∈ �1 and ,0,,1 ∈ !(�1), we may consider the problem of determining if

there exists

min
-∈I(�0,�1), G∈�0

‖,0(� − -)‖2
I + ‖,1(-G − 1)‖

2
�1
.

In this case, the same reasoning as in Proposition 3.1 shows that if ,0� is not bounded below

then this problem does not have solution. Note that if I is an ideal of compact operators then

,0� is never bounded below.

In particular, let H and F be real or complex Hilbert spaces and, consider � ∈ !(H , F ),

1 ∈ F and,0 =,1 = , ∈ !(F )+ such that,1/2 ∈ (2. The total least squares problem in this

case is to determine if there exists

(WTLS) min
-∈! (H ,F ), G∈H

‖� − - ‖2
2,, + ‖-G − 1‖2

, .

We will refer to this problem as weighted total least squares problem in Hilbert spaces.

Observe that problem (WTLS) is trivial if and only if 1 ∈ '(�) + # (,). For the rest of this

section, we suppose that 1 ∉ '(�) + # (,).

Corollary 3.3. Let � ∈ !(H , F ), 1 ∈ F and , ∈ !(F )+ such that ,1/2 ∈ (2. Suppose that

38<(H) = ∞. Then problem (WTLS) does not have a solution.

Proof. The result follows from the above proposition because since ,1/2 is a Hilbert-Schmidt

(compact) operator,,1/2� cannot be bounded below. �

Corollary 3.4. Let � ∈ !(H , F ), 1 ∈ F and , ∈ !(F )+ such that ,1/2 ∈ (2. If � is not

inyective then problem (WTLS) does not have a solution.

4. Regularized weighted total least squares on Hilbert spaces

From the previous section we know that the total least squares problem on infinite dimensional

Banach spaces does not have solution unless we are in a trivial case. In this section we consider

an associated problem, namely the Tikhonov regularized problem in infinite dimensional Hilbert

spaces. We show some necessary and some sufficient conditions for the Tikhonov regularized

problem to have solution and we present an example of existence.

Let H ,F , E be real or complex Hilbert spaces, � ∈ !(H ,F ), ) ∈ !(H , E), 1 ∈ F and

, ∈ !(F )+ such that ,1/2 ∈ (2. Consider the following problem: finding the set of solutions

of

(RWTLS) min
-∈! (H ,F ), G∈H

(‖)G‖2 + ‖� − - ‖2
2,, + ‖-G − 1‖2

, ).

We will refer to problem (RWTLS) as the regularized weighted total least squares problem.
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In case (�0, G0) is a solution of problem (RWTLS) and X = ‖)G0‖, it is easy to see that (�0, G0)

is a solution of the WTLS problem with a quadratic constraint, i.e., (�0, G0) is a solution of

min
-∈! (H ,F ), G∈H , ‖)G‖≤X

‖� − - ‖2
2,, + ‖-G − 1‖2

, .

Note that the minimum in (RWTLS) is 0 if and only if 1 ∈ �(# ())) + # (,). We will say

that in this case problem (RWTLS) is trivial.

As in the total least squares problem, there are many cases where the (RWTLS) problem does

not have a solution.

Proposition 4.1. Let � ∈ !(H ,F ), ) ∈ !(H , E), 1 ∈ F and, ∈ !(F )+ such that,1/2 ∈ (2.

If )∗) + �∗,� is not bounded below (e.g. if,1/2� is not bounded below on # ())) then either

the problem (RWTLS) is trivial or it does not have a solution.

Proof. Since)∗)+�∗,� is not bounded below, then it is not difficult to see that ()∗)+�∗,�)1/2

is not bounded below. Therefore, given Y > 0 there exists G ∈ H such that ‖G‖ = 1 and

‖()∗) + �∗,�)1/2G‖ < Y2.

Observe that ‖)G‖2 = 〈)∗)G, G〉 ≤ 〈()∗) + �∗,�)G, G〉 = ‖())∗ + �∗,�)1/2G‖2. Similarly

‖,1/2�G‖2 ≤ ‖())∗ + �∗,�)1/2G‖2.

Consider

-0 = � + 〈·, YG〉(1 − �G/Y).

Then -0G/Y − 1 = �G/Y + ‖G‖2(1 − �G/Y) − 1 = 0 and

‖� − -0‖
2
2,, = ‖〈·, YG〉(1 − �G/Y)‖2

2,, = ‖〈·, YG〉,1/2(1 − �G/Y)‖2
2.

Hence

‖)G/Y‖2 + ‖� − -0‖
2
2,,

+ ‖-0G/Y − 1‖
2
,

= ‖)G/Y‖2 + ‖〈·, YG〉,1/2(1 − �G/Y)‖2
2

=
‖)G‖2

Y2 + ‖〈·, YG〉,1/2(1 − �G/Y)‖2
2

≤
‖)G‖2

Y2 + Y2‖G‖2‖,1/2(1 − �G/Y)‖2

≤
‖)G‖2

Y2 + Y2(‖,1/21‖ + ‖,1/2�G/Y‖)2

≤ Y4

Y2 + Y
2(‖,1/21‖ + Y2)2

≤ Y2(1 + (‖,1/21‖ + Y2)2).

Since this holds for arbitrary Y > 0, either there exists G ∈ # ()) such that,1/2�G = ,1/21 or,

the problem (RWTLS) does not have a solution. �

The following simple example shows that we may have a (RWTLS) problem such that any

finite dimensional restriction of the problem has a solution but the problem itself does not.

Example 4.2. Let H = F = E, let � be any operator, 1 ≠ 0, ,1/2 ∈ S2 injective and ) any

injective compact operator. Then by the above proposition, problem (RWTLS) does not have a

solution.
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On the other hand, suppose that M,N ⊂ H are any finite dimensional subspaces such that

�(M) ⊆ N , and consider the truncated (RWTLS) problem, that is, the problem is to find the

set of solutions of

min
-∈! (M,N), G∈M

(‖) |MG‖
2 + ‖�|M − - ‖2

2,, + ‖-G − 1‖2
, ).

Since ) |M and ,1/2 |N are bounded below, then ‖) |MG‖
2 + ‖�|M − - ‖2

2,,
+ ‖-G − 1‖2

,
is a

coercive continuous function on the finite dimensional space !(M,N) × M. Therefore, the

truncated (RWTLS) has solution.

Remark 4.3. Suppose that (�0, G0) is a solution of problem (RWTLS). Then G0 is a solution of

the smoothing (regularized least squares) problem:

(4.1) min
G∈H

(‖)G‖2 + ‖�0G − 1‖
2
, ).

On the other hand, if � : !(H ,F ) → R is defined as � (-) := ‖� − - ‖2
2,,

+ ‖-G0 − 1‖
2
,

, then

�0 minimizes �.

We now study some necessary conditions for the existence of solution of problem (RWTLS).

Proposition 4.4. Let � ∈ !(H ,F ), ) ∈ !(H , E), 1 ∈ F and, ∈ !(F )+ such that,1/2 ∈ (2.

Suppose that (�0, G0) is a solution of problem (RWTLS) then G0 is a solution of the normal

equation

(4.2) )∗)G + �∗0, (�0G − 1) = 0.

Moreover,,�0 is the following rank one perturbation of,�

(4.3) ,�0 = ,� − 〈·, G0〉, (�0G0 − 1).

In particular, �∗
0
, (�0 − �) = 0.

Proof. Suppose that (�0, G0) is a solution of problem (RWTLS). Then, by the last remark, G0 is

a solution of problem (4.1). Then, G0 is a solution of the normal equation (4.2); see [13, proof

of Theorem 3.2].

On the other hand, by the last remark, since �0 minimizes � and � ∈ C1(!(H , F ),R), �0

must be a critical point of �. By Proposition 2.1, it is not difficult to see that

�� (-)(. ) = 2'4
(
tr((,1/2(- − �))∗,1/2. )

)
+ 2'4

(
〈, (-G0 − 1), .G0 〉

)
= 2'4

(
tr((- − �)∗,. )

)
+ 2'4

(
〈. ∗, (-G0 − 1), G0 〉

)
.

Then, �� (�0)(. ) = 0, for every . ∈ !(H , F ). So that

0 = '4
(
tr((�0 − �)

∗,. )
)
+ '4

(
〈 G0, .

∗, (�0G0 − 1) 〉
)
=

= '4
(
tr(. ∗, (�0 − �))

)
+ '4

(
tr(〈 ·, G0 〉.

∗, (�0G0 − 1))
)
=

= '4
(
tr(. ∗, (�0 − �))

)
+ '4

(
tr(. ∗ 〈 ·, G0 〉, (�0G0 − 1))

)
=

= '4
(
tr(. ∗[, (�0 − �) + 〈 ·, G0 〉, (�0G0 − 1)]

)
.

Thus

, (�0 − �) + 〈·, G0〉, (�0G0 − 1) = 0.

�
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Corollary 4.5. Let � ∈ !(H , F ), ) ∈ !(H , E), 1 ∈ F and, ∈ !(F )+ such that,1/2 ∈ (2.

Suppose that (�0, G0) is a solution of problem (RWTLS). Then

(1 + ‖G0‖
2))∗)G0 + �

∗, (�G0 − 1) =
‖�G0 − 1‖

2
,

1 + ‖G0‖2
G0.

Moreover,

,�0 =,� − 〈·, G0〉,
�G0 − 1

1 + ‖G0‖2
.

Proof. Note that by (4.3),, (�0G0 − 1) = ,�G0 − ‖G0‖
2, (�0G0 − 1) −,1 and thus,

(4.4) (1 + ‖G0‖
2), (�0G0 − 1) =, (�G0 − 1).

Therefore,

‖�G0 − 1‖
2
, = 〈, (�G0 − 1), �G0 − 1 〉 = (1 + ‖G0‖

2) 〈, (�0G0 − 1), �G0 − 1 〉

= (1 + ‖G0‖
2)2 〈 �0G0 − 1,, (�0G0 − 1) 〉 = (1 + ‖G0‖

2)2‖�0G0 − 1‖
2
, ,

and consequently,

�∗, (�G0 − 1) = �
∗, (�0G0 − 1)(1 + ‖G0‖

2)

=
(
�∗0, + 〈·,, (�0G0 − 1)〉G0

)
(�0G0 − 1)(1 + ‖G0‖

2)

=
(
�∗0, (�0G0 − 1) + ‖�0G0 − 1‖

2
,G0

)
(1 + ‖G0‖

2)

= −(1 + ‖G0‖
2))∗)G0 +

‖�G0 − 1‖
2
,

1 + ‖G0‖2
G0,

where we used (4.2) for the last equality. Finally, by (4.3) and (4.4), it follows that ,�0 =

,� − 〈·, G0〉,
�G0−1

1+‖G0‖2 . �

Inspired by the results in [4, 18] for finite dimensional spaces, we prove that the (RWTLS)

problem has a solution (�0, G0) if and only if, G0 minimizes some one-variable function.

Theorem 4.6. Let � ∈ !(H , F ), ) ∈ !(H , E), 1 ∈ F and , ∈ !(F )+ such that ,1/2 ∈ (2.

Let G ∈ H and consider �G : !(H , F ) → R,

�G (-) = ‖)G‖2 + ‖� − - ‖2
2,, + ‖-G − 1‖2

, .

Then, for every G ∈ H , there exists �G ∈ !(H , F ) which minimizes �G .

Moreover

�G (�G) =
‖�G − 1‖2

,

1 + ‖G‖2
+ ‖)G‖2

=: � (G).

Proof. Fixed G ∈ H , proceeding as in the proof of Proposition 4.4, if ��G (-)(. ) = 0 for every

. . Then

(4.5) , (- − �) + 〈·, G〉, (-G − 1) = 0.
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We claim that �G verifies the first order conditions (4.5) if and only if �G has a minimum in

�G . In fact, suppose that �G satisfies (4.5). Then

�G (-) = ‖)G‖ + ‖� − �G ‖
2
2,, + ‖�G − - ‖

2
2,, + 2'4

(
tr[(�G − -)

∗, (� − �G)]
)
+ ‖�GG − 1‖

2
,

+ ‖-G − �GG‖
2
, + 2'4

(
〈, (�GG − 1), -G − �GG〉

)
= �G (�G) + ‖�G − - ‖

2
2,, + ‖-G − �GG‖

2
, ,

where the second equality follows because

tr[(�G − -)
∗, (� − �G)] = tr[(�G − -)

∗〈·, G〉, (�GG − 1)]

= 〈, (�GG − 1), (�G − -)G〉 = −〈, (�GG − 1), -G − �GG〉.

Therefore, �G (-) ≥ �G (�G) for every - ∈ !(H , F ), so that �G is a minimum of �G. The

converse follows from the fact that �G ∈ C1(!(H , F ),R).

Moreover, it is not difficult to see that �G = � +
〈·,G〉

1+‖G‖2 (1 − �G) satisfies (4.5). Therefore, �G

has a minimum.

If �G is a minimum of �G then, �G is a solution of equation (4.5) and proceeding as in Corollary

4.5, it holds that (1 + ‖G‖2)2‖�GG − 1‖
2
,

= ‖�G − 1‖2
,

and ‖� − �G ‖
2
2,,

= ‖G‖2‖�GG − 1‖
2
,
.

Consequently, the minimum of �G is

�G (�G) = min
-∈! (H ,F )

�G (-) = ‖)G‖2 +
‖�G − 1‖2

,

(1 + ‖G‖2)2
+ ‖G‖2

‖�G − 1‖2
,

(1 + ‖G‖2)2

= ‖)G‖2 +
‖�G − 1‖2

,

1 + ‖G‖2
=: � (G).

�

Corollary 4.7. Let � ∈ !(H , F ), ) ∈ !(H , E), 1 ∈ F and, ∈ !(F )+ such that,1/2 ∈ (2.

Then, there exists �0 such that (�0, G0) is a solution of problem (RWTLS) if and only if G0 is a

minimum of �.

In this case, �0 = � +
〈·,G0〉

1+‖G0‖2 (1 − �G0).

Proof. If (�0, G0) is a solution of problem (RWTLS) then, in one hand �G0
(�0) ≤ �G (-), for

every G ∈ H , - ∈ !(H , F ) and, by Theorem 4.6, �G0
has a minimum in �G0

, so that

� (G0) = �G0
(�G0

) = �G0
(�0) ≤ �G (-),

for every G ∈ H , - ∈ !(H , F ). By Theorem 4.6, �G has a minimum for every G ∈ H , then

� (G0) ≤ min
-∈! (H ,F )

�G (-) = � (G)

for every G ∈ H .

Conversely, if G0 is a minimum of � (G) then, by Theorem 4.6,

min
-∈! (H ,F )

�G0
(-) = � (G0) ≤ � (G) = min

-∈! (H ,F )
�G (-) ≤ �G (-),

for every G ∈ H , - ∈ !(H , F ). As proved in Theorem 4.6, �0 := � +
〈·,G0〉

1+‖G0‖2 (1 − �G0) is a

minimum of �G0
and,

�G0
(�0) = min

-∈! (H ,F )
�G0

(-) = � (G0) ≤ �G (-),
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for every G ∈ H , - ∈ !(H , F ). Therefore, (�0, G0) is a solution problem (RWTLS). �

Remark 4.8. In finite dimensional Hilbert spaces, if ) is invertible it is known that� has always

a minimum because � is coercive, therefore (RWTLS) has a solution. See [4, Section 3].

Until now we have seen conditions that a solution of the (RWTLS) must satisfy, but the only

cases in the infinite dimensional setting we presented do not have solution (Proposition 4.1). We

now give an example of a diagonal operator on an infinite dimensional space.

Example 4.9. Let H = F = E = ℓ2, the real Hilbert space of square summable sequences. Let

� be the diagonal operator �G = (0=G=)=, 1 =
∑#
9=1 1 94 9 a finite sequence, where (4 9 ) 9 is the

cononical basis and , a diagonal weight operator, with weights (F=)= in the diagonal. Let us

see that problem (RWTLS) has a solution for ) = d�, for every d > 0.

Observe that, for any U =
∑#
9=1 U 94 9 and any B =

∑
9># B 94 9 ,

� (

#∑
9=1

U 94 9 +
∑
9>#

B 94 9 ) =

∑#
9=1 F 9 (0 9U 9 − 1 9)

2 +
∑
9># F 90

2
9 B

2
9

1 + ‖U‖2 + ‖B‖2
+ d2(‖U‖2 + ‖B‖2).

Thus, for any U, B,

� (

#∑
9=1

U 94 9 +
∑
9>#

B 94 9 ) ≥

∑#
9=1 F 9 (0 9U 9 − 1 9 )

2

1 + ‖U‖2 + ‖B‖2
+ d2(‖U‖2 + ‖B‖2) := ℎ(U, ‖B‖).

Identifying the span of the # first canonical vectors with R# , the function ℎ may be seen as a

function from R#+1 to R. Note that it suffices to prove that ℎ has a minimum that is attained at

a point of the form (U∗, ‖B∗‖) = (Û, 0). Indeed, if we prove it then for any U, B the following

holds,

� (

#∑
9=1

U 94 9 +
∑
9>#

B 94 9 ) ≥ ℎ(U, ‖B‖) ≥ ℎ(Û, 0) =

∑#
9=1 F 9 (0 9 Û 9 − 1 9)

2

1 + ‖Û‖2
+ d2(‖Û‖2) = � (Û).

In other words, Û would be a global minimum of �.

Note also that ℎ is a coercive everywhere differentiable function of # + 1 variables. Then, its

minimum must be attained at a critical point. Thus, it is sufficient to show that for any critical

point (U, ‖B‖), we have ℎ(U, ‖B‖) ≥ minÛ ℎ(Û, 0).

Since,

mℎ

m‖B‖
= −

(
∑#
9=1 F 9 (0 9U 9 − 1 9)

2)2‖B‖

(1 + ‖U‖2 + ‖B‖2)2
+ 2d2‖B‖,

mℎ
m‖B‖

= 0 implies that either B = 0 or

d2
=

(
∑#
9=1 F 9 (0 9U 9 − 1 9)

2)

(1 + ‖U‖2 + ‖B‖2)2
.(4.6)

If B = 0, we are done because the critical point is of the form (Û, 0).

For the other case, since

mℎ

mU 9
=

2F 90 9 (0 9U 9 − 1 9 )(1 + ‖U‖2 + ‖B‖2) − 2U 9 (
∑#
9=1 F 9 (0 9U 9 − 1 9 )

2)

(1 + ‖U‖2 + ‖B‖2)2
+ 2d2U 9 ,
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we have that mℎ
mU 9

= 0 and equation (4.6) imply that
F 90 9 (0 9U 9 − 1 9 )

1 + ‖U‖2 + ‖B‖2
= 0.

Thus, if {1, ..., #} = C ∪ D with F808 = 0 for 8 ∈ C and F808 ≠ 0 for 8 ∈ D, then U 9 =
1 9

0 9
for

every 9 ∈ D.

Suppose first that F 90 9 ≠ 0 for every 9 ≤ # , i.e. C = ∅. Then U 9 =
1 9

0 9
for every 9 ≤ # .

Thus, replacing this again in (4.6), we obtain d = 0, which is a contradiction (and thus only the

case B = 0 is possible).

If C ≠ ∅, say : ∈ C, let (U∗, ‖B∗‖) be a critical point. Thus U∗ =
∑
9∈C U

∗
94 9 +

∑
9∈D

1 9

0 9
4 9 .

and let

Û := (‖B∗‖2 +
∑
9∈C

(U∗9 )
2)1/24: +

∑
9∈D

1 9

0 9
4 9 .

Then, since ‖(Û, 0)‖2
R#+1 = ‖(U∗, ‖B∗‖)‖2

R#+1 , it easy to check that ℎ(Û, 0) = ℎ(U∗, ‖B∗‖), which

is what we wanted to prove.

4.1. The case ) is a multiple of the identity. In this subsection, we find some sufficient

conditions for the existence of solution when the regularization operator ) is a multiple of the

identity. Let � ∈ !(H , F ), ) ∈ !(H , E), 1 ∈ F and , ∈ !(F )+ such that ,1/2 ∈ (2, by

Corollary 4.7, to solve the (RWTLS) problem, is equivalent to minimizing the function �. We

suppose in this section that ) = d1/2� (a multiple of the identity), so that, the problem is to

minimize

� (G) =
‖�G − 1‖2

,

1 + ‖G‖2
+ d‖G‖2,

for a given constant d > 0. We will apply to � the Dinkelbach method, see [4, Section 5.2] and

[17].

Let us call C∗ ≥ 0 to the infimum of� (G), varying G ∈ H . Then the infimum of the expression

‖�G − 1‖2
, + d‖G‖4 + (d − C∗)‖G‖2 − C∗,(4.7)

is 0. Moreover, G0 minimizes � if and only if G0 minimizes (4.7) and in this case, the minimum

of the expression in (4.7) equals 0.

Let us define

q(C) := inf
G
{‖�G − 1‖2

, + d‖G‖4 + (d − C)‖G‖2 − C}.

Then q is a decreasing function and thus it has at most one zero. Moreover, since q(C∗) = 0 by

definition, C∗ is the only root of q.

Corollary 4.10. If d ≥ C∗ then problem (RWTLS) with ) = d1/2� has a unique solution.

Proof. By the above comments, the infimum in (4.7) is 0. Moreover, if we have that d ≥ C∗

then (4.7) is a strictly convex coercive function of G and therefore it has a unique minimizer G0.

By the above comments, G0 is the unique minimizer of � and, by Corollary 4.7, G0 must be the

unique solution of problem (RWTLS). �

Remark 4.11. Suppose d ≥ ‖1‖2
,

then problem (RWTLS) with) = d1/2� has a unique solution.

Indeed, note that since � (0) = ‖1‖2
,

, we have that C∗ is always less than or equal to ‖1‖2
,

.
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How to find C∗. In this subsection we give a characterization of C∗ and as a corollary we present

more sufficient conditions for the existence of solutions of problem (RWTLS). In this subsection,

we suppose that H is a real Hilbert space.

The following lemma, which is a partial extension of [23, Theorem 1] to infinite dimensional

spaces will be a crucial tool for the results in this subsection. See [12].

Lemma 4.12. Let 5 (G) = 〈(G, G〉 + 〈G, 0〉 + B, with ( ∈ !(H) nonnegative, 0 ∈ H , B ∈ R, let

6(G) = ‖G‖2 and let � : R2 → R defined as

� (I) = 〈ΘI, I〉 + 〈I, E〉 − C,

where Θ is a real symmetric nonnegative 2 × 2 matrix, E = (E1, E2) ∈ R
2 and C ∈ R. Then the

following are equivalent:

(i) � ( 5 (G), 6(G)) ≥ 0 for every G ∈ H .

(ii) There exist U, V ∈ R such that for every G ∈ H and every I = (I1, I2) ∈ R
2,

� (I) + U( 5 (G) − I1) + V(6(G) − I2) ≥ 0.

Moreover, if ( is not bounded below, Θ =

(
0 0

0 d

)
and E1 > 0, then U and V can be chosen

nonnegative.

The following gives a characterization of the infimum C∗. See [23] for a similar result on finite

dimensional spaces.

Proposition 4.13. Let � ∈ !(H , F ), 1 ∈ F , , ∈ !(F )+ such that ,1/2 ∈ (2 and d > 0.

The infimum C∗ of � is the maximum of all C ∈ R such that there exist U, V ∈ R such that

� ∈ !(H × R3) is a nonnegative operator, where � is the operator defined as

� :=

©
«

U�∗,� + V� 0 0 −U�∗,1

0 0 0 1−U
2

0 0 d
d−C−V

2

〈·,−U�∗,1〉 1−U
2

d−C−V
2

U‖1‖2
,
− C

ª®®®®
¬
.

Proof. Let us denote 5 (G) = ‖�G − 1‖2
,

and 6(G) = ‖G‖2. Then note that

C∗ =max
C∈R

{C : 5 (G) + d6(G)2 + (d − C)6(G) − C ≥ 0,∀G ∈ H}

= max
C,U,V∈R

{C : I1 + dI
2
2 + (d − C)I2 − C + U( 5 (G) − I1) + V(6(G) − I2) ≥ 0,∀G ∈ H , I1, I2 ∈ R},

where the first equality holds by the comments at the beginning of the section and the last equality

holds from the above lemma applied to 5 (G) = ‖�G−1‖2
,
= 〈�∗,�G, G〉−2〈G, �∗,1〉+〈,1, 1〉

and � (I) = dI2
2
+ I1 + (d − C)I2 − C. Note that, by the above lemma, U and V can be chosen

nonnegative.

Let G ∈ H , I1, I2 ∈ R, H = (G, I1, I2, 1) ∈ H × R3, then

〈�H, H〉 = 〈(U�∗,� + V�)G, G〉 − 2U〈�∗,1, G〉 + (1 − U)I1 + dI
2
2 + (d − C − V)I2 + U‖1‖

2
, − C

= I1 + dI
2
2 + (d − C)I2 − C + U(‖�G − 1‖

2
, − I1) + V(‖G‖

2 − I2).
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Therefore 〈�H, H〉 ≥ 0 for every H = (G, I1, I2, 1) ∈ H ×R3 if and only if I1 + dI
2
2
+ (d − C)I2 −

C + U( 5 (G) − I1) + V(6(G) − I2) ≥ 0; for every G ∈ H , I1, I2 ∈ R.

Finally, note that 〈� (G, I1, I2, 0), (G, I1, I2, 0)〉 = U‖�G‖2
,

+ V‖G‖2 + dI2
2

is nonnegative

because U and V can be chosen nonnegative. �

Let � ∈ !(H , F ), 1 ∈ F , , ∈ !(F )+ such that,1/2 ∈ (2 and d > 0. The regularized least

squares problem

(4.8) min
G∈H

‖�G − 1‖2
, + d‖G‖4,

always has a solution, because the objective function is convex and coercive. Let 0∗ be the

minimum of (4.8).

Corollary 4.14. Suppose that 0∗ ≤ d. Then problem (RWTLS) with ) = d1/2� has a unique

solution.

Proof. It suffices to show that if we take any C > d then for every U, V ∈ R, the matrix � from

Lemma 4.13 is not nonnegative. Indeed, in this case by Lemma 4.13, C∗ ≤ d and by Corollary

4.10, the (RWTLS) problem has a unique solution.

Let H = (G, I1, I2, 1) ∈ H × R3, then

〈�H, H〉 = (1 − U)I1 + dI
2
2 + (d − C − V)I2 − C + U‖�G − 1‖

2
, + V‖G‖2.

Note that if U ≠ 1 then we can always choose I1 so that 〈�H, H〉 < 0. Suppose U = 1. Then

〈�H, H〉 = dI22 + (d − C − V)I2 − C + ‖�G − 1‖2
, + V‖G‖2.

Taking I2 = −
d−C−V

2d
then 〈�H, H〉 = ‖�G − 1‖2

,
+ V‖G‖2 −

(d−C−V)2

4d
− C. Maximizing in V,

〈�H, H〉 ≤ ‖�G − 1‖2
, + (d − C)‖G‖2 + d‖G‖4 − C .

Let G̃ ∈ H such that 0∗ = ‖�G̃ − 1‖2
,
+ d‖G̃‖4. Since 0∗ ≤ d, for H = (G̃, I1,−

d−C−V
2d

, 1) we have

〈�H, H〉 ≤ ‖�G̃ − 1‖2
, + (d − C)‖G̃‖2 + d‖G̃‖4 − C ≤ (d − C)‖G̃‖2 + (d − C) < 0.

Therefore � is not nonnegative. �

5. The restricted regularized total least squares problem

Let � ∈ !(H , F ), ) ∈ !(H , E), 1 ∈ F and , ∈ !(F )+ such that ,1/2 ∈ (2 and consider

problem (RWTLS). Suppose that the regularization operator ) is invertible. Then, in the

finite dimensional case, the existence of solution of problem (RWTLS) is guaranteed by the

fact that the objetive function ‖)G‖2 + ‖� − - ‖2
2,,

+ ‖-G − 1‖2
,

is continuous and coercive on

!(H , F ) × H , see e.g. [32]. A natural approach, in the infinite dimensional case would be to

minimize coercive and weakly continuous (or at least weakly lower-semicontinuous) functions.

Since the norm is weakly lower-semicontinuous on any normed space, the first two terms in

the objective function of the (RWTLS) problem are weakly lower-semicontinuous. Note that, if

the mapping (-, G) ↦→ -G is (jointly) weakly continuous on bounded sets, then the third term

of the objective function ‖-G − 1‖2
,

is also weakly lower-semicontinuous.
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In [6], a regularized total least squares problem is studied on infinite dimensional Hilbert

spaces. There an existence theorem is proved but their proof assumes a crucial property,

which as we will see, is not satisfied in many reasonable cases. Their results follows from an

assumption (assumption (�1) in [6]) which translates to the fact that, for example the bilinear

mapping defined as

� : S2 ×H → H

(-, G) ↦→ -G,

is weak-to-norm continuous. But, this is not true: any orthonormal basis (4=)= is weakly null

(weak convergent to 0) in H and if -= = 〈·, 4=〉41 (a rank 1 operator defined on H ) then (-=)= is

also weakly null in S2; indeed if  ∈ S2 then 〈-=,  〉 = tr(〈·, 4=〉41 
∗) = 〈 ∗41, 4=〉 → 0. But

-=4= = 41 for every =, and thus (-=4=)= does not converge to zero in any topology. Therefore

� is not weak-to-weak continuous. The same example shows that the function (-, G) ↦→ ‖-G‖2

is not weakly lower-semicontinuous. Moreover, since (-=)= also converges to 0 in the strong

operator topology (SOT), � is also not ($)×weak to weak continuous.

In order to assure existence of solution we may restrict either the set of operators or the set of

vectors to smaller sets which have some kind of compacity. The aim of this section is to show

that this is a delicate problem. We present a restricted regularized total least squares problem

in a general setting and show some cases in which we can assure the continuity of the bilinear

mapping and hence the existence of solution. In the final subsection we show some very natural

examples in which the bilinear mapping fails to be continuous.

5.1. Restricted regularized total least squares problem. The continuity of the bilinear map-

ping can be used to prove existence of a regularized total least squares problem when restricted

to suitable sets.

Let �0, �1, �2 be infinite dimensional Banach spaces, I ⊂ !(�0, �1) be any normed ideal of

operators and � ⊂ I and � ⊂ �0 closed convex subsets.

Given � ∈ � ⊂ I,) ∈ !(�0, �2) and 1 ∈ �1, we consider the following restricted regularized

total least squares problem: find the set of solutions of

(RRTLS) min
-∈�⊂I , G∈�⊂�0

5 (‖)G‖�2
, ‖� − - ‖I , ‖-G − 1‖�1

)

with 5 : R3
≥0

→ R≥0 is any continuous, increasing and coercive function. For example, if

5 (C0, C1, C2) = C
2
0
+ C2

1
+ C2

2
, then the function we should minimize is the same as in the previous

section.

The most simple situation is when one of the subsets, � or � is norm compact:

Proposition 5.1. Suppose that ) is bounded below and that either:

(1) � is compact, � = �0 with �0 reflexive.

(2) � = I is a reflexive Banach space of operators and � is compact.

(3) � = I = !(�0, �1) with �1 is reflexive and � is compact.

Then the (RRTLS) problem admits solution.
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Proof. Let 6(-, G) := 5 (‖)G‖�2
, ‖� − - ‖I , ‖-G − 1‖�1

) and let � : I × �0 → �1, �(-, G) =

-G. Since 5 is coercive and ) is bounded below, 6 is also coercive. Thus we may restrict

the minimization problem to �̃ and �̃, the intersection of � and � with some closed balls,

respectively.

(1) The function (-, G) ↦→ -G is continuous from (�̃, ‖ · ‖I) × (�̃, F) to (�1, F). In fact,

let H′ ∈ �∗
1
, let (-=)= ⊂ �̃ be a norm convergent sequence to - and (H_)_ ⊂ �̃ be a

weak convergent net to H. Then

|H′(�(-=, H_) − �(-, H)) | ≤ |H′(�(-= − -, H_)) | + |H′(�(-, H_ − H)) |.

The first term tends to zero because -=
‖·‖
−→ - , (H_)_ is bounded and � is norm bounded.

The second term approaches to zero because H′(�(-, ·)) is a continuous linear functional

on �0 and H_
F
→ H.

Thus, since the norm is a weakly-lower semicontinuous function, the composition

(-, G) ↦→ ‖-G − 1‖�1
is weakly-lower semicontinuous. Similarly, the function G ↦→

‖)G‖�2
is weakly-lower semicontinuous because) is weak to weak continuous and - ↦→

‖�−- ‖I is continuous. Thus 6 is weakly-lower semicontinuous on (�̃, ‖ · ‖I) × (�̃, F),

see [24, Lemma 1.7]. Finally, since �0 is reflexive, (�, ‖ · ‖I) × (�̃, F) is compact and

therefore 6 attains its minimum.

(2) The proof is similar, using that (-, G) ↦→ -G is continuous from (�̃, F) × (�̃, ‖ · ‖�0
) to

(�1, F) and the compactness of (�̃, F) × (�̃, ‖ · ‖�0
).

(3) The proof is the similar, proving the continuity of (-, G) ↦→ -G from (�̃,,$)) ×

(�̃, ‖ · ‖�0
) to (�1, F). We must also use the fact that the closed unit ball of !(�0, �1)

is WOT-compact when �1 is reflexive.

�

Whenever I = !(�0, �1), the following result allows us to prove the existence of solution of

problem (RRTLS) when we ask � a condition which is weaker than compacity, namely weak

equicompacity.

The following definition was given in [28]:

Definition 5.2. A subset� ⊂ !(�0, �1) is said to be weakly F0-equicompact if for every weakly

null sequence (H=)= ⊂ �0 there exists a subsequence (H=: ): such that (-H=: ): converges weakly

uniformly for - ∈ � to 0.

Proposition 5.3. Suppose that ) is bounded below and that � ⊂ !(�0, �1) is a closed and

convex set which is weakly F0-equicompact set of operators and that � = �0 is a reflexive

Banach space.

Then the (RRTLS) problem admits solution.

Proof. We first observe that in this case the bilinear mapping � is (�,,$)) × (�, F) to (�1, F)

continuous. This is a direct consequence of [28, Lemma 2.6], which tells us that ((G=−G)
F

−→ 0

uniformly for ( ∈ �, for any G=
F

−→ G.

Now, if 6(-, G) := 5 (‖)G‖�2
, ‖�− - ‖, ‖-G− 1‖�1

), then 6 is coercive. Thus we may restrict

the minimization problem to � × �̃, where �̃ is the intersection of � with some closed ball.
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Also, since the operator norm is ,$) lower semicontinuous, we may proceed as in (1) of

Proposition 5.1 to show that 6 is lower semicontinuous on (�,,$)) × (�̃, F). Since � is

closed and convex, it is,$)-compact. Therefore, 6 attains its minimum on � × �. �

Remark 5.4. Note that the conclusion of Propositions 5.1 and 5.3 remain true for arbitrary ) if

we suppose additionally that � is bounded. In particular, this gives us existence results for the

restricted total least squares problem without regularization.

We present now an example showing that the above result can be applied to assure the

existence of solution of problem (RRTLS) on sets of triangular operators. This example is

similar to Example 4.9, here 1 is allowed to be any vector in ℓ2, but we must restrict to a proper

subsets of operators.

Example 5.5. Let H = F = E = ℓ2, � ∈ !(ℓ2), 1 ∈ ℓ2, ) ∈ !(ℓ2) bounded below. We

show that (RRTLS) has solution when we minimize on a set �# of operators which contains all

operators with lower triangular matrix representations: given # ≥ 0 let

�# = {- ∈ !(ℓ2) : 〈-4 9 , 48〉 = 0 for 8 < 9 + #}.

Since 6(-, G) := 5 (‖)G‖2, ‖� − - ‖, ‖-G − 1‖2) is coercive, we may restrict G and - to some

closed balls. Thus, by Proposition 5.3, it suffices to see that for A > 0, A�I ∩ �# is a weakly

F0-equicompact set of operators. By [29, Corollary 2.3] this can be proved if we show that for

each H ∈ ℓ2, the sets (A�I ∩ �∗
#
)H := {-∗H : - ∈ �# , ‖- ‖ ≤ A} are relatively compact sets in

ℓ2. This is easily seen applying a classical result of Fréchet (see e.g. [20, Theorem 4]), according

to which it suffices to see that given Y > 0, there is some = such that for every -∗ ∈ A�I ∩ �∗
#

,∑
9>=

〈-∗H, 4 9 〉
2 < Y.

Let = be such that that
∑
9>=−# H

2
9
< Y/A2 and denote by H=−# the tail of H so that ‖H=−# ‖2 < Y/A2.

Let - ∈ A�I ∩ �# , then

∑
9>=

〈-∗H, 4 9 〉
2
=

∑
9>=

( ∑
;>=−#

H; 〈-
∗4; , 4 9 〉

)2

=

∑
9>=

〈-∗H=−# , 4 9 〉
2 ≤ ‖-∗‖2‖H=−# ‖2 < Y.

For I =  (�0, �1), the space of compact operators, we can assure the existence of solution of

the (RRTLS) problem restricted to weakly compact sets whenever the space �0 has the Dunford-

Pettis property. To achieve this we prove that the bilinear mapping in this case is weakly

sequentially continuous. We will actually see in the next proposition that the Dunford-Pettis

property characterizes this continuity for the bilinear mapping.

Recall that a Banach space �0 is said to have the Dunford-Pettis property if for each Banach

space �1, every weakly compact linear operator ( : �0 → �1 is completely continuous, i.e., (

takes weakly compact sets in �0 onto norm compact sets in �1. An important characterization

for �0 to have the Dunford-Pettis property is that for any weakly null sequences (G=)= of �0 and

(H′=)= of the dual space �∗
0
, the sequence H′= (G=) converges to 0. See [16, Theorem 1].

Some examples of spaces with the Dunford-Pettis property are � ( ) spaces, !1(`)-spaces

and spaces whose duals are either � ( ) or !1(`)-spaces, spaces of analytic functions like �∞
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or the disc algebra or the spaces of smooth functions on the =-dimensional torus � (:) (T=). We

refer the reader to [16, 8].

Proposition 5.6. Let � :  (�0, �1) × �0 → �1 be the bilinear mapping,

�(-, H) = -H.

Then � is weakly sequentially continuous (that is, � sends weakly convergent sequences in �0

and  (�0, �1) to a weakly convergent sequence in �1) if and only if �0 is a Banach space with

the Dunford-Pettis property.

In this case, if � ⊂  (�0, �1) and � ⊂ �0 are a weakly-compact sets then the (RRTLS)

problem admits solution.

Proof. Suppose first that �0 lacks the Dunford-Pettis property. Then, there are weakly null

sequences (H=)= ⊂ �0 and (H′=)= ⊂ �∗
0

such that H′= (H=) → 1. Take any nonzero vector H1 ∈ �1

and define -= (H) = H
′
= (H)H1. Thus, I(-∗

= (H
′)) = I(H′=)H

′(H1) → 0 for every I ∈ �∗∗
0

and every

H′ ∈ �∗
1
. Thus -=

,$)∗
−→ 0. By [21, Corollary 3], ()=)= converges weakly to 0.

On the other hand, �(-=, H=) = H
′
= (H=)H1 → H1 ≠ �(F − lim -=, F − lim H=) = �(0, 0) = 0.

Therefore, � is not weakly sequentially continuous.

Conversely, suppose now that �0 has the Dunford-Pettis property. Since � ⊂ �0 is weakly

compact then for each sequence (H=)= ⊂ �, H′= (H=) → 0 for every weakly null sequence (H′=)=.

See [2, Proposition 2.1, Proposition 2.3] and [16].

Let H=
F

−→ H, -=
F

−→ - and take H′ ∈ �∗
1
. Since weak convergence implies ,$)∗

convergence, it is not difficult to see that (H′ ◦ (-= − -))= is a weakly null sequence in �∗
0
, and

thus

H′ ◦ (-= − -)(H=) → 0.

Therefore H′(�(-=, H=) − �(-, H)) = H′(�(-=, H=) − �(-, H=)) + H
′(�(-, H=) − �(-, H)) =

H′ ◦ (-= − -)(H=) + (H′ ◦ -)(H= − H) → 0. Hence, � is weakly sequentially continuous.

In this case, if � ⊂  (�0, �1) and � ⊂ �0 are weakly-compact sets then the (RRTLS)

problem admits solution. In fact, since the norm is a weakly-lower semicontinuous function,

the composition (-, G) ↦→ ‖-G − 1‖�1
is sequentially weakly-lower semicontinuous. Then, if

6(-, G) = 5 (‖)G‖�2
, ‖�−- ‖, ‖-G−1‖�1

), then 6 is sequentially weakly-lower semicontinuous

on (�, F) × (�, F), see [24, Lemma 1.7]. Finally, since � and � are weakly compact, by the

Eberlein-Smulian Theorem, they are sequentially weakly compact and therefore 6 attains its

minimum. �

In the previous theorem we can drop the hypothesis that - ∈  (�0, �1) to prove that �

is weakly sequentially continuous. That is, consider � : !(�0, �1) × �0 → �1 the bilinear

mapping,

�(-, H) = -H,

and �0 a Banach space with the Dunford-Pettis property. Then, for any weakly-compact sets

� ⊂ !(�0, �1) and � ⊂ �0, the (RRTLS) problem admits solution. Note also that since ) need

not to be bounded below here, we can also conclude the existence of solution for the restricted

total least squares problem without regularization.
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5.2. A variant to the regularized total least squares problem. We now briefly present a

modification to the regularized total least squares problem which gives rise to a weak continuous

bilinear mapping.

Let �0, �1, �2, �3 be infinite dimensional Banach spaces, I ⊂ !(�1, �2) be any normed

ideal of operators.

Given � ∈ I, ) ∈ !(�0, �3),  ∈  (�0, �1) a compact operator and 1 ∈ �2, we may

consider the following problem: find the set of solutions of

min
-∈I, G∈�0

5 (‖)G‖�3
, ‖� − - ‖I , ‖- G − 1‖�2

)

with 5 : R3
≥0

→ R≥0 is any continuous, increasing and coercive function.

The fact that  is a fixed compact operator implies that ( G_)_ is norm convergent for

any weakly convergent net (G_)_. Thus the bilinear mapping (-, G) ↦→ - G is weak-to-weak

continuous. Therefore, proceeding as in Proposition 5.1 (2) and (3), it can be shown that the

above problem admits solution whenever I and �0 are reflexive or I = !(�1, �2) and �0 and

�2 are reflexive.

A typical example where this result can be applied is when �0 is a Sobolev space, �1 is

an appropriate !? space and  is the inclusion �0 ↩→ �1. In this case, the well-known

Rellich-Kondrachov theorem assures the compactness of the inclusion.

5.3. Counterexamples to the weak continuity of the bilinear mapping. Restricting the

(RWTLS) problem to different types of operators we would obtain slightly different bilinear

mappings. The following examples show that these bilinear mappings are usually not weak-to-

weak continuous.

Example 5.7. On the Hilbert space !2(Ω), consider an integral Hilbert-Schmidt operator,

�0 5 (B) =

∫
Ω

:0 (B, C) 5 (C)3C,

where :0 ∈ !2(Ω2). Recall that ‖�0‖2 = ‖:0‖!2 (Ω2) . We show that the bilinear mapping

� : !2(Ω2) × !2(Ω) → !2(Ω)

(:, 5 ) ↦→ �(:, 5 )(B) =

∫
Ω

: (B, C) 5 (C)3C,

is not weak-to-norm continuous. Let (4=)= be any orthonormal basis of !2(Ω) (thus a weakly

null sequence) and take 6 ∈ !2(Ω). Define := (B, C) = 6(B)4= (C). It is easy to see that (:=)= is

weakly null in !2(Ω2).

But

�(:=, 4=)(B) = 6(B)

∫
Ω

4= (C)4= (C)3C = 6(B).

Therefore, :=
F
→ 0 and 4=

F
→ 0 but �(:=, 4=) = 6 for every =.

Recently, in [30] it was proposed to study a variant of the problem by restricting the set of

vectors to the weakly compact set � ⊂ !1, consisting on all the functions whose essential image

is contained in [31, 32], with 0 < 31 < 32. We see in the following example that, in the context
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of integral operators, the weak-to-weak continuity of the bilinear mapping !2 × � → !1 is not

satisfied.

Example 5.8. On !? (Ω), Ω = [0, 2c], consider the problem (RRTLS) associated to an integral

operator,

�0 5 (B) =

∫
Ω

:0 (B, C) 5 (C)3C,

where :0 ∈ !@ (Ω2), for 1 ≤ ?, @ < ∞. We prove that, for some weakly compact subsets

� ⊂ !@ (Ω2) and � ⊂ !? (Ω), the bilinear mapping

� : � × � → !? (Ω)

(:, 5 ) ↦→ �(:, 5 )(B) =

∫
Ω

: (B, C) 5 (C)3C,

is not weak-to-weak continuous.

In fact, let 5=(C) = 2 − cos(=C) ∈ !? ([0, 2c]) and := (B, C) = 2 + cos(=C) ∈ !@ ([0, 2c]2), for

arbitrary ?, @. Note that both 5= and := are uniformly bounded above and below by 3 and 1

respectively, thus both sequences are contained in weakly compact sets. Moreover, since cos(=C)

converge weakly to 0 in !? ([0, 2c]) for any ?, we have that

5=
F
→ 2, and :=

F
→ 2,

(where 2 denotes the constant function). Then

�(2, 2) = �(F − lim :=, F − lim 5=) =

∫ 2c

0

4 = 8c.

But, on the other hand,

�(:=, 5=)(B) =

∫ 2c

0

(2 + cos(=C))(2 − cos(=C))3C = 8c −

∫ 2c

0

cos2(=C)3C = 7c.

Therefore, � is not weak to weak continuous.

Note also that a similar reasoning may have be done when either ? or @ equal ∞ replacing the

weak topology by the weak∗ topology.

Remark 5.9. The above example shows, once again, that the existence of solution of (RRTLS)

is a subtle problem. Indeed, since !1(Ω) has the Dunford-Pettis property, if we take in the

above example � to be a weakly compact set of bounded operators on !1(Ω) (instead of a

weakly compact set of kernels in !@ (Ω2)) then, by Proposition 5.6, the bilinear mapping has the

necessary continuity in order to prove the existence of solution of (RRTLS).

To assure the existence of solution for problem (RRTLS), in the case when non-reflexive

spaces are involved, one would have to prove that the associated bilinear mapping is weak∗-

continuous (or ,$)-continuous in the case of !(H)). Our last example shows that if we do

not restrict the domain then the bilinear mapping �(-, H) = -H lacks the desired continuity on

a very general situation.
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Example 5.10. Let �0 be any infinite dimensional Banach space. Then, there is a weakly null

net (H_)_ contained in the sphere of �0. Take now H′
_
∈ �∗

0
of norm 1 such that H′

_
(H_) = 1. By

taking a subnet, we may suppose that H′
_

converge in the weak∗ topology to some H′ in the closed

unit ball of �∗
0
. Take 0 ≠ H1 ∈ �1. Then (H′

_
(·)H1)_ is a net in !(�0, �1) that is,$)-convergent

to H′(·)H1. Moreover �(H′
_
(·)H1, H_) = H1 for every _ and �(H′(·)H1, 0) = 0. Therefore � is not

,$)×weak continuous.
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