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A CONSTRAINED SHAPE OPTIMIZATION PROBLEM IN

ORLICZ-SOBOLEV SPACES

JOÃO VITOR DA SILVA, ARIEL M. SALORT, ANALÍA SILVA
&

JUAN F. SPEDALETTI

Abstract. In this manuscript we study the following optimization problem:
given a bounded and regular domain Ω ⊂ RN we look for an optimal shape for
the “W−vanishing window” on the boundary with prescribed measure over all
admissible profiles in the framework of the Orlicz-Sobolev spaces associated
to constant for the “Sobolev trace embedding”. In this direction, we establish
existence of minimizer profiles and optimal sets, as well as we obtain further
properties for such extremals. Finally, we also place special emphasis on an-
alyzing the corresponding optimization problem involving an “A−vanishing
hole” (inside the domain) with volume constraint.

1. Introduction

1.1. A brief historic overview. Shape optimization problems constitute an im-
portant landmark concerning the modern development of the mathematical theory
of optimization. Such issues are a longstanding subject of investigation, and cur-
rently they yet deserve increased attention by the academic community due to their
intrinsic connection with several pivotal questions coming from pure and applied
sciences. Some enlightening examples of such issues appear in eigenvalue problems
with geometric constraints, optimization problems with constrained perimeter or
volume, optimal design problems, problems in structural optimization, free bound-
ary optimization problems, just to mention a few.

Heuristically, a shape optimization problem can be mathematically written as
follows:

min {J (O) : O ⊂ Ω with O fulfilling a certain property P} ,

where Ω ⊂ RN is a bounded open set, O is an a priori unknown configuration
(in general satisfying a specific property related to some constraint) and J is a
“cost functional”, which in several situations has an explicit integral representation,
whose link with the competing configuration O arises via a solution of a PDE (cf.
[7], [27] and [45] for nice surveys with a number of illustrative examples, we also
recommend the reading of [3], [10], [11], [17], [20], [25], [21], [31], [35], [39] and [46]
for other references with regard to free boundary and shape optimization problems).
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In the scope of the modern Analysis and PDE’s theory, the Sobolev Trace Em-

bedding Theorem, namely
W 1,p(Ω) →֒ Lq(∂Ω)

with the associated estimate for a constant S > 0 (Sobolev trace constant)

S‖u‖p
Lq(∂Ω) ≤ ‖u‖p

W 1,p(Ω) (Sobolev trace inequality)

constitutes a fundamental tool in order to study certain issues in mathematics such
as eigenvalue and Steklov type problems, functional type inequalities, existence and
solvability of boundary-value problems among others.

Historically, optimization problems associated to the best constant for Sobolev

trace embedding, namely

Sp,q = inf

{

∫

Ω |∇u|p + |u|pdx
(∫

∂Ω
|u|qdHN−1

)

p
q

: u ∈ W 1,p(Ω) \W 1,p
0 (Ω)

}

,

have received a warm attention by several authors in the last decades. The list of
contributions is fairly diverse including aspects such as uniform bounds, symmetry
properties, asymptotic behavior, local regularity of extremals and their free bound-
aries, approximations and many others (cf. [9], [12], [16], [18], [19], [21], [22], [23],
[42] and [43] for more details). Particularly, we must highlight that in [12], [13],
[18], [19] and [22] the authors studied for the p−Laplacian operator the problem
of finding an optimal hole/window into the domain (resp. on the boundary) with
prescribed measure associate to best constant for the Sobolev trace embedding.
More precisely, they analyze the following quantity:

(S.E.C.) S(Γ) = inf
u∈XΓ

∫

Ω |∇u|p + |u|pdx
(∫

∂Ω
|u|qdHN−1

)

p
q

,

where 1 ≤ q < p⋆ = p(N−1)
N−p

(the critical exponent in the Sobolev trace embedding)

and

XΓ =
{

u ∈ W 1,p(Ω) \W 1,p
0 (Ω); u = 0 L

N − a.e. in Γ (resp. HN−1 a.e. on ∂Γ)
}

,

where L
N (resp. HN−1) stands for the N−dimensional Lebesgue measure (resp.

(N − 1)−dimensional Hausdorff measure). Furthermore, another important issue
in these works regards to the following shape optimization problem: for any fixed
0 < α < 1 the optimization problem

S(α) = inf

{

S(Γ) : Γ ⊂ Ω (resp. Γ ⊂ ∂Ω) s.t.
L

N (Γ)

LN (Ω)
= α

(

resp.
HN−1(Γ)

HN−1(∂Ω)
= α

)}

is achieved by a pair (u0,Γ0) (an existence result). Moreover, under suitable
regularity assumptions on the boundary, they obtain that Γ0 = {u = 0} (an explicit
characterization result).

In the same way that in the classical Sobolev spaces, such trace embedding
also plays a significant role in more general contexts governed by spaces with non-
standard growth, for which naturally we can quote the well-known Orlicz-Sobolev

spaces (cf. [1], [8], [9] and [15] for such subjects). Such spaces extend the classical
notion of Sobolev spaces to a context with non-power nonlinearities (cf. [5] and
[40]), and currently such spaces are fully understood and studied in Analysis, PDE’s,
Free boundary problems, etc (cf. [2], [26], [30] and [41] for some surveys, and [24],
[33], [35], [36] and [38] for some applications in PDE’s theory).
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According to our knowledge, up to the date, there is no research concerning such
optimization problems (S.E.C.) in general sceneries with non-standard growth. For
this very reason, such lack of investigations was one of our main starting points in
considering shape optimization problems associate to the Sobolev trace embedding
in the framework of Orlicz-Sobolev spaces.

1.2. Statement of main results. For the functional implementations in this ar-
ticle, we define the Orlicz-Sobolev embedding constant as follows:

(O.S.E.C.) SG,H := inf
u∈X

∫

Ω
G(|∇u|) + G(|u|)dx
∫

∂Ω H(|u|)dHN−1
,

where X = W 1,G(Ω) \ W 1,G
0 (Ω) is an admissible functional class defined under

Orlicz-Sobolev spaces, and G and H (throughout this manuscript) are suitable
Young functions, both to be clarified a posteriori, see Section 2 for more details.
It is worth highlighting that such a quantity (O.S.E.C.) is linked to some extent
with the compact trace embedding

W 1,G(Ω) →֒ LH(∂Ω),

where H and G fulfill a certain compatibility condition, see Theorem 2.7 for details.

Different from the Rayleigh quotient in (S.E.C.), our definition employs an
inhomogeneous quotient. This imposes an extra difficulty in our problem, which
will be overcame by asking a “normalization” of boundary term (the associated
modular), and then, we consider the class of admissible functions subject to such a
constraint. Furthermore, we point out that different from its p−power counterpart
(cf. [12], [19] and [22]), this version involves further extensions and difficulties that
are treated and resolved throughout this manuscript.

In face of the previous statements, the first purpose of our manuscript consists in
analyzing the shape optimization problem related to the “analogue” trace embed-
ding constant associated to the Orlicz-Sobolev spaces. In this direction, we consider
a regular and bounded domain Ω ⊂ RN and a subset of the boundary W ⊂ ∂Ω (a
“window”) such that W 6= ∂Ω. Thus, we define the minimization problem

(Min) SG,H(W) := inf

{
∫

Ω

G(|∇u|) +G(|u|)dx :
∫

∂Ω

H(|u|)dHN−1 = 1

}

,

where the infimum is taken over the set

XW := {u ∈ X: u = 0 HN−1 − a.e. on W}.
In our researches, the constant SG,H(W) represents the counterpart for the first
H-Steklov eigenvalue of the “G−Laplacian operator”, which is defined as

∆Gu := div

(

G′(|∇u|)
|∇u| · ∇u

)

.

Furthermore, notice that if G(t) = H(t) = 1
p
tp for p > 1, then we fall into the

well-known case of the Steklov eigenvalue for the p−Laplacian operator.

Next, let 0 < α < HN−1(∂Ω) be a fixed constant. Taking into account (Min),
we define the following shape optimization problem:

(α−Window) SG,H(α) := inf{SG,H(W ) : W ⊂ ∂Ω and HN−1(W ) = α}.
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In this framework, a set W ⊂ ∂Ω in which the above infimum is achieved so-called
optimal window for the constant SG,H(α).

Our first result provides the existence of minimizers and optimal shapes for our
optimization problem, with a lower bound estimate for the null set of minimizers.

Theorem 1.1. Let 0 < α < HN−1(∂Ω) be a fixed quantity. Then

(1) There exists a function u0 ∈ X with HN−1({u0 = 0}) ≥ α such that

SG,H(α) =

∫

Ω

G(|∇u0|) +G(|u0|)dx.

(2) There exists a set W0 ⊂ ∂Ω such that

HN−1(W0) = α and SG,H(α) = SG,H(W0).

In contrast with previous result, now we establish that minimizers have an
α−sharp measure provided we assume enough regularity on the boundary.

Theorem 1.2. Suppose that the assumptions from Theorem 1.1 are in force. If

∂Ω is an enough regular set, let us say C1,β, then HN−1({u0 = 0}) = α.

It is worth to mention that any optimization pair (u,W) coming from Theorem
1.1 is linked thought the following singular/degenerate elliptic PDE:











−div
(

G′(|∇u|)
|∇u| · ∇u

)

+ g(|u|)u
|u| = 0 in Ω \W

g(|∇u|) ∇u
|∇u| · η = SG,H(W)h(|u|)u|u| on ∂Ω \W

u = 0 on W.

In comparison to previous results in the literature, namely [12], [21] and [22], our
results include the case where the PDE/Neumann condition become “singular”.

In final part of article, we put special attention to the shape optimization problem
for finding an optimal interior hole A ⊆ Ω with prescribed volume associated to the
“Orlicz-Sobolev embedding” constant, i.e.,

(1.1) SG,H(A) := inf

{
∫

Ω

G(|∇u|) +G(|u|)dx :
∫

∂Ω

H(|u|)dHN−1 = 1

}

,

where the infimum is taken in the class

XA :=
{

u ∈ W 1,G(Ω) \W 1,G
0 (Ω): u = 0 a.e. in A

}

.

In the same way we can consider an optimal design problem associated to the
constant SG,H(A), as follows: for α ∈ (0,LN (Ω)) we define

(α−Hole) S(α) = inf
{

SG,H(A) : A ⊂ Ω and L
N (A) = α

}

.

A set A ⊂ Ω in which the above infimium is achieved is called optimal interior hole.

The following result is the analogous one of Theorems 1.1 and 1.2 for the op-
timization of a hole into the domain instead on the boundary. The case of the
p−Laplacian operator with Steklov boundary condition it was considered in [22].

Theorem 1.3. Given 0 < α < L
N (Ω). There exists a set A0 ⊂ Ω such that

L
N (A0) = α and SG,H(A0) = S(α). Moreover, every corresponding extremal u0 to

(α−Hole) verifies that LN ({u0 = 0}) = α.
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In the next result we prove that there is no upper bound for SG,H(A), where
A ⊂ Ω is an optimal interior hole.

Theorem 1.4. Let 0 < α < L
N (Ω) be a fixed quantity. Then, the following

statement holds true:

sup{SG,H(A) : A ⊂ Ω and L
N (A) = α} = +∞.

Next, in order to give sense to “Orlicz-Sobolev trace constant” for functions
vanishing in a negligible subset (zero N−dimentional Lebesgue measure) we will
need to consider the space

W 1,G
A (Ω) = C∞

0 (Ω \A)

where the closure is taken in W 1,G−norm, i.e., W 1,G
A (Ω) are the functions that can

be approximated by smooth functions that vanish in a neighborhood of A (compare
with [26, Theorem 7.1.7]).

In this context the “Orlicz-Sobolev constant” is defined as

SA = inf
W

1,G
A

(Ω)

{
∫

Ω

G(|u|) +G(|∇u|)dx :
∫

∂Ω

H(|u|)dHN−1 = 1

}

.

At this point, it is important to question when SA recovers the usual “Orlicz-
Sobolev trace constant”, i.e., when SA = S∅. A key ingredient for this result is the
notion of G−capacitary sets (see section 6 for more details). We prove the following
necessary and sufficient condition to this to hold.

Theorem 1.5. SA = S∅ if and only if CapG(A) = 0.

Next, we address the continuity of SA with respect to A in the Hausdorff topology.
Furthermore, we establish the continuity of corresponding extremals (in the W 1,G

norm) with respect to the Hausdorff topology of the sets A.

Theorem 1.6. Let A,Ak be closed sets such that

distH(A,Ak) → 0 as k → ∞.

Then,

|SAk
− SA| → 0 as k → ∞.

Moreover, if uk is an extremal for SAk
normalized such that

∫

∂Ω
H(|uk|)dHN−1 = 1,

then up to a subsequence,

uk → u strongly in W 1,G
A (Ω)

and u is an extremal for SA.

In conclusion, a natural issue is what can be inferred about the extremals u and
“the optimal set” {u = 0} ⊂ ∂Ω when the domain has certain symmetry. In our
last result, we prove that (when Ω is a unity ball) there exists an extremal (resp.
an optimal window) spherically symmetric.

Theorem 1.7. Let Ω = B1 and let 0 < α < HN−1(∂Ω) fixed. Then, there exists

an optimal window which is a spherical cap.
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Organization of the paper. Our manuscript is organized as follows: in Section
2 we collect some preliminary results in the framework of Orlicz-Sobolev spaces.
In Section 3 we present a number of properties for minimizers of our optimization
problem. Section 4 is devoted to analyze our shape optimization problem and its
features. In Sections 5 and 6 we establish existence and further results for extremals
and optimal sets for the corresponding A−vanishing optimization problem. Finally,
Section 7 is dedicated to prove a spherical symmetrization result.

2. Technical tools

In this section we introduce some well-known definitions and auxiliary results.

2.1. Young functions. We consider the well-known set of Young functions. A
function G : R+ → R in this class admits the following representation

G(t) =

∫ t

0

g(s) ds, t ≥ 0,

where g : [0,∞) → [0,∞) has the following properties:

(i) g(0) = 0,
(ii) g(s) > 0 for s > 0,
(iii) g is right continuous at any point s ≥ 0,
(iv) g is nondecreasing on (0,∞).

The following lemma provides several useful properties on Young functions.

Lemma 2.1. [26, Lemma 3.2.2]. A Young function G is continuous, nonnegative,

strictly increasing and convex on [0,∞). Moreover,

(i) G(0) = 0 and lim
t→+∞

G(t) = ∞;

(ii) lim
t→0+

G(t)

t
= 0 and lim

t→+∞
G(t)

t
= ∞.

For our purposes we consider Young functions satisfying the so-called ∆2−condition.

Definition 2.2. A Young function G satisfies the ∆2 condition (or doubling con-
dition) if

G(2t) ≤ CG(t)

for all t ≥ 0 for a fixed positive constant C.

In particular, (cf. [26, Theorem 3.4.4]) a Young functionG satisfies the ∆2−condition
if and only if

lim sup
t→∞

tG′(t)

G(t)
< ∞.

It is worth mentioning that such a kind of growing condition appears naturally when
studying Orlicz-Sobolev spaces. Furthermore, we must compare such a condition
with one considered in the Lieberman’s pioneering work [33],

(2.1) g− − 1 ≤ tg′(t)

g(t)
≤ g+ − 1 ∀ t > 0,
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for constants 0 < g− ≤ g+ < ∞, which establishes regularity estimates for weak
solutions in Orlicz-Sobolev spaces. In fact, it is straightforward to see that such a
condition implies that

g− ≤ tG′(t)

G(t)
≤ g+ ∀ t > 0.

Finally, the following version of the triangle inequality for Young functions holds.

Lemma 2.3 ([24, Lemma 2.6]). Let G be a Young function. Then for every η > 0
there exists Cη > 0 such that

G(a+ b) ≤ CηG(a) + (1 + η)g
+

G(b) a, b > 0.

Example 2.4. Some well-known examples of Young functions include the following:

(1) G(t) = tp for p > 1;
(2) G(t) = tp(a| log t|+ b) for p > 1 and a, b > 0;

(3) G(t) = tp

a log(t+e)+b
for p > 1 and a, b > 0;

(4) If G1 and G2 are Young functions, then the composition G(t) = (G1◦G2)(t)
is also a Young function;

(5) Finite linear combinations of Young functions with non-negative coefficients
are also Young functions;

(6) The maximum among a finite family of Young functions is also a Young
function.

2.2. Orlicz-Sobolev spaces and traces. Given a Young functionG and a bounded
open set Ω we consider the spaces LG(Ω) and W 1,G(Ω) defined as follows:

LG(Ω) := {u : R → R measurable such that ΦG,Ω(u) < ∞},
W 1,G(Ω) := {u ∈ LG(Ω) such that ΦG,Ω(|∇u|) < ∞},

where ∇u is considered in the distributional sense and the modular ΦG,Ω stands
for

ΦG,Ω(u) =

∫

Ω

G(|u|) dx.

These spaces are endowed with the so-called Luxemburg norm defined as follows

‖u‖LG(Ω) = inf
{

λ > 0 : ΦG,Ω

(u

λ

)

≤ 1
}

and

‖u‖W 1,G(Ω) = ‖u‖LG(Ω) + ‖∇u‖LG(Ω).

It is worth highlighting that the spaces LG(Ω) and W 1,G(Ω) are reflexive and

separable Banach spaces if and only if G and G̃ satisfy the ∆2−condition (cf. [2,
Theorem 8.20], [26, Theorem 3.13.9] and [30, page 226], where

G̃(t) := sup
s≥0

{st−G(s)}

denotes the complementary function (or Young conjugate) to G (cf. [1, 8, 9, 15]).

From now on, we will also assume that G̃ satisfies the ∆2−condition (cf. [26,
Theorem 3.4.7] and [30, page 5]).

Now, we introduce the notion of weak solution.
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Definition 2.5. A function u ∈ XW is said to be a weak solution to

(2.2)











−div
(

G′(|∇u|)
|∇u| · ∇u

)

+ g(u)u
|u| = 0 in Ω \ {u = 0}

g(|∇u|) ∇u
|∇u| · η = SG,H(W)h(u)u|u| on ∂Ω \W

u = 0 on W,

if
∫

Ω

g(|∇u|) ∇u

|∇u| · ∇φ+
g(u)uφ

|u| dx = SG,H(W)

∫

∂Ω

h(u)uφ

|u| dHN−1,

for every test function φ ∈ C∞(Ω). Here ∇u · η is the outer unit normal derivative.

Remark 2.6. The following statements hold true:

(1) From the available regularity theory from [29] and [33, Ch.5], any minimizer

u0 of (Min) fulfills that u0 ∈ C1,β
loc (Ω) for some 0 < β < 1.

(2) From [32], if ∂Ω \W ∈ C1,γ , then u ∈ C1,γ(Ω \W) up to the boundary, for
some 0 < γ < 1.

(3) Notice that, if u0 is minimizer to (Min), then |u0| as well. Hence, v = |u0|
is a weak solution of











−div
(

G′(|∇v|)
|∇v| · ∇v

)

+ g(v) = 0 in Ω \ {v = 0}
g(|∇v|) ∇v

|∇v| · η = SG,H(W)h(v) on ∂Ω \W
v = 0 on W.

Thus, by using the maximum principle (cf. [38]), we obtain that u0 does
not change its sign. Consequently, we can always assume that

u0 > 0 in Ω and u0 ≥ 0 on ∂Ω.

(4) From Hopf’s Lemma (cf. [37, Theorem 1]) and boundary regularity results
in [32] we obtain that any nonnegative solution u0 to (2.2) satisfies

u0 > 0 in Ω \W.

From now on, we will assume the following conditions on the Young function G:

(2.3)

∫ 1

0

G−1(s)

s1+
1
N

ds < ∞ and

∫ ∞

1

G−1(s)

s1+
1
N

ds = ∞,

which enable us to access to a compactness result regarding traces. For this purpose
we recall that the Orlicz-Sobolev conjugate of G (see [26, p. 352]) is defined as
follows

(G∗)−1(t) =

∫ t

0

(G)−1(s)

s1+
1
N

ds.

We say that A increases more slowly than B and denote A << B if and only if

lim
t→∞

A(t)

B(λt)
= 0

for any λ > 0.

Finally, the following result give us the compactness of the trace in the Orlicz-
Sobolev space W 1,G(Ω).
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Theorem 2.7 ([26, Theorem 7.4.6]). Let Ω ⊂ RN , N ≥ 2, be a C0,1 domain. Let

G be a Young function satisfying the conditions (2.3), then the embedding

W 1,G(Ω) →֒ LH(∂Ω)

is compact for every Young function H such that H << Ψ, where

Ψ(t) = (G∗(t))
N−1

N .

3. Minimizers and optimal shapes

This section will be devoted to establish existence of extremals and optimal
shapes for our optimization problem.

From now on, a set Ω ⊂ RN for N ≥ 2, will denote a C0,1 open bounded domain.
The following result shows existence of minimizer for SG,H(W).

Theorem 3.1 (Existence of minimizers). The constant SG,H(W) in (Min) is
achieved for some function u0 ∈ XW.

Proof. The proof follows as a consequence of the direct method in the calculus of
variations. Indeed, take a minimizing sequence {uk}k∈N of SG,H(W). That is

SG,H(W) = lim
k→∞

ΦG,Ω(|∇uk|) + ΦG,Ω(uk),

∫

∂Ω

H(|uk|)dHN−1 = 1, and uk = 0 HN−1− a.e. on W for all k ∈ N. The above

limit tell us that there exists a positive constant C such that

‖uk‖W 1,G(Ω) ≤ C, ∀k ∈ N.

Now, from the reflexivity of the space W 1,G(Ω), and by Theorem 2.7 there exists a
function u ∈ W 1,G(Ω) such that, up to a subsequence,

uk ⇀ u0 weakly in W 1,G(Ω),(3.1)

uk → u0 strongly in LH(∂Ω),(3.2)

uk → u0 a.e. in ∂Ω (see [26, p. 200] for details).(3.3)

Note that (3.2) implies (see Remark (3.2))
∫

∂Ω

H(|u0|)dHN−1 = 1.

Observe that the above implies that u0 can not be zero over the complete boundary

∂Ω, in this way u0 ∈ W 1,G(Ω) \ W 1,G
0 (Ω). Moreover, by (3.3) we get that u0 =

0H−a.e on W. Then,

SG,H(W) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

Finally, from the convexity of G, the weakly lower semicontinuity of the application
v 7→ ΦG,Ω(|∇v|) + ΦG,Ω(v) and the Fatou’s lemma (cf. [14, Theorems 2.1.17, 2.2.8
and Lemma 2.3.16]) we get

ΦG,Ω(|∇u0|) + ΦG,Ω(u0) ≤ lim inf
k→∞

[ΦG,Ω(|∇uk|) + ΦG,Ω(uk)]

= SG,H(W).

This proves the theorem. �
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Remark 3.2. From [14, Lemma 2.1.14] we know that ΦH,∂Ω(uk) = 1 if and only if
‖uk‖LH(∂Ω) = 1 for all k. Since limk→∞ ‖uk‖LH(∂Ω) = ‖u0‖LH(∂Ω), we obtain that
‖u0‖LH(∂Ω) = 1, and one more time using [14, Lemma 2.1.14] we conclude that
ΦH,∂Ω(u0) = 1.

By following the approach from [22, Theorem 1.1], we will prove that SG,H(W)
is a lower semi-continuous map with respect to the window. As a result, we obtain
existence of an optimal shape (window) for our optimization problem.

Theorem 3.3 (Existence of optimal shapes). Let (Wτ )τ>0 ⊂ ∂Ω be a family of

positive HN−1−measurable subsets and W0 ⊂ ∂Ω be a positive HN−1−measurable

set, such that

χWτ
⇀ χW0

∗ −weakly in L∞(∂Ω).

Then,

SG,H(W0) ≤ lim inf
τ→0+

SG,H(Wτ ).

Proof. Let (Wk)k∈N ⊂ (Wτ )τ>0 be a subsequence such that

W = lim inf
τ→0+

SG,H(Wτ ) = lim
k→+∞

SG,H(Wk).

Now, for each k ∈ N, we consider uk ∈ XWk
a non-negative minimizer of SG,H(Wk).

Consequently, (uk)k∈N is bounded in W 1,G(Ω). Now, from reflexivity of the space
W 1,G(Ω) and Theorem (2.7), there exists a function u0 ∈ W 1,G(Ω) such that, up
to a subsequence,

uk ⇀ u0 weakly in W 1,G(Ω),(3.4)

uk → u0 strongly in LH(∂Ω),(3.5)

uk → u0 a.e. in ∂Ω (See [26, Pag. 200] for details).(3.6)

Particularly, u0 is a non-negative profile with ΦH,∂Ω(u0) = 1 and using [14, Theo-
rems 2.1.17, 2.2.8 and Lemma 2.3.16]

ΦG,Ω(|∇u0|) + ΦG,Ω(u0) ≤ lim inf
k→∞

[ΦG,Ω(|∇uk|) + ΦG,Ω(uk)] .

Furthermore, for each k ∈ N, uk = 0 HN−1−a.e. on Wk. From the convergence

χWτ
⇀ χW0

∗ −weakly in L∞(∂Ω)

and (3.6) we conclude that
∫

W0

u0(x)dHN−1 = lim
k→+∞

∫

Wk

uk(x)dHN−1 = 0.

Since u0 is a non-negative profile we conclude that u0 = 0 HN−1−a.e on W0.
Therefore, u0 is an admissible profile in the characterization of S(W0) and

SG,H(W0) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0)

≤ lim inf
k→∞

[ΦG,Ω(|∇uk|) + ΦG,Ω(uk)]

= W ,

which finishes the proof. �
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Remark 3.4. The pair (u0, SG,H(W)) from Theorem 3.1 is a solution, in the sense
of Definition 2.5, of the following boundary value problem:










−div
(

G′(|∇u0|)
|∇u0| · ∇u0

)

+ g(u0)u0

|u0| = 0 in Ω \ {u0 = 0}
g(|∇u0|) ∇u0

|∇u0| · η = SG,H(W)h(u0)u0

|u0| on ∂Ω \W
u = 0 on W,

where G′(t) = g(t) and H ′(t) = h(t).

Finally, observe that when G(t) = H(t) = tp

p
with p > 1, the last equation

becomes the usual Steklov eigenvalue problem.

4. The shape optimization problem: optimal boundary window

This section is devoted to provide the proofs of Theorem 1.1 and Theorem 1.2.

Taking into account the shape optimization problem (α−Window) the next
result provides a characterization for the constant SG,H(α).

Lemma 4.1. The following characterization holds true

SG,H(α) := inf
{

ΦG,Ω(|∇u|) + ΦG,Ω(u) : ΦH,∂Ω(u) = 1,HN−1({u = 0}) ≥ α
}

,

where the infimum is taken for functions in W 1,G(Ω) \W 1,G
0 (Ω).

Proof. Let us define

S̃G,H(α) := inf
{

ΦG,Ω(|∇u|) + ΦG,Ω(u) : ΦH,∂Ω(u) = 1,HN−1({u = 0}) ≥ α
}

.

Under such a definition, we will prove that S̃G,H(α) is equivalent to (Min).

Firstly, we will prove that S̃G,H(α) ≤ SG,H(α). Let W ⊆ ∂Ω be such that
HN−1(W) ≥ α and let u ∈ XW be a nonnegative extremal of SG,H(W). It is easy

to verify that u is an admissible function in S̃G,H(α), so

S̃G,H(α) ≤ ΦG,Ω(|∇u|) + ΦG,Ω(u) = SG,H(W).

Hence, it follows that S̃G,H(α) ≤ SG,H(α).

Next, we establish the opposite inequality, namely SG,H(α) ≤ S̃G,H(α). For this

purpose, we consider {vk}k∈N to be a minimizing sequence for S̃G,H(α), i.e.,

S̃G,H(α) = lim
k→∞

ΦG,Ω(|∇vk|) + ΦG,Ω(vk) and HN−1({vk = 0}) ≥ α.

Now, for any k ∈ N we choose Wk ⊂ {vk = 0} such that HN−1(Wk) = α (it is
possible due to regularity of the Hausdorff measure, see [34, Ch. 1]). Hence, we get

SG,H(α) ≤ SG,H(Wk) ≤ ΦG,Ω(|∇vk|) + ΦG,Ω(vk).

By taking limit when k → ∞, we conclude that SG,H(α) ≤ S̃G,H(α) as desired. �

Finally, we are in position to supply for the proof of Theorem 1.1.
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Proof of Theorem 1.1. Firstly, we will prove statement 1. Let {vk}k∈N be a
nonnegative minimizing sequence of SG,H(α), i.e,

vk ≥ 0, ΦH,∂Ω(vk) = 1, HN−1({vk = 0}) ≥ α

and
lim
k→∞

ΦG,Ω(|∇vk|) + ΦG,Ω(vk) = SG,H(α).

So, {vk}k∈N is bounded in W 1,G(Ω) then by the reflexivity of the space W 1,G(Ω)
there exists u0 ∈ W 1,G(Ω) such that

vk ⇀ u0 weakly in W 1,G(Ω).

And from Theorem (2.7) we know that

vk → u0 strongly in LG(Ω),

vk → u0 strongly in LH(∂Ω),

vk → u0 HN−1 a.e. on ∂Ω.

From these limits we obtain that ΦH,∂Ω(u0) = 1 (see, again, Remark (3.2)) and

(4.1) HN−1({u0 = 0}) ≥ lim sup
n→∞

HN−1({vk = 0}) ≥ α.

Then, u0 is an admissible function for SG,H(α) (according to Lemma 4.1), so

SG,H(α) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

The another inequality easily follows from the weak convergence in W 1,G(Ω) and
the weakly lower semi-continuity of the functional v 7→ ΦG,Ω(|∇v|) + ΦG,Ω(v), i.e.,

ΦG,Ω(|∇u0|) + ΦG,Ω(u0) ≤ lim
k→∞

ΦG,Ω(|∇vk|) + ΦG,Ω(vk) = S(α).

Therefore, the function u0 fulfills statement 1.

Next, we will prove that statement (1) implies statement (2). Indeed, from
statement (1) we know that there exists u0 ∈ X such that

HN−1({u0 = 0}) ≥ α and S(α) = ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

From this and the regularity of the corresponding Hausdorff measure (see [34, Ch.
1]), there exists a closed set W0 ⊆ {x ∈ ∂Ω: u0(x) = 0} such that

HN−1(W0) = α.

Consequently, by using (Min) we obtain that

SG,H(W0) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0) = SG,H(α) ≤ SG,H(W0).

Therefore, SG,H(α) = SG,H(W0), thereby finishing the proof. �

In the next result, namely Theorem 1.2, we find that the set of zeros of the
minimizers coincide exactly with the optimal window.

Proof of Theorem 1.2. Let u0 ∈ X be an extremal for SG,H(α), then, from
Lemma 4.1 it fulfills that

HN−1({u0 = 0}) ≥ α and SG,H(α) = ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

Suppose for sake of contradiction that

HN−1({u0 = 0}) > α.
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Since the Hausdorff measure Hs is Borel regular for (0 ≤ s < ∞) (cf. [34, Ch. 1])
there exists a closed set W0 ⊂ {x ∈ ∂Ω: u0(x) = 0} such that

SG,H(α) ≤ SG,H(W0).

On the other hand, note that u0 is an admissible function in the characterization
of SG,H(W0), from where

SG,H(W0) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

Consequently, SG,H(α) = SG,H(W0), and so u0 is also a minimizer of SG,H(W0).
Hence, u0 verifies in the weak sense
(4.2)










−div
(

G′(|∇u0|)
|∇u0| · ∇u0

)

+ g(u0)u0

|u0| = 0 in Ω \ {u0 = 0}
g(|∇u0|) ∇u0

|∇u0| · η = SG,H(W0)
h(u0)u0

|u0| on ∂Ω \W0

u0 = 0 on W0.

From the available regularity theory for u0 (cf. [29] and [33, Ch. 5]) and Hopf type
result (cf. [37, Theorem 1] for subsolutions) we conclude that

∇u0 · η > 0 on ∂({x ∈ ∂Ω: u0(x) = 0} \W0) (point-wisely),

which contradicts the second equation in (4.2), thereby finishing the proof. �

As a consequence from Theorem 1.2 we obtain the following monotonicity result:

Corollary 4.2. The set mapping α 7→ SG,H(α) is a strictly increasing function.

Proof. From definition, it holds that α 7→ SG,H(α) is a nondecreasing mapping.
Next, suppose for sake of contradiction that there exists 0 < α < σ < HN−1(∂Ω)
such that SG,H(α) = SG,H(σ). In particular, this would imply that minimizers
for SG,H(σ) are also minimizers for SG,H(α). However, if u0 is a minimizer for
SG,H(σ), then from Theorem 1.2 we get

HN−1({u0 = 0}) = σ > α,

which clearly contradicts Theorem 1.2 when applied for SG,H(α). Therefore, SG,H

is a strictly increasing map. �

5. Optimal interior holes: Proof of Theorems 1.3 and 1.4

In this section we prove existence and some further properties on optimal holes
with a prescribed volume.

The next proof runs similarly to [22, Theorem 1.2]. We will include the details
for the reader convenience.

Proof of Theorem 1.3. Let 0 < α < L
N (Ω). It is easy to prove that S(α) is

obtained minimizing SG,H(A) over all the subsets A ⊂ Ω such that L
N (A) ≥ α.

Moreover, it is clear that

inf
{

SG,H(A) : A ⊂ Ω,LN (A) = α
}

≥ inf
{

SG,H(A) : A ⊂ Ω,LN (A) ≥ α
}

.

Observe that test functions for a set of measure greater than or equal to α are also
test functions for a set of measure α, from where the two infimum above coincide.
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Now, let us prove that
(5.1)
S(α) = inf

{

ΦG,Ω(|∇u|) + ΦG,Ω(u) : u ∈ W 1,G(Ω),ΦH,∂Ω(u) = 1 and L
N ({u = 0}) ≥ α

}

.

Since the minimizer does not change sign, test functions can be considered to be
nonnegative. As in the proof of Theorem 1.1, given a nonnegative minimizing
sequence {vk}n∈N of S(α) there exists u0 ∈ W 1,G(Ω) such that

vk ⇀ u0 weakly in W 1,G(Ω),

vk ⇀ u0 strongly in LG(Ω),

vk → u0 strongly in LH(∂Ω),

vk → u0 a.e. in ∂Ω.

Moreover, ΦH,∂Ω(u0) = 1 and u0 can be assumed to be nonnegative.

Up to a subsequence, given the sets Ak = {vk = 0}, there exists a function

0 ≤ φ ≤ 1 such that χAk
⇀ φ weakly in the dual space LG̃(Ω). Particularly, for

A = {ϕ > 0} it holds that

L
N (A) ≥

∫

Ω

φ(x) dx = lim
k→∞

∫

Ω

χAk
(x) dx = L

N (Ak) ≥ α.

Since u0 and φ are nonnegative, and
∫

Ω

u0(x)φ(x) dx = lim
k→∞

∫

Ω

vk(x)χAk
(x) dx = 0,

there holds that u0 = 0 a.e. in A. Then, u0 is an admissible function for S(α) and

S(α) ≤ ΦG,Ω(|∇u0|) + ΦG,Ω(u0).

The weak convergence in W 1,G(Ω) and the weakly lower semi-continuity of the
functional v 7→ ΦG,Ω(|∇v|) + ΦG,Ω(v) gives that

ΦG,Ω(|∇u0|) + ΦG,Ω(u0) ≤ lim
k→∞

ΦG,Ω(|∇vk|) + ΦG,Ω(vk) = S(α)

and therefore (5.1) holds.

Finally, it only remains to prove that LN ({u0 = 0}) = α. Suppose for the sake of
contradiction that u0 ≡ 0 in a set A with L

N (A) > α. By taking a subset we may
assume that A is closed. Now, let B be a small ball such that LN (A \B) > α with
B centered in a point in ∂A ∩ ∂Ω1, where Ω1 is the connected component of Ω \A
such that ∂Ω ⊂ ∂Ω1. Notice that, we can pick the ball B such that LN (A∩B) > 0.
Particularly L

N ({u0 = 0} ∩B) > 0.

Now, since u0 is an extremal for S(α) and L
N (A \B) > α, it is also an extremal

for SG,H(A \B). Thus,

−div

(

g(|∇u0|)
∇u0

|∇u0|

)

+
g(u0)u0

|u0|
= 0 in Ω \ (A \B).

As u0 ≥ 0, in view of Remark 2.6 (see item (3)), either u ≡ 0 or u0 > 0 in each
connected component of Ω \ (A \ B) = (Ω \ A) ∪ B. Since u0 6= 0 on ∂Ω, in
particular, u0 > 0 in B, which clearly contradicts the choice of the ball B, and
therefore L

N ({u0 = 0}) = α. This concludes the proof. �
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Now, we will establish that our optimization problem prevents the existence of
maximal interior holes.

Proof of Theorem 1.4. For 0 ≤ ε ≪ 1 fixed, let δ = δ(ε) be such that

Aε,δ = {x ∈ Ω : ε ≤ dist(x, ∂Ω) ≤ δ}
fulfills LN (Aε,δ) = α. We affirm that

SG,H(Aε,δ) → +∞ as ε → 0+.

Indeed, let vε ∈ W 1,G(Ω) \ W 1,G
0 (Ω) be a minimizer for SG,H(Aε,δ) according to

definition (1.1) and remember that we assumed the normalization ΦH,∂Ω(vε) = 1.

Now, for each σ > 0 fixed, we consider

Ωσ = {x ∈ Ω : dist(x, ∂Ω) > σ}.
Notice that vε is a weak solution to

{

−div
(

g(|∇vε|) · ∇vε
|∇vε|

)

+ g(vε)
|vε| vε = 0 in Ωδ \ {vε = 0}

vε = 0 on Aε,δ.

In particular, vε = 0 on ∂Ωδ. Hence, from Comparison Principle (cf. [38]) vε = 0
in Ωδ. Furthermore, remember that by construction vε = 0 in Aε,δ, therefore

(5.2) vε → 0 a.e. Ω as ε → 0.

Finally, supposing for the sake of contradiction that SG,H(Aε,δ) is bounded. Then,
up to a subsequence, there would exist a u0 ∈ W 1,G(Ω) such that

vε ⇀ u0 weakly in W 1,G(Ω),(5.3)

vε → u0 strongly in LG(Ω),(5.4)

vε → u0 strongly in LH(∂Ω),(5.5)

vε → u0 HN−1 a.e. on ∂Ω.(5.6)

Taking into account the sentences (5.2), (5.6), and the normalization condition
ΦH,∂Ω(vε) = 1 we obtain a contradiction. �

6. Proof of Theorems 1.5 and 1.6

This section will deal with general shapes that may have zero Lebesgue measure.
First, we analyze when the “Sobolev trace constant” perceives the set A ⊂ Rn with
zero Lebesgue measure. In this direction, we prove a continuity result of SA in
relation to A in Hausdorff distance.

In order to study when SA recovers the usual Orlicz-Sobolev trace constant, i.e.,
when SA = S∅, we recall the notion of G−capacity for Young functions, which plays
a fundamental role in Nonlinear Potential Theory.

Definition 6.1 (G−Capacity, [4, Definition 2.2]). Given a Young function G
satisfying the ∆2−condition, we define the G−capacity of A ⊂ RN by

CapG(A) = inf

{
∫

RN

G(ϕ) +G(|∇ϕ|) dx : ϕ ∈ W
1,G(RN) ∩ C

∞(RN) and ϕ|A ≥ 1

}

.

Moreover, if such a function does not exists, then CapG(A) = ∞.
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Next, we will deliver the proof of Theorem 1.5.

Proof of Theorem 1.5. We prove both implications of the statement.

(1) Let us see that SA = S∅ implies that CapG(A) = 0.
Given an extremal u0 for SA, it is also an extremal for S∅, and therefore

it is a weak solution to
{

−div
(

g(|∇u0|)
|∇u0| .∇u0

)

+ g(u0)u0

|u0| = 0 in Ω

g(|∇u0|) ∇u0

|∇u0| · η = SA
h(u0)u0

|u0| on ∂Ω.

From Remark 2.6 items (2, 4), we have that u0 ∈ C1,γ(Ω̄) and u0 > 0 in Ω̄.

Since u0 ∈ W 1,G
A (Ω) = C∞

0 (Ω̄ \A)
‖.‖

W1,G

, there exists a sequence {uk}k∈N ⊂
C∞

0 (Ω̄ \A) such that uk → u0 in W 1,G(Ω).
Now, observe that the function ϕk = 1 − uk

u0
is identically equal to 1 in

a neighborhood of A. Moreover, since β = inf{u0(x) : x ∈ Ω̄} > 0, we get

‖ϕk‖LG(Ω) =

∥

∥

∥

∥

u0 − uk

u0

∥

∥

∥

∥

LG(Ω)

≤ 1

β
‖u0 − uk‖LG(Ω)

and

‖∇ϕk‖LG(Ω) =

∥

∥

∥

∥

1

u0
∇uk −

uk

u2
0

∇u0

∥

∥

∥

∥

LG(Ω)

=

∥

∥

∥

∥

1

u0
∇(uk − u0) +

1

u2
0

∇u0(u0 − uk)

∥

∥

∥

∥

LG(Ω)

≤ 1

β
‖∇(uk − u0)‖LG(Ω) +

1

β2
‖∇u0‖L∞(Ω)‖u0 − uk‖LG(Ω).

Therefore, for every ε > 0 there exists k0 ≥ 1 such that

‖ϕk‖W 1,G(Ω) < ε

if k ≥ k0. Finally, the proof finishes by using [26, Theorem 8.5.7] after
extending ϕk to RN and regularizing.

(2) Let us see that CapG(A) = 0 implies SA = S∅.
Let us prove that if CapG(A) = 0 then

W 1,G
A (Ω) = W 1,G

∅ (Ω) = W 1,G(Ω),

from where it will follows the lemma. Let A ⊂ Ω be such that CapG(A) = 0.
Then, given ε > 0 there exists ϕε ∈ W 1,G(RN ) ∩ C∞(RN ) such that

∫

RN

G(|ϕε|) +G(|∇ϕε|) dx < ε

and ϕε ≡ 1 in a neighborhood of A.
Take u ∈ C∞(Ω̄) and define uε = (1−ϕε)u. Observe that uε ∈ W 1,G(Ω)

and uε = 0 in A. Hence,

‖u− uε‖W 1,G(Ω) = ‖ϕεu‖W 1,G(Ω).

Since W 1,G
A (Ω) = C∞

0 (Ω̄ \A)
‖.‖

W1,G

the result follows if we show that
‖ϕεu‖W 1,G(Ω) vanishes as ε → 0.
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Now, since the ∆2 condition is in force, from [26, 3.10.4] the convergence
in norm is equivalent to the convergence of modulars. Consequently, we
have to show that

∫

RN

G(|∇(ϕεu)|) +G(|ϕεu|) dx → 0 as ε → 0.

For that end, we have to bound each term of the expression
∫

RN

G(|∇(ϕεu)|) +G(|ϕεu|) dx ≤ C

∫

RN

G(|u∇ϕε|) +G(|ϕε∇u|) +G(|ϕεu|) dx.

where we have used the ∆2 condition. First, since G is increasing and the
Sobolev extension theorem holds, using again the ∆2 condition,

∫

RN

G(|u∇ϕε|) dx ≤

∫

RN

G(|‖u‖∞∇ϕε|) dx ≤ Cγ‖u‖
γ
∞

∫

RN

G(|∇ϕε|) dx ≤ Cγ‖u‖
γ
∞
ε

where γ is a constant depending only on g±.
The second and third terms are bounded in the same way, and the proof

concludes.

�

Before proving Theorem 1.6, let us recall the definition of Hausdorff distance.

Definition 6.2. LetX,Y ⊂ RN be two non-empty subsets. The Hausdorff distance
between X and Y is given by

distH(X,Y ) := inf {ε > 0 : X ⊂ Yε and Y ⊂ Xε} ,

where Zε =
⋃

z0∈Z

{

z ∈ RN/ dist(z, z0) ≤ ε
}

is the usual fattening of Z.

We are now in position to supply for the proof of Theorem 1.6

Proof of Theorem 1.6. Let Aε =
⋃

x∈A

Bε(x). Assume that distH(Ak,A) → 0 as

k → ∞, then given ε > 0 there exists k0 ∈ N such that A,Ak ⊆ Aε if k ≥ k0 and it
follows that

W 1,G
Aε

(Ω) ⊆ W 1,G
A (Ω) ∩W 1,G

Ak
(Ω).

First, note that

S∅ ≤ SA, SAk
≤ SAε

if k ≥ k0.

Now, let u ∈ W 1,G
A (Ω) be an extremal for SA normalized such that ΦH,∂Ω(u) = 1.

As u ∈ W 1,G
A (Ω) = C∞

0 (Ω̄ \A)
‖.‖

W1,G

, given δ > 0 there exists uδ ∈ C∞
0 (Ω \ A)

such that

‖u− uδ‖W 1,G(Ω) ≤ δ.

Moreover, we may suppose that

supp(uδ) ⊆ Ω \Aε
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if ε is small enough. Now uδ ∈ W 1,G
Ak

(Ω) for k ≥ k0, so using Lemma 2.3

SAk
≤ ΦG,Ω(uδ) + ΦG,Ω(|∇uδ|)
≤ (1 + η)g

+

[ΦG,Ω(u) + ΦG,Ω(|∇u|)] + Cη [ΦG,Ω(u− uδ) + ΦG,Ω(|∇(u − uδ)|)]

≤ (1 + η)g
+

SA + Cη‖u− uδ‖g
−

W 1,G(Ω)

≤ (1 + η)g
+

SA + Cηδ
g−

where η ≥ 0 is an arbitrary parameter and we have used that

ΦG,Ω

(

u− uδ

‖u− uδ‖G

)

≤ 1 =⇒ ΦG,Ω (u− uδ) ≤ ‖u− uδ‖g
−

LG(Ω)
≤ ‖u− uδ‖g

−

W 1,G(Ω)
.

Then, taking first limit as δ → 0, we obtain

SAk
≤ (1 + η)g

+

SA,

and then, η → 0, we get

SAk
≤ SA.

Analogously, it can be proved that the reverse inequality SA ≤ SAk
, and then

|SAk
− SA| → 0 as k → ∞.

Let uk be an extremal for SAk
normalized such that ΦG,H(uk) = 1. Then,

ΦG,Ω(uk) + ΦG,Ω(|∇uk|) = SAk
→ SA as k → ∞.

It follows that uk ⊆ W 1,G(Ω) is bounded. Hence, there exists a subsequence (still
denoted by uk) and a function u ∈ W 1,G(Ω) such that

uk ⇀ u weakly in W 1,G(Ω),

uk ⇀ u strongly in LH(∂Ω).

By definition of the spacesW 1,G
Ak

(Ω) andW 1,G
A (Ω) it is easy to see that u ∈ W 1,G

A (Ω).

Moreover, ΦG,H(u) = 1 and also

SA ≤ ΦG,Ω(u) + ΦG,Ω(|∇u|) ≤ lim
k→∞

ΦG,Ω(uk) + ΦG,Ω(|∇uk|)
= lim

k→∞
ΦG,Ω(uk) + ΦG,Ω(|∇uk|)

≤ lim
k→∞

SAk
= SA.

The proof is concluded. �

Example 6.3. Observe that when H = G in our results, we can recover, to some
extent the “Steklov eigenvalue problem”. However, in contrast with the power case,
for general Young functions it is not immediate that the hypothesis in Theorem 2.7
is fulfilled.

Let us see that, in fact, that such condition is satisfied, i.e, G << (G∗)
N−1

N .

Indeed, it is equivalent to G
N

N−1 << G∗. Moreover, since G is increasing it also is
equals to prove the following limit

(6.1) lim
t→+∞

(G∗)−1(t)

(G
N

N−1 )−1(t)
= 0

to hold (see [2, p.291]).
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First observe that integrating by part we obtain that

(G∗)−1(t) =

∫ t

0

G−1(s)

s1+
1
N

ds = N

∫ t

0

(G−1(s))′

s
1
N

ds− N

t
1
N

G−1(t).

We divide the previous expression by (G
N

N−1 )−1(t), and analyze each one of the its

two terms. Notice that (G
N

N−1 )−1(t) = G−1(t
N−1

N ).

From the L’Hospital’s rule, the first term behaves as follows

I1 := lim
t→∞

N

G−1(t
N−1

N )

∫ t

0

(G−1(s))′

s
1
N

ds = lim
t→∞

(G−1(t))′

t
1
N

N

(G−1(t
N−1

N ))′

= lim
t→∞

N

t
1
N

G′(G−1(t
N−1

N ))

G′(G−1(t))
.

It is not hard to prove that G−1 satisfies a condition analogous to (2.1) with con-
stants (g+)−1 and (g−)−1, see [36, Lemma 2.2]. Then

N

t
1
N

G′(G−1(t
N−1

N ))

G′(G−1(t))
≤ g+

g−
N

t
1
N

G(G−1(t
N−1

N ))

G(G−1(t))
=

g+

g−
N

t
2
N

G−1(t)

G−1(t1−
1
N )

but again, using the ∆2 condition for G−1, see [36, Lemma 2.2], the above inequality
can be bounded as follows

g+

g−
N

t
2
N

G−1(t)

G−1(t1−
1
N )

=
g+

g−
N

t
2
N

G−1(t1−
1
N t

1
N )

G−1(t1−
1
N )

≤ g+

g−
Nt

1

Ng−

t
2
N

=
g+

g−
Nt

1
N

( 1

g−
−1)

for t > 1. Consequently, since g− > 1, the last three expressions lead to I1 = 0.

Let us deal with the second term. Using again the ∆2 condition for G−1 we get

I2 := lim
t→∞

N

t
1
N

G−1(t)

G−1(t1−
1
N )

= lim
t→∞

N

t
1
N

G−1(t1−
1
N t

1
N )

G−1(t1−
1
N )

≤ lim
t→∞

Nt
1
N

( 1

g−
−1)

and it vanishes since g− > 1. Since I1 + I2 = 0, (6.1) holds as required.

7. Spherical symmetrization

In this short section we will characterize the optimal window W0 ⊂ ∂Ω in our
optimization problem as a spherical cap provided that Ω = B1. For that purpose,
an essential tool is played by the spherical symmetrization.

Given a mensurable set E ⊂ RN , the spherical symmetrization E♯ of E with
respect to an axis given by a unit vector ek reads as follows: for each positive
number r, take the intersection E ∩ ∂B(0, r) and replace it by the spherical cap of
the same HN−1−measure and center rek. Hence, E♯ is the union of these caps.

Now, the spherical symmetrization u♯ of a measurable function u : Ω → R+ is
constructed by symmetrizing the super-level sets so that, for all t

{u♯ ≥ t} = {u ≥ t}♯.
We recommend to the reader references [28] and [44] for more details.

In the following, we recall some useful tools from Measure Theory.
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Definition 7.1. Let (X,M, µ) be a measure space. Given a measurable function
f : X → R, the distribution function of f is the function ̺f : [0,+∞) → [0, µ(X)]
defined as follows:

̺f (t) := µ({x ∈ X : |f(x)| > t}).

The next result holds as consequence from Fubini-Tonelli’s theorem.

Lemma 7.2. Let (X,M, µ) be a finite measure space, let G ∈ C1(R) a convex

function and let f : X → R be a measurable function. Then,
∫

X

G(|f(x)|)dµ(x) =
∫ +∞

0

G′(t)̺f (t)dt.

Remark 7.3. Another important piece of information for our approach is the fol-
lowing result from [44, Proposition 5, item b]: if u ∈ L1(X) then on the Borel
sets

̺u(t) = ̺u♯(t) ∀ t ≥ 0.

Next, for the characterization of the optimal window we need the following result.

Proposition 7.4. Let u ∈ W 1,G(B1) ∩ W 1,H(∂B1) and u♯ be its spherical sym-

metrization. Assume that

PB1
({x ∈ B1 : u(x) > t})1 ≥ γ̺

N−1

N
u (t),

for some positive constant γ ≥ N N
√
ωN and any t ≥ 0. Then, u♯ ∈ W 1,G(B1) ∩

W 1,H(∂B1). Moreover,

(1)

∫

B1

G(|u♯|) dx =

∫

B1

G(|u|) dx,

(2)

∫

∂B1

H(|u♯|) dHN−1 =

∫

∂B1

H(|u|)dHN−1,

(3)

∫

B1

G(|∇u♯|) dx ≤
∫

B1

G(|∇u|) dx.

Proof. The statements (1) and (2) hold by combining Lemma 7.2 and Remark 7.3.

For the last statement, from [6, Section 3] we know that

(7.1)

∫

B1

G

( |∇u♯|
λ0

)

dx ≤
∫

B1

G(|∇u|) dx,

for a constant λ0 =
N N

√
ωN

γ
. From assumption on γ we obtain that 0 < λ0 ≤ 1. In

this case, from the convexity of G and (7.1) we obtain that
∫

B1

G(|∇u♯|) dx ≤ λ0

∫

B1

G

( |∇u♯|
λ0

)

dx ≤
∫

B1

G(|∇u|) dx,

which concludes the proof. �

Finally, we will present the proof of our symmetrization result.

1Here PΩ means the perimeter, in the sense of De Giorgi, relative to Ω. For such a concept in
the general case, see [34].
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Proof of Theorem 1.7. Firstly, for a fixed α ∈ (0,HN−1(∂B1)) Theorem (1.2)
assures that there exists a profile u0 ∈ XW such that

HN−1({u0 = 0}) = α and SG,H(α) = ΦG,B1
(|∇u0|) + ΦG,B1

(u0).

Now, let u♯
0 be the spherical symmetrization of u0. Notice that u♯

0 is an admissible
profile in the optimization process of SG,H(α), and by the Proposition (7.4)

SG,H(α) ≤ ΦG,B1
(|∇u♯

0|) + ΦG,B1
(u♯

0) ≤ ΦG,B1
(|∇u0|) + ΦG,B1

(u0) = SG,H(α).

Therefore,

(7.2) SG,H(α) = ΦG,B1
(|∇u♯

0|) + ΦG,B1
(u♯

0).

Finally, since
HN−1(W0) = HN−1({u0 = 0}) = α,

where W0 = {x ∈ ∂B1 : u♯
0(x) = 0}, we conclude by using (7.2) that

SG,H(α) = SG,H(W0),

which assures that W0 is an optimal window. As a direct consequence we obtain
the desired symmetry result, because the optimal windowW0 is a spherical cap. �

Remark 7.5. At this point, the following question arises: if Ω is symmetric, does
A0 (in the case of optimal interior hole) inherit the symmetry of the domain? The
answer is positive in some scenarios, for instance, as proved previously, if Ω = B1,
then A0 is spherically symmetric (cf. [22], [10], [12] and [13] for similar results).
However, for general configurations of the domain, A0 is not necessarily radially
symmetric (cf. [16]).
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