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Abstract. In this paper we study commutators of a certain class of fractional type integral ope-
rators. These operators are given by kernels of the form

K(x,y) =ki(x—A1y)ka(x — Azy) .. .k (x — Apmy),

where A; are invertible matrices and each k; satisfies a fractional size condition and generalized
fractional Hormander condition. We obtain weighted Coifman estimates and weighted LP (wP)
- L1(w?) estimates. We also give a two-weighted strong type estimate for pairs of weights
of the form (u,Su) where u is an arbitrary non-negative function and S is a maximal operator
depending on the smoothness of the kernel K. For the singular case we also give a two-weighted
endpoint estimate.

1. Introduction

In [27], Ricci and Sjogren obtained the LP(R,dx) boundedness, p > 1, for a fa-
mily of maximal operators on the three dimensional Heisenberg group. Some of these
operators arise in the study of the boundary behavior of Poisson integrals on the sy-
mmetric space SLR?/SO(3). To get the main result, they studied the boundedness on
L?(R) of the operator

Tuf(x) = /R ey 5] F (), (D)

for 0 < o < 1. Later, in [14], Godoy and Urciuolo studied a generalization of (1.1) for
R".

During the last years, several authors have studied operators that generalize (1.1).
Let 0 < a <nand meN. For 1 <i<m,let A; be matrices such that satisfy

(H) A; is invertible and A; — A is invertible for i # j,1 < i, j < m.
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For any locally integrable bounded function f, f € L;>_(R"), define

loc

Tunf ()= [ KGn)7G)ay 12

where

K(x,y) = ki (x = Ary)ka (x — Azy)...km (x — Apy). (1.3)
The operators associated to functions k;, satisfying fractional size and regularity con-
ditions were studied in different settings such as: weighted Lebesgue and Hardy spaces

with constant and variable exponent, endpoint estimates and boundedness in BMO and
weighted BMO. See for example [13, 15, 16, 29, 31, 33].

These operators generalize classical operators as Iy, the fractional integral ope-
rator, and the rough fractional and singular operators. In several cases these type of
operators are not bounded in H”, but instead are bounded from H? into L7, 0 < p < 1
and some g (see [30]). In the case of a =0, Tp,, behaves like a singular integral
operator. f 0 <o <n,m=1,A;=1and kj(x—Ay) = W then Ty 1 = Iy .

In [28], Urciuolo and the second author considered each k; as a rough fractional
kernel. In those papers each k; satisfied a L%"i-Hormander’s regularity condition,
ki € Hy, s, , that is, if there exists constants ¢,, > 1 and C,; > 0 such that for all x and
R > ¢ x|,

Z (2"R)" || (ki(- — x) —ki() X 2m 1 RN\B(r27R) |1 B 2mR) < Ciie
m=1

More recently, in [18], we analyzed operators of the form (1.2) with conditions of
regularity generalizing the L%"-Hormander condition and a fractional size condition.
For the definitions of these conditions recall that a function ¥ : [0,00) — [0,0) is said to
be a Young function if W is continuous, convex, no decreasing and satisfies ¥(0) = 0
and tlglolo‘l’(t) =oo

For each Young function ¥ we can induce an averaged of the Luxemburg norm
for a function f, in the ball B, as follows

i o1 11
f||‘{’,B-—lnf{)L>0. |B|/B\P<7L ) <1},

where |B| is the Lebesgue measure of B. This function ¥ has an associated comple-
mentary Young function ¥ satisfying the generalized Holder’s inequality

1
T / 1f2l <20 flleslelg s

The fractional maximal operator My is defined in the following way. Given
feL (R") and 0 < & < n, we define

M, f (x) == sup|B|*/"||f]|w .
B>x



Now, we present the fractional size condition and the generalize fractional Hor-
mander condition. For more details see [4] or [18].

Let ¥ be a Young function and let 0 < o < n. Let us introduce some notation:
|x| ~ s means s < |x| <2s and we write

I xms = [ Xjxs 2, B(0,25) -

The function K is said to satisfy the fractional size condition, if there exists a
constant C > 0 such that
”K(XH‘I‘.MNS < Cs*™.

In this case we denote Ky € Sqw. When W(¢) =t we write Sy ¢ = So. Observe that
if Ky € Sq, then there exists a constant ¢ > 0 such that

/ |Kg (x)|dx < es*.
|x|~s

The function K, satisfies the L%¥* -Hormander condition (K € Hg w ), if there

S @R m|[Ka(- —x) — Ka()llw yjame < Co.
m=1

We say that Ky € Hy o if Ky satisfies the previous condition with || - [|z= |y~omg in
place of || - ||y, |x~2mg- When k=0, we write Hyy = Hpw -
When W(t) =", 1 <r < oo, we simply write Hy , instead of Hy .

In this paper, we study the k-order commutators of the operators of the form (1.2)
where k; € Sy_o, w, "Hy—o, w, k -
Recall that given a locally integrable function b and an operator T, defined as (1.2),
we define the k-order commutator, k € NU {0}, by

TE (£ () = 0,751 £ () = / (b(x) — b)) K (x,3) £ (3)dy

where we assume that T ab = =Tq.
We also consider the following condition for the weights, there exists ¢ > 0 such
that
w(Aix) < cew(x), (1.4)

a.e.x €R" and forall 1 <i<m.
The following is an example of a weight w that satisfies condition (1.4). Observe
that also power weights satisfy this condition.

(2] 04
EXAMPLE. Let w(x) = { og(py) k<
1

. Then w € A and satisfies (1.4).
if x| >

Q= o=

In 1972, R. Coifman established in [6] that a singular integral operator 7" with reg-
ular kernel (that is, K € Hp ) is controlled by the Hardy-Littlewood maximal function



M and for every 0 < p < oo and every Muckenhoupt weight w € A,

ITf(x)|Pwx)dx<C [ Mf(x)”w(x)dx. (1.5)
R" R"
This inequality (1.5) is called the Coifman type estimate. There have been many at-
tempts of controlling a given singular integral operator by an appropriate maximal func-
tion (see [9], [8] and the references therein). In [19] (see also [32] and [34]) singular
integral operators with less regular kernels are considered. Implicit in their proofs it is
shown that the operators in question are controlled, in the sense of (1.5), by a maximal
operator Mo, f(x) = M(|f|")(x)'/" for some 1 < r < co. The value of the exponent r is
determined by the smoothness of the kernel, namely, the kernel K € Hy . Let us point
out that in [22] it has been proved that this control is sharp in the sense that one cannot
write a pointwise smaller operator M s with s < r. This yields, in particular, that (1.5)
do not hold in general with My, for any 1 < r < oo for singular integral operators sat-
isfying only the classical Hormander condition H;. Several authors studied this same
problem looking for an appropriate maximal operator to control in weighted L” norms
singular, fractional operators and their commutators considering that the kernel belongs
to the general class Hy w  ( see for example [4], [21] and [18]).
The main result in this paper is the following Coifman type estimate:

Theorem 1.1. Let b€ BMO, 0< a < n, keNU{O}, meNand 1 <i<m. Let
W; be Young functions and 0 < o < n such that o4+, =n—a. Let Ty, be
the integral operator defined by (1.2) and T, mb be the k-order commutator of Te .
Suppose that the matrices A; satisfy the hypotheszs (H) and ki € Sy—o, w, "Hyp— g, w, -
If a =0, let Ty, be of strong type (po, po) for some 1 < py < 0.
Let @(t) =tlog(e+1)* and let ¢ be a Young function such that
W) WL e ()97 (1) St for t > 1, for some 1 > 0.

Let 0 < p < oo. Then there exists C > 0 such that, for f € L7(R") and w € A,

[ PP <Clbtlo - [ haasOPwiaits 1)
=1

whenever the left-hand side is finite. The constant C depends on the operator Ta mb
n,p and w.
If additionally w satisfies (1.4), then

[ TPl < Clbligg | Mo i

To prove this estimate, we need a pointwise estimate that relates the sharp delta
maximal of the commutator with a sum of generalized fractional maximal function of
f.

Asa consequence of the Coifman estimate we get strong weighted estimates for
the operator Ta b

k k
1T lLagway < cllblisaoll f1lzr wr)



for suitable weights. See Theorem 3.1.
We also obtain a Fefferman-Stein type estimates.

HTti{,m,beLP(u) < C”fHLP(Su)v

where 1 < p <n/o, u is any weight and S is a suitable maximal operator. See Theorem
32
For Tok,m,b we also give an endpoint estimate for pairs of weights (u,Su), that is,

u{x € R": [T, (0] > A} < C/]R” O <|f;x)|) Su(x)dx. (1.7)

See Theorem 3.3.

The plan of the paper is the following. The next section contains some preliminar-
ies, definitions and previous results that are needed to state the main theorems of the
paper that are presented in Section 3. Section 4 is devoted to the proof of the Coifman
estimate, namely, Theorem 1.1, and to the proof of a fundamental technical pointwise
result. In Section 5 we prove strong one weight norm inequalities and in Section 6 the
two weight norm inequalities.

2. Preliminaries and previous results

In this section we present some notions about Young functions, Luxemburg norms
and weights that will be fundamental throughout the rest of the paper. Also we gather
some previously known results.

2.1. Young functions and Luxemburg norms.

Now, we present some extra definitions and properties for Young functions. Also
we give some examples. For more details of these topics see [23] or [26].

Each Young function ¥ has an associated complementary Young function ¥ sat-
isfying the generalized Holder’s inequality

1
T /B 1f2l <20l flwslell 5

If ¥i,..., %y, ¢ are Young functions satisfying ¥, ' (t)---¥,, (t)¢ ' (r) < et, for
all t > ¢y, some ty > 0 then

1f1--- fmgller g < cllfillwy - [l fnllw,.8llg]lo .5, 2.1)

the function ¢ is called the complementary of the functions W¥,...,¥,,.
Here are some examples of maximal operators related to certain Young functions.

o W(r)=rt,then || fllwp = fo:= Té\ fQ |f| and My w = Mg, the fractional maxi-
mal operator.



1/r
W(t) =1 with 1 < r < oo. In that case | f|w.0 = | f]lno = (‘5' Jo |f|r) and
Mgy := Mg, Where My, f :M(f’)l/’.

W(t) =exp(t) — 1, then, Mgy = Mg exp(r) -

e If B>0and I <r<oo, ¥(t) =1"log(e+1)P is a Young function then My y =
Moc,L’(logL)ﬁ :

e If a =0 and k € N, ¥(¢) = tlog(e +¢)* it can be proved that My ~ M**!,
where M**! is Hardy-Littlewood maximal operator, M, iterated k+ 1 times.

REMARK 2.1. Observe that if ¥(¢) =" then a simple computation shows that

Mo, f = (Mot |f1")"" = (Mo f1)!"

If B = B(xo,r), is the ball of center xy and radius r, for A a matrix, we set AB =
{Ay,y € B}.

Proposition 2.2. Let 9 be a Young function and A be a invertible matrix. Let
wa(x) = w(Ax), then

My, (wa) (Ailx) < canMa,2(w)(x)
for almost every x € R".

Proof. Fix x € R" and let us consider the ball B= B(A~'x,r).

L) o5

Then, x € AB and
HWAH@,B = ||W||0/,AB

Let [|A[ = sup,.|,— |Ax|. There exist balls B, = B(x, m) and By = B(x, ||A|r)
such that By C AB C B, then

-1
wWllg.a8 < IA~ " AN Wl 2.8,

Hence,
M o (wa)(A™"x) < A" [|A]" Mg, o w(x),

where

Mg o f () = sulng(y, )£l -
r>



2.2. Weights.

A weight is a non negative locally integrable function in R*. Let 0 < o < n,
1 < p,q < oo, we say that a weight w € A, if, and only if

—1
WA, = Sl;pHWIIq,BHW .8 < oo,
where the supremum is taken over all balls B C R".

If 1 <p <o, A, denotes the classical Muckenhoupt classes of weights and A.. =
Up>1A4,. It can be prove (see [17]) that w € A, if, and only if

[Wew = sup

Observe that w € A, , if and only if w” €A, and w € A,  if, and only if wP e
Ajp. Also w € A o if, and only if wleA;.

The fractional B, condition, Bg‘ , was introduced by Cruz-Uribe and Moen in [10]:
Let 1 < p<n/a and é = . A Young function ¢ € B if

p n
= q/p
[
L4t
They proved that if ¢ € BY then M ¢ : L”(dx) — L9(dx) and

=0t q/pdt>1/q

Mo, llLr—1a < c (

We will consider the following bump conditions: let 1 < g < oo and ¥ be a Young
function, then a weight w € A, g if

Wlagw = sgpllwllq,sllvf1 .5 < o0

where the supremum is over all balls B C R".
Let f be locally integrable function in R". The sharp maximal function is defined

by
1
— dz|d
‘B‘/Bf(Z) z

A locally integrable function f has bounded mean oscillation ( f € BMO) if
M?*f € L and the norm || f||gy0 = || M* f]|o.
Observe that the BMO norm is equivalent to

M#f = sup
B>x

. 1
£ ll5s0 = M £l = supinf —— / 1£(x) — aldsx.
B acC |B‘ B

Also we set for § >0, M f(x) := (M*| f|®(x))"/.



2.3. Previous results.

Here we enounce some known results for the operator Ty ,,. See [18].

Theorem 2.3. [18] Let 0 < a <n, m € N and let Ty,, be the integral operator
defined by (1.2). For 1 <i<m, let V; be Young functions, 0 < o; < n such that
o + -+ 0y =n—o. Also suppose ki € Sp_q, w, VHy_o, w, and let the matrices A;
satisfy the hypothesis (H).

If =0, suppose To, is of strong type (po, po) for some 1 < pg < oo.

If ¢ is the complementary of the functions ¥y,...,VY,,, then there exists C > 0 such
that, for 0< 6 <1 and f € LT (R")

m
ME(|Tamf1) () SCY " Moo f(A; ). (2.2)

i=1
Theorem 2.4. [18] Let 0 < o <n and m € N and let Ty, be the integral operator
defined by (1.2). For 1 <i<m, let V; be Young functions, 0 < o; < n such that
o+ -+ 0y =n—a. Also suppose ki € Sy_o;w; NHy_g,w; and that matrices A;
satisfy the hypothesis (H).
If o =0, suppose To is of strong type (po, po) for some 1 < pg < oo.
Let 0 < p < co. If ¢ is the complementary of the functions ¥y, ...,¥y,, then for f €
L7 (R") and w € Aw, there exists C >0, C depending on the operator T(iimAb, n,p and
w, such that,

[ anfiPwiriax < - [ M 751w

whenever the left-hand side is finite.

3. Main results

In this section we present the main results of the paper.

3.1. One weight norm inequalities

In this subsection, we state the boundedness of the operator, Té‘ np 1D two different
ways, using the Coifman inequality and using a Cauchy integral formula.

Theorem 3.1. Let b€ BMO, 0<oa <n, ke NU{0}, meNand 1 <i<m. Let
Y, be Young functions and 0 < o; < n such that 0 +---+ @, =n—a. Let Ty, be
the integral operator defined by (1.2) and Té‘mb be the k-order commutator of Ty .
Suppose that the matrices A; satisfy the hypothesis (H) and ki € S,—q, w, "Hy— o, w, k-
If a =0, let Ty,;m be of strong type (po, po) for some 1 < py < oo.

Let (t) = tlog(e+1)* and let ¢ be a Young function such that

W) (@ ()9 (1) St for t > 1, for some tg > 0. Let 1 < p <n/a and
1 1 o]

¢ p n
Suppose that one of the following hypothesis holds,



(a) Suppose there exists 1 < r < p such that K. < co. Let N be a Young function
o sn
such that ="' (t)tn < ¢~ '(t) for every t > 0. If ¢'i-a € B_w_ for every s >
r(n—a)/(n—ar) and w" € Ap 4,

(b) Suppose there exist B and C be Young functions such that B~ (t)C~'(t) <é¢ (1),
t>t9>0, CEB) and w € Ayp,

(c) Suppose that the operator Ty, is bounded from LP(wP) into L1(w?) for all w €
Apg-

If w satisfies the condition (1.4) then there exists ¢ > 0 such that, for every f €
LP(wP),
HT(i(,m,thLq(wq) < C||bHI§M0||f||Lﬁ(wP)-

The constant, ¢ depends on the operator T*

amp P and w.

3.2. Two weight norm inequalities

Next, we obtain two weight inequality for operators such that their adjoints satisfy
a Coifman inequality. Here, the weights are no longer in A .

Theorem 3.2. Let ¢ be a Young function, 0 < o <n and 1 < p < oo. Suppose there
exist Young functions &,.F such that & € B,y and &' (1) F ' (1) < 97 (1).
Let T be a linear operator such that its adjoint T* satisfies

L swmedx<e [ > (Mo 40) i) G.1)

forall 0 < g < oo and w € Aws.
Set 9(t) = .F(t'/P). If D is a Young function then for any weight u,

R}‘I

m
() Pu(x)dx < c / FEIS Mep, gu(Aix)dx. (3:2)
R i=1
For example, if T = Ty, is defined by (1.2), then its adjoint 7™ is
rg) = [Tae= A7) Bl 4, )
where k;(x) = k;(—A;x). If T* satisfies hypothesis of Theorem 1.1 then
m
/ IT* £ (x)|9w(x)dx < ¢ / D (Moo £(Aix))  w(x)dx.
R Rz

forall 0 < g <o and w € A... So, we can apply the Theorem 3.1.
In the following table, Table 1, we can see some examples.

10



Table 1: Examples
Mg Range of p’s Myp,o

Moc.Llong I<p<e ]W()C,LlogL(kH)p*lJrE

l<p<r M

- (X.L(%),]OgL(ﬁ)l((k+l)+p,|)+s

OC,L'J logLr/(k+1)

Now we give a endpoint estimate for T({“m_b that derives from Theorems 1.1 and
3.2. o

Theorem 3.3. Let b€ BMO, ke NU{0}, meN and 1 <i<m. Let ¥; be Young
Sfunctions and 0 < o; < n such that oy +---+ 0, =n. Let Ty, be the integral oper-
ator defined by (1.2) and T(fm.b be the k-order commutator of Ty . Suppose that the
matrices A; satisfy the hypothesis (H) and ki € Sy—o;w;, V\Hy—o; w, k> and Ty, be of
strong type (po, po) for some 1 < py < oo.

Let (t) =tlog(e+1)* and let ¢ be a Young function such that

Pl (e ()9 (1) St for t > 1o, for some tg > 0.

(a) If there exists r > 1 such that t" < c(t) for t >t9 >0, and ¢ € B, then

u{xeR": ‘Tok,m,b(x” >A} < C/]Rn O (VELX)'> ZM¢M(Ai(x))dx. (3.3)
i—1

holds for every weight u.
(b) Suppose there exist Young functions &,.7 such that & € B,y and E0)F (1) <
¢~ (1). Set D(t) = F(1'/7), then

u{x eR": |T0k,m7b(x)| >AF< C/R" Ok (lf(lx)l) ;Mgu(A,-(x))dx. 3.4

holds for for all weight u,
REMARK 3.4. Observe that the pairs of weights given in (a) are better than the
one in (b). (See Remark 3.3 in [20])

4. Proof of the Coifman inequality

Recall some classical results concern to functions in BMO. For the proof see for
example the John-Niremberg theorem in [12].

Lemmad4.1. Let b€ BMO.
1. For any measurable subsets By C By C R" such that |By|,|Bz| > 0, we have

|Bs|
b, —bg,| < @lleBMo-

11



Let 1 <i<m. In particular, if A; are invertible matices, B is a measurable set
and B; :Ai_lB, then

m
165 = by gyoal < (1D [der(A7))IIbllsuo
i=1

2. Let B = B(cp,R) be a ball, centered at cp with radius R, and B’ = B(cp,2/R).
Then,
|b —byi| < cjlbllamo-

The following lemma is part of the proof of Theorem 3.1 in [18],

Lemmad4.2. LetO<oa<n, meNand 1 <i<m. Let ¥; be Young functions and

0 < oy < n such that o + -+ &, = n— o.. Suppose that the matrices A; satisfy hy-

pothesis (H) and k; € Sp—_q,w, for 1 <i<m.

Let @i(t) =tlog(e+1)* and let ¢ be a Young function such that ¥{' (t)--- ¥, (1)@ (1)~ (1) S
t for t > ty, some to > 0. Let K(x,y) =ki(x —A1y)ka(x — Azy) ... kyu(x —A,y). Let

B = B(cp,R) be a ball centered at cg with radius R. We write B = B(cp,2R) and for

1<i<?2, set B; :Aflg. If z€ Bj, for some 1 < j < m, then there exists a positive

constant C such that

/ |K(v,z)|dy < CR“.
B

To obtain an appropriate maximal operator, which controls in weighted L” norms

the operator Té‘ m.p» We need the following theorem:

Theorem 4.3. Let b€ BMO, 0<a <n, ke NU{0}, me N and 1 <i<m. Let
Y, be Young functions and 0 < o; < n such that o +---+ @, =n—«a. Let Ty, be
the integral operator defined by (1.2) and Tolt“mj) be the k-order commutator of Te .
Suppose that the matrices A; satisfy the hypothesis (H) and k; € Sn—o;,%; VHy— o, W, -
If 0 =0, let Ty, be of strong type (po, po) for some 1 < py < oo.
Let @i(t) =tlog(e+1)* and let ¢ be a Young function such that
YL e ()97 (1) St for t > 1o, some 19 > 0.

Then, there exists 0 < C = C(n, Ay, ...,Ay) such that, for 0 < 6 < e <1 and
feLZ(R")

k—1 m
ME(ITE o 1) @) <O bl oMe(Th ) @) +Clblbv0 > Map f(A7'x). @4.1)
[=0

i=1

This Theorem is a generalization of several known results. The improvement of
having Mg was explored in [1], [25]. The following table illustrates some examples of
this result.

The example (i) with m =1 is the classical case proved in [4], (if) with k=0
is the example of fractional rough kernel proved in [28]. The last example (iii) is the
commutator of the explicit operator given in [18].

12



Table 2: Examples
Y, 1<i<m 0] My ¢
@) ey thg(e"’_t)k Ma,L]ogU"

(ii) 1,1 <r<eo t*log(e+1)* Z +-=1 My ps10g15%

(i) W =1,1<r<oo 1" log(e +t)<’<+1> My, 1 1o 1)
Wo(r) =exp(t) — 1

In the proof of Theorem 4.3, we follow the original ideas of papers [1] and [25]
and for technical details of set partitions we follow Theorem 2.2 in [28].

Proof of Theorem 4.3. We just consider the case m =2 and k=1, i.e. Tot,zb =

[b, Ty 2], and we will write [b, Ty]. The general case is proved in an analogous way.

Let f be a bounded function with compact support, b € BMO and 0 < § <e < 1.
Let x € R" and let B = B(cp,R) be a ball that contains x, centered at ¢ with radius
R. We write B = B(cp,2R) and for 1 <i <2, set B;=A;'B, |B;| = |det(A;")||B].
Let fi=/xp g and o=/~ fi.
Suppose that a := To((b—bp5,08,)/2) (cB) <o

We write

[0, Taf1(x) = (b(x) = b, u,) TS () = Ta((b = bgu,u8,) ) (%)-

Now, we have

(|,i| AR —any) "
< (|;| / <b<y>—bmUg2>w<y>|%zy)1/(S
" (|;| / |Ta<<b—bgugluggfl)(ynédy)1/5

1/8
(7 a0~ b0 0 Tl b5 ) )y

=I1+1T+1I1. 4.2)

To estimate I, let ¢ = €/8 > 1, by Holder’s inequality and Lemma 4.1,

1/6 !
1< (g [160) -6 Ta0)Par) 41053 (o [ 7))

q5 1/4's 1 .6 1/48
< (i1 Lrewr-enar) (G [ maroistas) " clblaoMs o

13
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< C||bl|lproMe(Tof)(x) +Cl|bl| roMs (To f ) (x)
< C||b||moMe(Ta f)(x).

For I1, by Jensen inequality

<o [ ] K02 b, 112 dzdy
‘B| BIUBZ

—Z|B|/ ‘b BuBluBszl |/|K V,Z |dydz (4.3)

Then, using Lemma 4.2 we obtain

2
1
ey o / 1b(2) — b0, 1f(D)ldz
i=1 i

2
< CR*

1
1] /E(‘b(z) — by +1bg, = bgog,u, IS (2)ldz
1 i

2
<Y [R¥Ib=bgllexprs, I/ 1lg 5, + 6l ImrroMaf (47 ')
i=1

2

<Clbllamo Y Maof(A; ).
i=1

For I11, by Jensen inequality we get
1
1 < B /B Ta2((b—bpup,08,)12) () = Ta2((b—bpp,08,)f2) (cB)|dy

1
< *// _ |K(y:2) = K(c, 2)[1b(2) = baup,us, |1 (2)|dzdy
‘B‘ BIUBZ )¢

ST / 1K (0,2) ~ K(e, 2)16(2) ~ by |12y
=1

where
Z' = (ByUBY)N{z: |cg—Aiz| < |cp —Az|,r #1,r =1,2}.

Let us estimate |K(y,z) — K(cp,z)| for y € B and z € Z',
|K(y,2) = K(c,2)| <|ki(y —A12) —ki(cp — Ar12)|[ka (y — A22)|
+ ki (cg —A12)||ka(y — A2z) — ko (cp — Azz)]. 4.4)

For simplicity we estimate the first summand of (4.4), the other one follows in an
analogous way. For j € N, let

Dﬂ ={zeZ :|cp—Az| ~27T'R}.
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Observe that Di‘ C{z:|cp—Aiz| ~27T'R} C A 'B(cp,2/*2R) =: B, ;. Using genera-
lized Holder’s inequality

/Z] k1 (y —A1z) — ki (cp — A12)| k2 (y — A22)[1b(2) — b, 08, 1 f (2)dz

= Z/D, lki(y —A12) — ki (ca — A12) ||k (y — A22)[[b(2) — bpug, ug, 1 (2)|dz

By

(o) El-
<y Bl g [xDi_kl(yAmk1<cBA1z>|kz<yAzz>|

(16(2) ~ b, | + b8, basy o) f<z>|] dz
< 1Bl (= Ar) =k (cs — Ay Dol jeg-az2itir
j=1

ko (= A2)2z e joyc2s012 (10— gillexpr g, + €l lanwo) 1l 5,

< cllbllamo D 1Bjlilltki(y = A1) —ki(cp — A Dot ey Jep-asz~2i1r
=1

ko =420 s ey -1l 5,

Observe that |cp —A;z|/2 < |y —Ajz| < 2|cg —Ajz| and if |cp — Az ~ 27T IR then
2/R < |y —Ajz| < 2/*2R. Thus, we have

(v = A1) Xty jep-aszm2ie i < k1Ol o~air + 1k ()l pivir < c(2/R)7%,
where the last inequality holds since k; € S, ¢, w, . Also, by hypothesis
ki (c —Al')lui. g Jep—agelmaitin < (27HR)7.
For r # 1, let us prove that
1K (5= A2 g, - o1 < c(2PR) . @3)

If z € D) then |cp —Az| > |ep — Ajz| > 2/F'R, that is D C A;'B(cp, 2/ T'R)".
Then D) C A 'B(cp,2/"?R) C A;'B(cp,2"/*?R) for some t > 1 such that 2 >
J+t
A,A; . We decompose Dlj = U(Di‘)kv’ where
k=j
(D)er ={z€ Dl |cg—Anz| ~ 2R}

Observe that (Dlj)k_, C{z:|cp —Asz| ~2/*'R}. Then, as k; € Sy, w, ,
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v,

1 ky (y - ArZ)XU//:; (D_[,')k,r (Z) )

A7 B(c, 277 2R)| Ja; B(eg212R)

— 1 N (kr(y_ArZ)> dz
‘AI_IB(CB,ZH‘ZR” AflB(Csz'HzR)m(U,{:j(D.’/)k‘r) r R
j+
-5 e v (S50
A Ben. 2R Jar Bes im0, A
A 1 kr(y _ArZ)X(Dl_)k_r (2)
= Z - — \Ijr J7 dZ
i A Ble, 272R)| J(ply, A
’i A= B(cg,252R)| / k(v = Ar2) X, (2) .
“ A7 'B(cp,2/2R)| |A; ' B(ca, 2k+2R ) Jar B(ep2k42R) Er A
i+ - ky(y—A
_ ’Z |det(A1)] Sk in 1 . V= A)2(ps),, (2) i
i lder(ar )| |A; ' B(cp,2%F2R)| Jar 1 B(cg 2t12R) A

Observe that R > |cg —A,z| > |cp —Ajz], for every R >0, implies that A_lB(cB,R) C
A;'B(cg,R). Then |A; 'B(cp,R)| < |A;'B(cg,R)| and |det(A;")| > |det(A,1)]. If we

consider A = :3::2 l;: I, using that W, is convex we have
i |det(A;])|2(k—j)n 1 v |det(A; )] kr(y_ArZ)%(Dpk’,(Z) i
i det(A, )] A ' B(ep, 22R)| Ja pep2ior) \ [det(Ar )] u
Jjtt | ke (y fA,z)x(Dé)N (z)
< Zz 1 ¥, dz
|A B(cp,2K2R)| Ja; 1 B(cp2t+2R) u

" kr(y=Ar2)xpiy, , (2)
1 r r Ver
<o Z : ¥, (D), dz<1.
|A B(ca, 2k+2R )| Ja 71B(cp,2kF2R) u

Finally, taking u = (¢ + 1)21n21+l||k (y—A, H‘Pr,\chA,z\~2k+'R (t + 1)2|ky (y —
AV')“\P,JCBfArZ‘NzkHR, we obtain

Hkr(y_A"')XDi.||‘I’,<,\CB—A,z|~2/+1R: [kr(y—Ar )XUW (DL ||\y, |cg—Ayz|~2/F1R

t+j

|det(A’1
|det(Ar_1 (t+1 2’"Z||k Ar)lw, jep—a, 2k IR
!



j+t
S Z (ke (w2t + ()l mottir
< Z 2KR)~% = ¢(2/R)™*

k=)

where the last inequality holds since k, € S;,_q,,
Now for [ =1,

/Z1 ki (y —A1z) —ki(cp —Ar2)|[ka(y — A22)|b(2) — bgg,us, |1 f2(2)|dz

< clbllmo Y (27R)" || (ki (y — Ar-) — ki (cn = A)tpilhy jep-a a2 irl g 5

j=1

< c|bllsmoMa.g f (A7 'x) > " (27R) %% | (ky (y—
j=1

< c|bllzmoMa,g f (A7 %),

Ar) =ki(es =Ar)2ptlw, jeg-aro~2it1R

where the last inequality follows since k| € H,_q, w1
For [ =2, proceeding as (4.5), we obtain

1Ge1(y = Ar) = ki(es —Ar))xp2lhw, jep-nre2ivir

< CZ [(k1(y—A1-) —ki(c — Ay '))X(Dﬁ)“ HLPI,\CB—Alz\NZkHR‘

k>j
Then, we obtain
> QIR |l (ki (y—Ar-) — ki (CB_Al'))XD},|‘lP|,\chAlz|~2j“R
J=1 '
< Z (2/R) (XIJZH (k1 (y —ki(cg—Ay- ))X(Dﬁ)k,l 9, Jep—a, 22t 1R

j=1 k>j

< ZZZO” V2 R) Mk (ki (y — Ar-) — ki(es =Ar) X, ey jep-aiz~20ir
1 k>j

MS I|

k
D@ @R MK (ki (v~ Ar) —ki (e — Ay DA My Jep—rzaer
j=1

=~

1
<c ) (2R)“k|| (ki (y—Ar-) — ki (cB — A DA, ey feg-rzatir S €
k=1

where the last inequality follows since ki € H,_q, w, 1
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So, as in the case [ = 1, we obtain

/Zzlkl(y—AIZ) —ki(cp —A12)| k2 (y — A22)[|b(2) — gz, s, |1 f(2)|dz
< c[|bllsmoMa.o f (A] 'x).

Then

2
I < c||bllzmo Y  Ma.gf(A;'x).
=1

For the case @ = 0, the argument above can be adapted as follows. Estimates for
terms [ and /11 are analogous to the ones in the case 0 < a < n. For I, observe that Tj
is of weak-type (1,1) with respect to the Lebesgue measure (see Lemma 5.3 in [18]),
as 0 < 0 < | and using Kolmogorov’s inequality (see Lemma 5.16 in [12]) we get

c & C 2 O
< | AOlr=3 /, Oy <YM S0,

and the theorem follows in this case.
For the case m > 2, the estimates for terms / and /I holds as the case m = 2. For
I, we define Z', 1 =1,2,...,m, as

Zh = (UM BN {z:|cp—Aiz| < |eg—Az),r #1,r=1,2,....m}.

For y € B and z € Z!, the inequality (4.4) in this case is

m

m
K(v.2) = K(c5,2)| <D ki(y—Air) —kiles —A)| [[ |kiy—Aj2)]
i=1 J#i,j=1

The estimate
| 1K0.2) = Kien216(2) by, 17z < ClblloMa g (47 )

is prove in an analogous way as above.
For the case k > 1, suppose that a := Ty ((b— bguglugz)kfz)(clg) < oo,
We write

=~

-1

Topf(x) = C(b(x) =bg,08,)"  Tapf (%) +Tal(b—ba,z,05,)" f)(x).
l

I
=}

and the term I, I1, III are
=y 5 S 16
=3 <|B| /B 16(y) — bgs,05, || Th o f ) dy)
1=0
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1/6
= (I;/m‘((b bgug,us,) fl)(y)Ide>

1/8
111 = <|;| | 105,08, )0 —Ta((b—béuéluéz)ku)(CB)|5dy>

The estimate for / is analogous for the case k = 1. To obtain estimates /1 and 111,
we observe that, by Lemma 4.1, we have |b—bg 5,5, K < |b—bx[F+ j*||b]1%,,0 With
X = B or By, the rest follows as above.

O

Proof of Theorem 1.1. By the extrapolation result Theorem 1.1 in [9], estimate (1.6)
holds for all 0 < p < e and all w € A if, and only if, it holds for some 0 < py < oo
and all w € A.. Therefore, we will show that (1.6) is true for pgy, which is taken such
that “=% < po < eo. This will make some computations cleaner and avoid some tech-
nicalities. We first consider the case on which w and b € L”. By homogeneity, we
assume that ||b||pmo = 1. We proceed by induction.

When k& = 0, then To?‘m_h =Tam. As ki € Hy_o, w,0 = Hy—¢, w;, Theorem 3.3 in
[18] implies that

[ anfirwiriax < 3 [ M £ A

Next, we assume that the result holds for all 0 < j < k—1 and let us see how to
derive the case k. We fix Wy,...,W,, and ¢ so that ‘I’;l( VoW e N e () <
t for 1t > 1o, for some 79 > 0, with @(r) =rlog(e+1)* and k; € S, o, w, NHy— g w, & -

Let f € L7. Without loss of generality, we assume that |[Mg ¢ f||Lro( ) i=
1,...,m and || a,m.beL”O (w) are finite. Let w € A, then there exists » > 1 such that
weA,. Let 0< 8 <1 suchthat 1 <r< po/8, thus w €A,,/s- We want to use the
Fefferman-Stein’s inequality. To do so we need to check that ||M5(T§7m’h Illero ) s
finite. Notice that since w € A, /s with po/d > 1 we have

1
sk
|‘M5(T§,m,bf)||Lp0(vv) = ||M(T(§,m,bf) ”z%) < C”T(i{,mAbeLpO(w) < oo,

(w)

by assumption. Then, by Fefferman-Stein’s inequality and Lemma 4.3, for all € with
8 < &< 1, wehave

/ ITE ) [Pow(x)dx < / M(TE )3 ()70 P (x)dx
< [ (T )P
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k—1

<O MM (T, P +cZ / (Ma g f(AT ) Pw(x)dx.  (46)

=0

Since 6 < g/r < 1, we can take € > 0 such that § < € < py/r < 1, and so
w e A,,O/e. Hence,

l 1 1 I
[ (Me (T p )220 () = 1M (| T f 1) Lﬁﬁ/g < el TgmpfllLrow)
Notice that for 0 </ <k —1 and for all r > e, we have

v e e () <) O (e () S

Besides, k; € S, o, w;, NHy— o, w, k C Sp—o;,%; VHy— g, w,;1- Thus, the induction hypothe-
sis implies that, forany 0 </ <k—1,

Tl ) < Ty <3 [ (a7 )Pl
i=1

provided the middle term is finite. Assume for the moment that this is the case. Plug-
ging the last estimate into (4.6) it follows that

/| () [POw(x) dx<CZ/ (Mo f(x))Pow(Aux)dx.

Observe that we have not used that w and b € L™, this will be needed in the following
argument to show that some quantities are finite.

We still have to see that || T, ||zr() <eo forall 0<I<k—1.As weL” and
Tom : L4(dx) = LP0(dx), with L =1 — &,

1 1
HT(i,m,beLpO(w) = ch,jbl_jTa,m(be) < |wlle ch.jbl_jTa,m(be) < oo,
J=1 LPO (w) J=1 PO
1
SClwllelBllo | fllza < o,

since f € L7 . Hence, for w and b € L™, (1.6) holds, that is

L Tt < Clbllo Y- [ (o £ (A0,
i=1

where C does no depend on ||b||z= and ||w||z= (C only depends on the A., constant of
w, po,k,T).

For any weight w € Ao, we define wy = min{w, N}, then wy € Aw and [wy]a,, <
C[w]a.. with C independent of N. Since wy € L™ then (1.6) holds with C not depend-
ing on N. Letting N — o and using the monotone convergence theorem we conclude
that (1.6) holds for any w € A
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For the general case, if b € BMO, for any N € N we define by = by_yn) +
NX(Nw) = NX(—eo—n) > then [|by|eo = ||lbw[|Brmo < 2||b||smo - Now, using convergence
theorems, for details see [21], we conclude that (1.6) holds for any b € BMO.

Thus, as mentioned, using the extrapolation results obtained in [9], (1.6) holds for
all0 < p<oo, be BMO and w € Aw.

If w satisfies (1.4), we have

J s 0wkt < €3 [ oo 0wkt €Y [ (o) w0
O

5. Proof of one weight norm inequalities

For the proof of Theorem 3.1 a) and b), we need the Coifman inequality (1.6)
and the boundedness of the maximal operator, given in [3] (see Theorem 2.6). In the
case of the classical Lebesgue spaces the theorem is the following
Theorem 5.1. [3] Let 0 < a <n, w be a weight, 1 < <p<n/o and 1/q =
1/p—a/n. Let  be a Young function such that 11”:%& € B pn forevery p > fB(n—
a)/(n—oaf), and let ¢ be a Young function such that ¢~ (1)t*" < n='(t) for every
t>0. Ifwh e A%% , then My v is bounded form LP(w?) into LY (w?).

The boundedness of the My ¢ from LP(w”) into LY(w?) with bump conditions,
given in [11] (see Theorem 5.37), is the following,

Theorem 5.2. [l1]Let 0<a <n, | <p<n/a, let
be Young functions such that B~'(1)C~'(¢) < c¢~(1),
w € Ay g, then for every f € LP(wP),

/ (Mg f)tw? <C / |f1PwP.

Now we prove part (a) and (b) of Theorem 3.1,

— 2. Let $,B and C
> 19 > 0. IfCGB,‘f and

Proof of Theorem 3.1 a) and b). From the previous Theorems, hypothesis (a) or (b)
implies that My ¢ is bounded from L?(w”) into L7(w?).
Then, by Theorem 1.1 and w satisfies (1.4),
175 s Nlawa) < €lbllarol|Mag fllaguay < cllblizaroll fllLror)-
O

For the proof of Theorem 3.1 ¢) we use a Cauchy integral formula technique, see
[71.[5] and [2]. This technique is as follows, let 7' be a linear operator, we can write Thk

as a complex integral operator
/ Z(f) , ,

- i k+1
z=0 2mi lz|=¢ % "

k d b
T, f= d—zkez T(fe ™)
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where € > 0 and T,(f) = e®T(fe ), z € C. This is called the “conjugation” of T
by €. Now, if || -|| is a norm we can apply Minkowski inequality,

1
IT5f1 < 5z sup (A &>0.
b 2mek |z|=¢ :

Observe that using this technique we can obtain the boundedness of the commuta-
tor using the boundedness of the conjugation of the operator.

Lemma 5.3. [2] Fix 1 <r,n <oo. I[f W €A, and b € BMO. Then wert € A, for
every A € R verifying

) < min{l,p—1}
— n'[bllmo

Proof of Theorem 3.1 (c). Let T = Tg . Let w € Apy and v = weRe@P | where
Re(z) is the real part of the complex number z. If v €A, ,, then

T fllzagwey = IT(fe~)|zaqay < cllfe PNy = el fllour

since T is boundedness from LP(v?) into L9(v?).
Let us prove that v € A, 4. If we A,y then w? € A ¢ and exists r > 1 such
P

min{l,’i} .
that w?" EAH%. Let & = ot if [z] = & then
Rl < e = "
Re(z2)| <qlz] = —————.
K T Bllano

ByLemma5.3, vi€A ¢ and VEA,,.
P

Hence,

1 1
Tl ory < —— sup || T oy < ——||b]I% -
1T fllzo ey < 26 ‘Z‘ZIZOH 2O zpory < ch,;’qll im0l f 1 za ey

6. Proof of two weight norm inequalities

For the proof of the two weight norm inequality we need the following auxiliary
results.

Lemma 6.1. (a) [24] Let ® be a Young function. If ® € B, then for every weight v
we have

/ Mo £ (2)|7V (x)dx < / () PMV (x)d.

(b) [20]If r > 1, then
M(M,) ~ M,.
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Proof of Theorem 3.2. Let u a weight and v(x) = My, yu(x). By duality, (3.2)
turns out to be equivalent to

/|Tf |pv pdx<c/ z:|fo|’7 =P gx.

Since v = Mapgjwl’p/ € A, see [4], then by Proposition 2.2 and the fact that
& € By wegetforall xeR",

Moc 97( / )(Atx)p V( )1 7 :Map,Q(WAlfl)(Aix)p//pv(x)l_pl SMap,@(W)(x)pl/pv(x)l_P/

t

and using the Coifman inequality settled earlier, Theorem 1.1,

/ |T*f(x)|p/v(x)17p’dx§c/ Ma"pf(Aix)pr(x)lip/dx
R -

< | e, )07 M5 00 () V)

<c M(o(fw It )(Aix)”ldx

T e
= C/R" |f(A"x)W;1/p(Aix)\pldx = C/Rn |F(A) [P w(x)! =7 dx.
O

Proof of Theorem 3.3. We proceed by induction on k. We consider m =2, T, bk =
T(;{,z,b' The general case is analogous.

We assume that the cases [ = 0,1,...,k— 1 are proved and we show the de-
sired estimate for Tbk. Let u be a weight, suppose that u € L (otherwise consider
uy = min{mN}xB(O’N) and use monotone converge theorem). Let 0 < f € L7. By
homogeneity we can also assume that ||b||gyo = 1.

By the standard Calder6n-Zygmund decomposition of f at height A, there exist
dyadic cubes {Q;}; such that

1

A< f<2"A,
|Q]‘ Qj
and we can write f = g+ h where
8= farmu0,+ Y _fo X0 h=Y hj=> (f-fo,)x0;
J J J

where fo, denotes the average of f over Q;. Let us recall that 0 < g < 2"A a.e.
and also that each h; has vanishing integral. We set 0 ji» i =1,2, the cube with
center A;c; with length 2\/nMI(Q;), where M = 1n<1g1<xz||AiH , Q= U (0j1UQ;,) and
S !
J
i = UXRm G - Then

u{x ER":|TEF(x)] > A} <u(Q) +u{x e R"\Q: |Tfh(x)| > A/2}
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+u{x e R"\Q: |Tfg(x)| > 1/2}
=I1+11+111.

We estimate each term separately. For I, observe that |Q;;| = (24/nM)"|Q;].
Then, we have

I=u U(QNjJUQNJz Z|: le +u QJZ)]
J i

— (M) w(@j1) , u@2) |,
= (2vnM) Zl 6.1 "0l ]Qﬂ

(le) M(Qj~,2>
=7 A Zl 101l " 10).] ]/Q./’f

<+ Z/Q [Mu(A1x) + Mu(A2x)] £ (x)dx,

where the last inequality follows since x € Q; then A;x € Q;;. Then,

1<+ Z/ [Mu(A1x) +Mu(Axx)] f(x)dx

<CZ/ ( ) [Mu(A1x) + Mu(Ayx)) dx,

and we observe that Mu is pointwise controlled by either Myu or Myu. So the desired
estimate follows in all cases.
To estimate 11, we write

:ZTbkh-

k—
ZCkITb Zb bQJUQNUQ,Z)kith' (x)+2(b(x)_ijquﬁluQ,_rz)kThj(x)
=0

Fi(x) + F2(x).
Then,
I =u{x € R"\Q: |Th(x)| > 1/2}
<u{x e R"\Q: |F(x)| > A/4} +u{x e R"\Q: |[K(x)| > 1/4}.

For F;, we would like to use the induction hypothesis. We consider the case (a).
If0<I<k—1then H,_q w,x C H,_¢;w,; and so k; € S,_¢, w; N H,_¢, w; ;. Also, as
0.(t) <@,(r) we have

W), 09 (00(1) S ), (09 (e (1) S,
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for t > ty, for some £y > 0. Thus the hypothesis on (a) are satisfied for every 0 <[ <
k —1 and therefore

k-1
w{x R\ Q:[F(x)| >A/4} <> adx: T[> (b bo,uo;,00,.)" hi | )] >A/C
1=0 j
k—1 k=lp .
5 / o <|E ( QJU)LQJIUQ/Z) J|> (M¢ﬁ(A1(x))+M¢ﬁ(A2(x)))dx
1=0
<§Z/ o ‘b_ijUQj,lUQj-zVCiZ'hj‘ (Mo (A () + Mo (A (x))dx
- =0 j 79 A ’ ’
k—1 2 b—b, ~ .~ [k,
< Z Zess inf Myii(A;(x)) / Loy | Q’UQ”;“UQ"J il dx,
=0 j \im1 ¥ Q)

where the last inequality holds by Mii ~ essQ inf Myii, see [20]. Let us observe that
j

C, 1(t)Ck,fl (t) S C; ' (t). Then, Young inequality implies

b—bgy 0o 0o, Ihjl |Aj]
o jYL,19¢;, de/ O (1> dx+/ (Pk—l( |b—b |k l) dx
/Qj ( A 0; cA Q; QL0102
— / Px <|h/|> dx-i-/ 177100851000 g
0 Qj

J

A
L R
0

J

(%
g/Q@pk('hf')derc/Q 1b=b0;1 gy
(

J

As ||bllgmo = 1, using John-Nirenberg theorem, we get that ||b — b, |lexpr.0; < ¢ and

|bQ_/ — bQ,-UQ*,-‘|UQ_,~,2| < c. Besides, using that (p,f, 0 < 8§ < 1, is concave, therefore
subadditive, it follows that ¢ is quasi-subadditive, this is @ (t1 +22) < @ (f1) + @r(72) .
Then, by Jensen inequality

hj fo;
/Qj¢k</{|)dx§/QJ<p (DdHIQJI(Pk( ;QL ) §2/Qj<pk</{)dx-

Also, by Calderén-Zygmund descomposition

I f
|Qj|<,L/ijdx</Qj<pk(A>dx
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Then, we obtain

u{x eR"\ Q: |F(x)| > A/4}
k-1 2
. A AYN
S5 (Sesprrn) [ o (7)o

S /R Pr (f{) (Myii(A1(x)) +Myi(Ar(x)))dx.

This gives the desired estimate for F} in case (a). Notice that the same computations
hold in case (b) replacing everywhere My by My . Next, we estimate F>,

~ 4
e RN\ (0] > A4} < 7T Lo b0, 0, TR

- k
Z\/R"\Q Q]UleUQj2|

_,LZ / ol [ ) ~ba,00, 0, (K ) — Kl

/Q (K (x,y) — K (x,05))j(y)dy| u(@)dx

J

We claim that for every Q, with center c¢, and for every y € Q we have

2
/ \(@00,) |b(x) beUQIUQ2|k|(K(x7y) —K(x,cp))|u(x)dx < CZ ess 1nfM<pu(A X)),

xe,

6.1)

where Q;, i = 1,2, is the cube with center A;co with length 2,/nMI(Q), and M =
1n<1g;1<x2HAi|| . This estimate applied to each Q; drives us to
<i<
. 2
u{x e R"\Q: |F(x)| >1/4} < IZ; exsesQi;lqu;u(Aix)./Qj |hj(y)|dy

= Z y) Mou(Ary) + Mou(Azy)]dy

S /R" Ok (ﬁ) (Myii(Ay(x)) +Myii(Az(x)))dx.

Observe that this leads to the desired estimate in (@) and also in (b), since My < My,
see Remark 3.4. Collecting the obtained inequalities for F; and F, we complete the
estimate of /1.

Let us proof (6.1). Let Q be a cube with center cg, and Q;, i = 1,2, be the
cubes with center A;co with length 2\/nMI(Q), where M = 111<1?<><2||Ai\\. Using (4.4),
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we obtain

Lot 20~ Pt (K5~ Kot

< /21 » |b(x) —bngluéz\kUﬂ (x—A1y) —ki(x—Ajcg)||ka(x — Azy)|u(x)dx
U
+ /zl - [6(x) _bQuQ1uQ2|k|k1(x—A16Q)||k2(x—A2y) —ka(x—Asco)|u(x)dx,
U

where Z' =R"\ (01 UQx) N{x: [x—Apy| < [x— Ay, r #i}.
We only estimate the first summand, the other follows in an analogous way. Using
generalized Holder’s inequality and observing that |Q;| = (24/nM)"|Q|, we have

/21 |b(x) _bQUQIUQQ‘kVCI (x—=Ayy) —ki(x—Aqc;)||ka(x — Azy)|u(x)dx

< /Z1 (186) = bgen [+ [bgrn = boug ;) P (= A1y) = ki (x = Ay ko — Agy)lu(x)dx

<10 (6= bgrn llg gt +°) i (- = A1) =kt (- = A1) 2geon, g gy g
=1
[lka (- —AZY)XQt+1\Qf ||‘{12,Qt+1 H“”@,QH' )
the last inequality holds using Lemma 4.1 and the fact that Q' is the cube with center
Ajcp and length 2'\/nMI(Q). Observe Q' = Q.

Since ||b||pmo =1, then ||(b_th+l)k||(pk7Qt+l < C. Now as ky € Sy_qg, ®,, We
obtain

||k2( —Azy)me\Qt ”‘PQ,QTH < c|Qt‘70‘2/n.
Also,if x€ Q; then forall r € N we get Ajx € Qj.,l c Q' and

1017 |ull g g1 < ¢ ess infMou(A;).
J
Then,

| =40 k=16l la Az )

. N
< cesg_meq,u(Al-)Z|Q’| w k(- —Ary) —ki (- — Arcj) X o e, g
/ =1

<c esz infMou(A;-),
j

where the last inequality holds since ki € H,,_q, w, k-
In an analogous way, we obtain

. 1b(x) —boug,u0, K|kt (x — A1y) — ki (x — Arc) k2 (x — Agy)|u(x)dx < c ess infMeu(As-).
. .

9;
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The estimate 7/1 is different in each case. We start with (a). For p > 1, using
Theorem 1.1, the fact that M,u € A and Lemma 6.1, we get

HI=u{x e R"\Q:|Tg(x)| >1/2} < ﬁ/ |Tg(x)|Pii(x)dx
i';/ |Tg(x) [P M, ii(x)dx < 72/ |Mog(A; 'x)|PM,i(x)dx
_)LPZ/ |g(A; %) [PM (M) ( dx<—Z/ |g(A; ' x)|P Myii(x)dx
<o/ |g<x>|"§Mrﬁ<A,-x>dx S |g<x>|ﬂ§M¢a<Aix>dx

where the last inequality holds using that /" < ®(¢) for t > £y > 0. Since g <2"1,

HI</T/ |g(x |PZM¢qu

which completes the proof of (a). To show (b), we only have to estimate 77I. We can

apply Theorem 3.2, to the adjoint of 7}f. Observe that (Tbk)* = (T*)/ih, where T* is
the integral operator with kernel

K(y,x) =ki(y—A7 'k —A5'x),

and k;(x) = k;(—A;x). Since k; € Sn—a;w; NVHy—q, w, k, We have kie Sn—a; v, VHy—o, W,k
then we can apply Theorem 1.1 to (Tbk )* Hence, by Theorem 3.2 we obtain

~ P
I =u{x e R"\ Q: |TFg(x)| > 1/2} < % / | T g(x)|Pai(x)dx
Rn
< / ZMjqu
flx ZMju x)d

Rr
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S /R P ({) (Mgii(A1(x)) +Mgii(Az(x)))dx,

which completes the Theorem. O
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