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#### Abstract

We introduce several definitions within the framework of vertex and conformal algebras which are analogous to some important concepts of the classical Lie theory. Most importantly, we define vertex manifolds, which correspond to the notion of Lie groups. We prove suitable vertex/conformal versions of a number of classical results such as the Milnor-Moore theorem, Cartier duality, and Lie's third theorem for nilpotent Lie algebras.


## 1. Introduction

Vertex algebras were first defined (under the name "chiral algebras") by Borcherds in [Bo] as a purely algebraic description of the chiral part of a conformal field theory (CFT). The OPE of the chiral fields in a CFT forme an algebraic structure that in a certain way resembles a Lie algebra, which was named Lie conformal algebra $[\mathrm{K}]$. There are strong parallelisms between vertex algebras and associative algebras, as well as between Lie conformal algebras and Lie algebras $[\mathrm{BD}, \mathrm{K}]$. The most important analogy may be the fact that any Lie conformal algebra $R$ has an universal enveloping vertex algebra $\mathcal{U}(R)$, which enjoys many of the properties that universal enveloping associative algebras of Lie algebras have $[\mathrm{K}, \mathrm{BK}]$.

This relationship suggests that it might be worth studying other constructions arising in Lie theory in order to find out whether they can be assigned some object in the conformal setting having similar properties. In this paper we follow this path and present conformal/vertex analogues for several important notions and classical results, amongst which we have bialgebras, Cartier duality, formal group laws and most importantly, Lie groups.

The classical Lie theory can be split into three levels: infinitesimal, local and global. In the finite-dimensional and characteristic zero case, it is well-known that all three levels can be studied simultaneously, with the exponential map being the main tool for passing from the infinitesimal to the local setting, and several results such as Lie's third theorem establishing links with the global theory. However, in the infinite-dimensional case this correspondence completely breaks down, turning the three theories into different (although still related) subjects $[\mathrm{N}]$.

We must begin our search at the infinitesimal level, since Lie conformal algebras and vertex algebras play the role of Lie algebras and their enveloping associative algebras. Here, the classical theory establishes certain equivalences of categories, which we will now briefly recount. Given a Lie algebra $\mathfrak{g}$, we have that $\mathcal{U}(\mathfrak{g})$ is a cocommutative and connected bialgebra, and all such bialgebras are of that form due to the Milnor-Moore theorem
[M]. Its dual space $\mathcal{U}(\mathfrak{g})^{*}$, endowed with the linearly compact topology, becomes a commutative and local topological bialgebra through Cartier duality $[\mathrm{S}, \mathrm{D}, \mathrm{Hz}]$. Moreover, if $\mathfrak{g}$ has a basis indexed by $\mathcal{I}$, the PBW basis of $\mathcal{U}(\mathfrak{g})$ can be used to define an algebra isomorphism $\mathcal{U}(\mathfrak{g})^{*} \simeq \mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$. Using this map to translate the coalgebra structure of $\mathcal{U}(\mathfrak{g})^{*}$ to this algebra, we may define the formal power series $F_{l}(X, Y)=\Delta\left(X_{l}\right) \in \mathbb{C}\left[\left[X_{i}, Y_{i}: i \in \mathcal{I}\right]\right]$ for each $l \in \mathcal{I}$.

The set $F(X, Y)=\left\{F_{l}(X, Y)\right\}_{l \in \mathcal{I}}$ satisfies the following properties
(i) $F(X, 0)=X=F(0, X)$.
(ii) $F(X, F(Y, Z))=F(F(X, Y), Z)$.

Any $F(X, Y)$ satisfying these axioms receives the name formal group law (some caution needs to be taken when $\mathcal{I}$ is infinite, we will specify the details in Section 6). It can be proved $[\mathrm{Hz}]$ that there exists a formal power series $I(X)$ such that $F(X, I(X))=F(I(X), X)=0$, and thus a formal group law may be interpreted as a formalization of the axioms that define a group structure.

The correspondences described in the above paragraphs may be summarized as the following chain of equivalences of categories.

$$
\left\{\begin{array}{c}
\text { Lie } \\
\text { algebras }
\end{array}\right\} \simeq\left\{\begin{array}{c}
\text { Cocomm. conn. } \\
\text { bialgebras }
\end{array}\right\} \simeq\left\{\begin{array}{c}
\text { Comm. local } \\
\text { top. bialgebras }
\end{array}\right\}^{\text {op }} \simeq\left\{\begin{array}{c}
\text { Formal } \\
\text { group laws }
\end{array}\right\}
$$

The first part of this paper (Sections 3-6) is dedicated to the task of reproducing these equivalences within the vertex/conformal context. Given a Lie conformal algebra $R$, we prove an appropriate version of the MilnorMoore theorem between $R$ and the vertex bialgebra $\mathcal{U}(R)$ (first defined in [Li]), and then we define vertex bicoalgebras as the suitable structure to consider in $\mathcal{U}(R)^{*}$ in order to establish a form of Cartier duality. The notion of duality for vertex algebras has been studied in [Hu1, Hu2], but our approach is different because we need to take into account the topology of these spaces. Lastly, choosing a vector space basis of $R$ indexed by $\mathcal{I}$, we give an algebra isomorphism $\mathcal{U}(R)^{*} \simeq \mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$ and use it to encode the additional "vertex structure" of $\mathcal{U}(R)^{*}$ into a set of formal power series

$$
F(x)(X, Y)=\left\{\sum_{n \in \mathbb{Z}} F_{l}^{n}(X, Y) x^{-n-1}\right\}_{l \in \mathcal{I}} \in \mathbb{C}\left[\left[X_{i}, Y_{i}, x, x^{-1}\right]\right]^{\mathcal{I}}
$$

which we call formal vertex laws, since the vertex bicoalgebra axioms in $\mathcal{U}(R)^{*}$ are translated into certain properties of these formal power series which are similar to the axioms of vertex algebras.

Therefore, at the infinitesimal level we have been able to find analogies for most of the concepts found in the classical theory. One exception though consists of the antipode for $\mathcal{U}(R)$, preventing us from defining the notion of Hopf vertex algebra. The main issues arise from the fact that $\mathcal{U}(R)$ is not an associative algebra. Nonetheless, this does not prevent us from pursuing our goals, since in the classical theory the antipode of a cocommutative connected Hopf algebra is not an additional piece of information, it is determined by its bialgebra structure.

On the other hand, in order to understand which structures may lie in the local and global levels of our theory, we start by recalling that the passage
from a Lie group $G$ to its Lie algebra $\mathfrak{g}$ has an intermediate step given by defining the formal group law $F(X, Y)$ associated to $G$, defined through the Taylor expansion of the product of $G$ at the identity, written in local coordinates (this is still valid in the infinite-dimensional case, when we define infinite-dimensional manifolds modelled over locally convex spaces as in $[\mathrm{N}]$ ).

In the spirit of maintaining this relationship between $G$ and $F(X, Y)$, we arrive in Section 7 to the notion of vertex manifold, which we propose as the vertex/conformal analogue to a Lie group. A vertex manifold consists of an infinite-dimensional manifold $\mathcal{R}$ embedded in the vector space $\mathbb{C}^{\infty}=$ $\cup_{m=0}^{\infty} \mathbb{C}^{m}$, alongside a distinguished element $e \in \mathcal{R}$ and a family of vertex $n$-th products, which are holomorphic maps $\cdot{ }_{n}: \mathcal{R} \times \mathcal{R} \rightarrow \mathcal{R}$ for $n \in \mathbb{Z}$, satisfying a set of axioms similar in a way to those of vertex algebras. The main difference is that the $n$-th products need not be linear. If they happen to be linear, we recover the definition of vertex algebra, and thus vertex algebras are examples of vertex manifolds.

With this definition in our hands, we show that any vertex manifold $\mathcal{R}$ has an associated formal vertex law $F(x)(X, Y)$, and we use our results within the infinitesimal theory to endow the tangent space of $\mathcal{R}$ at $e$ with a natural Lie conformal algebra structure, which we name $\operatorname{Conf}(\mathcal{R})$.

However, the inverse procedure, which consists of assigning a vertex manifold to a given Lie conformal algebra $R$ such that $\operatorname{Conf}(\mathcal{R}) \simeq R$, suffers from the same issues as in the classical theory. Namely, in the infinitedimensional case the exponential map might fail to be a local diffeomorphism at the identity $[\mathrm{N}]$. Certain special cases are still well-behaved (e.g., Banach-Lie theory), and in section 8 we follow one of the approaches known to be fruitful in infinite dimensions: restricting our attention to nilpotent Lie conformal algebras. We prove that for any of these Lie conformal algebras, there exists such a vertex manifold. In particular, this method gives us a wide variety of examples of vertex manifolds which are not vertex algebras.

The first author would like to thank V. Kac for suggesting this problem.
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## 2. Preliminaries

We begin by introducing the basic definitions. All vector spaces will be over $\mathbb{C}$. We will consider commuting formal variables $x, x_{0}, x_{1}$ and $x_{2}$. Let
the "formal $\delta$-function" be

$$
\delta(x)=\sum_{n \in \mathbb{Z}} x^{n} .
$$

For any $n \in \mathbb{Z}$, we define

$$
\left(x_{1} \pm x_{2}\right)^{n}=\sum_{k \geq 0}\binom{n}{k} x_{1}^{n-k}\left( \pm x_{2}\right)^{k}
$$

where $\binom{n}{k}=\frac{n(n-1) \cdots(n-k)}{k!}$ for $n \in \mathbb{Z}$ and $k \in \mathbb{Z}_{+}=\mathbb{N} \cup\{0\}$. We can present now the definition of vertex algebra that we shall work with.

Definition 2.1. A vertex algebra consists of a vector space $U$ together with a distinguished element $\mathbf{1} \in U$ called vacuum vector and a linear map

$$
\begin{aligned}
Y(\cdot, x): U & \rightarrow(\text { End } U)\left[\left[x, x^{-1}\right]\right] \\
u & \mapsto Y(u, x)=\sum_{n \in \mathbb{Z}} u_{(n)} x^{-n-1},
\end{aligned}
$$

satisfying the following axioms:
(i) Truncation: For all $u, v \in U$,

$$
\begin{equation*}
Y(u, x) v \in U((x)) . \tag{2.1}
\end{equation*}
$$

Here $U((x))$ is the space of Laurent power series in $x$ with coefficients in $U$. This axiom is equivalent to requiring $u_{(n)} v=0$ for $n \gg 0$.
(ii) Left unit: For all $u \in U$,

$$
\begin{equation*}
Y(\mathbf{1}, x) u=u . \tag{2.2}
\end{equation*}
$$

(iii) Creation: For all $u \in U, Y(u, x) \mathbf{1}$ is a holomorphic formal power series in $x$ and

$$
\begin{equation*}
\left.Y(u, x) \mathbf{1}\right|_{x=0}=u \tag{2.3}
\end{equation*}
$$

Note that (2.3) means that the independent term of $Y(u, x) \mathbf{1}$ is $u$. (iv) Jacobi identity: For all $u, v \in U$,

$$
\begin{gather*}
x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) Y\left(u, x_{1}\right) Y\left(v, x_{2}\right)-x_{0}^{-1} \delta\left(\frac{x_{2}-x_{1}}{-x_{0}}\right) Y\left(v, x_{2}\right) Y\left(u, x_{1}\right) \\
=x_{2}^{-1} \delta\left(\frac{x_{1}-x_{0}}{x_{2}}\right) Y\left(Y\left(u, x_{0}\right) v, x_{2}\right) \tag{2.4}
\end{gather*}
$$

Remark 2.2. This is the definition used in [LL] and [Hu1], but there exist several equivalent definitions (cf. [K, BK]).

The truncation axiom is vital in this definition, since in order for the Jacobi identity to make sense, we must check that the coefficients of each monomial in the three formal variables become finite sums when applied to elements in $U$, and this is true because of the truncation property.

The operations ${ }_{{ }_{(n)}}: U \otimes U \rightarrow U, u \otimes v \mapsto u_{(n)} v$ for $n \in \mathbb{Z}$ are called the $n$-th products of the vertex algebra. The ( -1 )-st product is called normally ordered product, and we denote it by $a_{(-1)} b=: a b:$. This product is generally non-associative, so whenever we take the normally ordered product of more than two elements it must be read associating the terms from right to left.

We define a linear operator $\partial: U \rightarrow U$ by $\partial u=u_{(-2)} \mathbf{1}$, called the translation operator, which turns $U$ into a $\mathbb{C}[\partial]$-module. Setting $\partial^{(j)}=\frac{1}{j!} \partial^{j}$ for all $j \geq 0$, it is easy to prove that for any $u, v \in U$ the identity

$$
u_{(-j-1)} v=:\left(\partial^{(j)} u\right) v:
$$

holds, so the negative $n$-th products in $U$ are determined by the normally ordered product and the action of $\mathbb{C}[\partial]$. In particular, for all $u \in U$ we have

$$
Y(u, x) \mathbf{1}=e^{x \partial} u
$$

Example 2.3. If $U$ is any associative commutative algebra, then we can turn it into a vertex algebra by taking 1 to be the unit of the algebra, and taking all of its $n$-th products to be zero except for the normally ordered product, which we define as the product of the algebra. These are the most basic examples of vertex algebras, and they are called trivial vertex algebras.

Definition 2.4. A vertex algebra homomorphism is a linear map $f: U \rightarrow \tilde{U}$ between vertex algebras such that for all $u, u^{\prime} \in U$,

$$
f\left(\mathbf{1}_{U}\right)=\mathbf{1}_{\tilde{U}} \quad \text { and } \quad f\left(Y_{U}(u, x) u^{\prime}\right)=Y_{\tilde{U}}(f(u), x) f\left(u^{\prime}\right)
$$

Let us denote by $\mathcal{V} \mathcal{A}$ the category whose objects are vertex algebras and whose morphisms are vertex algebra homomorphisms. This is a monoidal category, where the unit object is $\mathbb{C}$ with the trivial vertex algebra structure, and the monoidal product of two vertex algebras $U_{1}$ and $U_{2}$ is the tensor product $U_{1} \otimes U_{2}$, with vertex algebra structure defined by taking $\mathbf{1}_{U_{1}} \otimes \mathbf{1}_{U_{2}}$ as the vacuum vector and $Y_{U_{1} \otimes U_{2}}\left(u_{1} \otimes u_{2}, x\right)=Y_{U_{1}}\left(u_{1}, x\right) \otimes Y_{U_{2}}\left(u_{2}, x\right)$ for $u_{1}, u_{2} \in U$ (see $\left.[\mathrm{K}]\right)$.

We will focus our attention in a special type of vertex algebras: those that can be realized as universal enveloping algebras of Lie conformal algebras. Let us briefly recall this construction, as well as the definitions needed.

Definition 2.5. A Lie conformal algebra is a $\mathbb{C}[\partial]$-module $R$ with a linear map

$$
\begin{aligned}
{[\cdot \lambda \cdot]: R \otimes R } & \rightarrow R[\lambda] \\
a \otimes b & \mapsto\left[a_{\lambda} b\right]=\sum_{n \in \mathbb{Z}_{+}} \frac{1}{n!} a_{(n)} b \lambda^{n}
\end{aligned}
$$

such that the following conditions hold:
(i) $\partial$-sesquilinearity: For all $a, b \in R$,

$$
\begin{align*}
& {\left[\partial a_{\lambda} b\right]=-\lambda\left[a_{\lambda} b\right] \text { and }}  \tag{2.5}\\
& {\left[a_{\lambda} \partial b\right]=(\partial+\lambda)\left[a_{\lambda} b\right]} \tag{2.6}
\end{align*}
$$

(ii) Antisimmetry: For all $a, b \in R$,

$$
\begin{equation*}
\left[a_{\lambda} b\right]=-\left[b_{-\lambda-\partial} a\right] \tag{2.7}
\end{equation*}
$$

(iii) Jacobi identity: For all $a, b$ and $c \in R$,

$$
\begin{equation*}
\left[a_{\lambda}\left[b_{\mu} c\right]\right]=\left[\left[a_{\lambda} b\right]_{\lambda+\mu} c\right]+\left[b_{\mu}\left[a_{\lambda} c\right]\right] \tag{2.8}
\end{equation*}
$$

Once again we encounter $n$-th products, but in the case of Lie conformal algebras they are only defined for $n \in \mathbb{Z}_{+}$. In fact, a vertex algebra $U$ is always a Lie conformal algebra, when we take into account only the non-negative $n$-th products and define the $\mathbb{C}[\partial]$-action as $\partial a=a_{(-2)} \mathbf{1}$ for all $a \in U$. Moreover, vertex algebras may be equivalently defined as Lie conformal algebras with an extra structure of a $\mathbb{C}[\partial]$-differential unital nonassociative algebra (given by the normally ordered product), satisfying certain compatibilities (cf. [BK, DSK]). Some of these relations are listed below.

- Left Wick formula: For all $a, b, c \in U$,

$$
\begin{equation*}
\left[a_{\lambda}: b c:\right]=:\left[a_{\lambda} b\right] c:+: b\left[a_{\lambda} c\right]:+\int_{0}^{\lambda}\left[\left[a_{\lambda} b\right]_{\mu} c\right] d \mu \tag{2.9}
\end{equation*}
$$

- Right Wick formula: For all $a, b, c \in U$,

$$
\begin{equation*}
\left[: a b:_{\lambda} c\right]=:\left(e^{\partial \partial_{\lambda}} a\right)\left[b_{\lambda} c\right]:+:\left(e^{\partial \partial_{\lambda}} b\right)\left[a_{\lambda} c\right]:+\int_{0}^{\lambda}\left[b_{\mu}\left[a_{\lambda-\mu} c\right]\right] d \mu \tag{2.10}
\end{equation*}
$$

- Quasi-associativity: For all $a, b, c \in U$,

$$
\begin{equation*}
:(: a b:) c:=: a(: b c:): \tag{2.11}
\end{equation*}
$$

Let $R$ be a Lie conformal algebra. The bracket on $R$ defined by

$$
\begin{equation*}
[a, b]=\int_{-\partial}^{0}\left[a_{\lambda} b\right] d \lambda \quad \forall a, b \in R \tag{2.12}
\end{equation*}
$$

turns $R$ into a Lie algebra, which we denote by $R_{L i e}$. Thus we may construct its universal enveloping (associative) algebra $\mathcal{U}\left(R_{\text {Lie }}\right)$, and it turns out that there exists a unique structure of a vertex algebra on $\mathcal{U}\left(R_{\text {Lie }}\right)$ such that the restriction of its $\lambda$-bracket to $R_{\text {Lie }} \times R_{\text {Lie }}$ coincides with the $\lambda$-bracket of $R$ and the restriction of its normally ordered product to $R_{\text {Lie }} \times \mathcal{U}\left(R_{\text {Lie }}\right)$ coincides with the associative product in $\mathcal{U}\left(R_{\text {Lie }}\right)$ [BK, Thm. 6.12].
Definition 2.6. $\mathcal{U}\left(R_{\text {Lie }}\right)$ with this vertex algebra structure is the universal enveloping vertex algebra of the Lie conformal algebra $R$, and we denote it by $\mathcal{U}(R)$.

The vertex algebra $\mathcal{U}(R)$ satisfies the following universal property (see [BK, DSK]): if $W$ is a vertex algebra and $f: R \rightarrow W$ is a homomorphism of Lie conformal algebras (that is, a morphism of $\mathbb{C}[\partial]$-modules preserving the $\lambda$-brackets), then there exists a unique homomorphism of vertex algebras $\tilde{f}: \mathcal{U}(R) \rightarrow W$ that extends $f$. That is, $\tilde{f} i=f$, where $i: R \rightarrow \mathcal{U}(R)$ is the inclusion map.

Since $\mathcal{U}(R)$ as a vector space is just the universal enveloping algebra of $R_{\text {Lie }}$, we have a PBW basis for $\mathcal{U}(R)$, and we may write it using the normally ordered product: if $\left\{a_{i}: i \in \mathcal{I}\right\}$ is an ordered basis for $R$ as a vector space, then we can form a basis of $\mathcal{U}(R)$ by considering all elements of the form

$$
: a_{i_{1}} \cdots a_{i_{k}}:
$$

where $i_{1} \leq \ldots \leq i_{k}$ in $\mathcal{I}$ and $k \geq 0$.

## 3. Vertex bialgebras and the Milnor-Moore theorem

Let us recall that for any Lie algebra $\mathfrak{g}$, there is a canonical structure of cocommutative bialgebra on $\mathcal{U}(\mathfrak{g})$, with coproduct and counit induced by

$$
\Delta(x)=1 \otimes x+x \otimes 1, \quad \epsilon(x)=0 \quad \forall x \in \mathfrak{g}
$$

We will use Sweedler's notation $\Delta(x)=x_{(1)} \otimes x_{(2)}$ for coalgebras, where the summation is implicit.

A similar procedure can be performed on the universal enveloping vertex algebra $\mathcal{U}(R)$ of a Lie conformal algebra $R$ : there are unique vertex algebra homomorphisms $\Delta: \mathcal{U}(R) \rightarrow \mathcal{U}(R) \otimes \mathcal{U}(R)$ and $\epsilon: \mathcal{U}(R) \rightarrow \mathbb{C}$ such that $\Delta(x)=1 \otimes x+x \otimes 1$ and $\epsilon(x)=0$ for all $x \in R[\mathrm{Li}]$.

Therefore, $\mathcal{U}(R)$ becomes our first example of a vertex bialgebra.
Definition 3.1. ([Li]) A vertex bialgebra is a vertex algebra $U$ together with a coalgebra structure $(U, \Delta, \epsilon)$ such that the maps

$$
\Delta: U \rightarrow U \otimes U \quad \text { and } \quad \epsilon: U \rightarrow \mathbb{C}
$$

are vertex algebra homomorphisms. Thus a vertex bialgebra is simply a coalgebra in the monoidal category of vertex algebras $\mathcal{V} \mathcal{A}$.

If $U$ is a vertex bialgebra, we shall denote by $\mathcal{P}(U)$ the subset of primitive elements of $U$, that is, the elements $u \in U$ such that $\Delta(u)=u \otimes \mathbf{1}+\mathbf{1} \otimes u$. In the classical Lie theory the primitives of a bialgebra form a Lie algebra, and in our case we can prove a similar result.

Proposition 3.2. $\mathcal{P}(U)$ is a Lie conformal subalgebra of $U$.
Proof. Let $a, b \in \mathcal{P}(U)$. Then

$$
\begin{aligned}
\Delta(Y(a, x) b)= & Y(\Delta a, x) \Delta b \\
= & Y(a \otimes \mathbf{1}+\mathbf{1} \otimes a, x)(b \otimes \mathbf{1}+\mathbf{1} \otimes b) \\
= & Y(a, x) b \otimes Y(\mathbf{1}, x) \mathbf{1}+Y(a, x) \mathbf{1} \otimes Y(\mathbf{1}, x) b \\
& +Y(\mathbf{1}, x) b \otimes Y(a, x) \mathbf{1}+Y(\mathbf{1}, x) \mathbf{1} \otimes Y(a, x) b \\
= & Y(a, x) b \otimes \mathbf{1}+e^{x \partial} a \otimes b+b \otimes e^{x \partial} a+\mathbf{1} \otimes Y(a, x) b
\end{aligned}
$$

Since $e^{x \partial} a$ is holomorphic, comparing the coefficients of $x^{-n-1}$ in both sides for non-negative values of $n$ gives the formula

$$
\Delta\left(a_{(n)} b\right)=a_{(n)} b \otimes \mathbf{1}+\mathbf{1} \otimes a_{(n)} b
$$

and thus $a_{(n)} b \in \mathcal{P}(U)$ for all $n \geq 0$. Analogously, for any $a \in \mathcal{P}(U)$ we have

$$
\begin{aligned}
\Delta(Y(a, x) \mathbf{1}) & =Y(\Delta a, x) \Delta \mathbf{1} \\
& =Y(a, x) \mathbf{1} \otimes \mathbf{1}+\mathbf{1} \otimes Y(a, x)
\end{aligned}
$$

so comparing the coefficient of degree one on each side yields that $\Delta(\partial a)=$ $\partial a \otimes 1+\mathbf{1} \otimes \partial a$, which means that $\mathcal{P}(U)$ is a $\mathbb{C}[\partial]$-submodule of $U$.

Remark 3.3. If $R$ is a Lie conformal algebra, it is clear that $\mathcal{P}(\mathcal{U}(R))=R$, because the primitives depend only on the coalgebra structure and the unit of $\mathcal{U}(R)$, and therefore

$$
\mathcal{P}(\mathcal{U}(R))=\mathcal{P}\left(\mathcal{U}\left(R_{\text {Lie }}\right)\right)=R_{\text {Lie }}=R .
$$

A homomorphism of vertex bialgebras is a map between vertex bialgebras which is both a homomorphism of vertex algebras and of coalgebras. We can extend the universal property of $\mathcal{U}(R)$ to the vertex bialgebra setting.

Proposition 3.4. Let $W$ be a vertex bialgebra and $\phi: R \rightarrow \mathcal{P}(W)$ a homomorphism of Lie conformal algebras. Then there exists a unique homomorphism of vertex bialgebras $\tilde{\phi}: \mathcal{U}(R) \rightarrow W$ that extends $\phi$.

Proof. We only need to check that the induced vertex algebra homomorphism $\tilde{\phi}: \mathcal{U}(R) \rightarrow W$ given by the universal property of $\mathcal{U}(R)$ as a vertex algebra is also a coalgebra map.

Clearly $\Delta_{W}(\tilde{\phi}(\mathbf{1}))=(\tilde{\phi} \otimes \tilde{\phi}) \Delta(\mathbf{1})$. If $a \in R$, then $\tilde{\phi}(a)=\phi(a)$ is primitive in $W$ by hypothesis, and thus $\Delta_{W}(\tilde{\phi}(a))=\phi(a) \otimes \mathbf{1}+\mathbf{1} \otimes \phi(a)=(\phi \otimes \phi) \Delta(a)$.

Now let $a=: a_{1} \cdots a_{n}: \in \mathcal{U}(R)$, where $a_{i} \in R$ for $i=1, \ldots, n$ and $n \geq 1$. We have that

$$
\begin{aligned}
\Delta_{W}(\tilde{\phi}(a)) & =\Delta_{W}\left(: \phi\left(a_{1}\right) \cdots \phi\left(a_{n}\right):\right) \\
& =: \Delta_{W}\left(\phi\left(a_{1}\right)\right) \cdots \Delta_{W}\left(\phi\left(a_{n}\right)\right): \\
& =:(\phi \otimes \phi)\left(\Delta a_{1}\right) \cdots(\phi \otimes \phi)\left(\Delta a_{n}\right): \\
& =(\tilde{\phi} \otimes \tilde{\phi}) \Delta(a)
\end{aligned}
$$

Therefore $\tilde{\phi}$ preserves the coproduct, and analogous computations show that it also preserves the counit.

Let us recall that a Lie conformal algebra $R$ may be seen as a Lie algebra $R_{\text {Lie }}$. By construction, $\mathcal{U}(R)$ coincides with $\mathcal{U}\left(R_{\text {Lie }}\right)$ not only as a vector space, but also as a coalgebra. In particular, $\mathcal{U}(R)$ is connected (that is, its coradical is $\mathbb{C} 1$ ) and cocommutative. The classical Milnor-Moore theorem states that these conditions are necessary and sufficient for a bialgebra over a field of characteristic zero to be the universal enveloping algebra of its Lie algebra of primitives. Now we shall prove the analogous statement for vertex bialgebras.

Theorem 3.5 (Milnor-Moore for vertex bialgebras). If $U$ is a connected cocommutative vertex bialgebra, then

$$
U \simeq \mathcal{U}(\mathcal{P}(U))
$$

as vertex bialgebras.
Proof. Let $R=\mathcal{P}(U)$. Using the universal property proved in Proposition 3.4, we may lift the identity morphism $R \rightarrow \mathcal{P}(U)$ to a vertex bialgebra map

$$
\varphi: \mathcal{U}(R) \rightarrow U
$$

The injectivity of $\varphi$ follows from [M, Lemma 5.3.3], which states that whenever $f: C \rightarrow D$ is a coalgebra map with $C$ connected and $\left.f\right|_{\mathcal{P}(C)}$ injective, then $f$ must be injective. On the other hand, its surjectivity can be obtained following verbatim the proof of the classical Milnor-Moore theorem given in [M, Thm. 5.6.5], since it only uses the coalgebra structure of $\mathcal{U}(R)$ and its PBW basis, which is also the same as in $\mathcal{U}\left(R_{\text {Lie }}\right)$.

It is easy to check that both $\mathcal{U}$ and $\mathcal{P}$ are actually functorial, so the results obtained in Remark 3.3 and Theorem 3.5 may be summarized categorically.

Proposition 3.6. The functors $\mathcal{U}$ and $\mathcal{P}$ define an equivalence of categories between the category of Lie conformal algebras and the category of connected cocommutative vertex bialgebras.

## 4. Topological vertex coalgebras

The next step in our program is to determine the correct structure to consider in the dual space $\mathcal{U}(R)^{*}$ of the universal enveloping vertex algebra of a Lie conformal algebra $R$. In order to do that, in this section we shall study the dual spaces of arbitrary vertex algebras, which will lead us to the concept of topological vertex coalgebra.

Let us recall that if $U$ is any vector space, we can endow its dual space $V=U^{*}$ with the linearly compact topology, where a basis of open neighborhoods of zero in $V$ is given by the annihilators $W^{\perp}$ of the finite-dimensional subspaces $W$ of $U$. We will call vector spaces equipped with this topology linearly compact spaces. Note that for any finite-dimensional vector space $V$ this is the discrete topology.

This gives us a contravariant functor * from the category $\mathcal{V e c}$ of vector spaces to the category $\mathcal{L C V e c ~ o f ~ l i n e a r l y ~ c o m p a c t ~ s p a c e s ~ ( w h e r e ~ t h e ~ m o r - ~}$ phisms are the continuous linear maps). This functor has an inverse, the continuous dual, that takes each linearly compact space $V$ to its space $V^{\prime}$ of all continuous linear functionals $f: V \rightarrow \mathbb{C}$, and therefore the functor * is an antiequivalence of categories.

If $V_{1}$ and $V_{2}$ are two linearly compact spaces, we can define their completed tensor product $V_{1} \hat{\otimes} V_{2}$ as the completion of $V_{1} \otimes V_{2}$ with respect to the tensor product topology, where a basis of open neighborhoods of zero is given by the spaces $W_{1} \otimes V_{2}+V_{1} \otimes W_{2}$ with $W_{i}$ open neighborhood of zero in $V_{i}$ for $i=1,2$. This allows us to consider the monoidal structure on the category $\mathcal{L C V} e c$ where the monoidal product is $\hat{\otimes}$ and the monoidal unit is $\mathbb{C}$. It is well-known that $\left(U_{1} \otimes U_{2}\right)^{*} \simeq U_{1}^{*} \hat{\otimes} U_{2}^{*}$ for all vector spaces $U_{1}, U_{2}$ (c.f. [D]), and therefore the dualization functor ${ }^{*}$ preserves the monoidal structure.

Now let us take $U$ to be a vertex algebra instead of an arbitrary vector space. Since for each $n \in \mathbb{Z}$ we have the $n$-th product ${ }^{(n)}{ }^{\cdot}: U \otimes U \rightarrow U$, its dual map (which is continuous) will be called $n$-th coproduct, and we shall denote it by

$$
\begin{equation*}
\Delta_{n}: V \rightarrow V \hat{\otimes} V \tag{4.1}
\end{equation*}
$$

We can collect all of these maps in a generating series:

$$
\begin{equation*}
X(x)=\sum_{n \in \mathbb{Z}} \Delta_{n} x^{-n-1} \tag{4.2}
\end{equation*}
$$

Due to the fact that $V \hat{\otimes} V=(U \otimes U)^{*}$, we can write for $v \in V$ and $u, u^{\prime} \in U$

$$
(\Lambda(x) v)\left(u \otimes u^{\prime}\right)=v\left(Y(u, x) u^{\prime}\right)
$$

Similarly, the vacuum vector $\mathbf{1}$ induces a continuous covacuum map:

$$
\begin{align*}
c: V & \rightarrow \mathbb{C}  \tag{4.3}\\
f & \mapsto f(\mathbf{1}) .
\end{align*}
$$

We have arrived to a structure very similar to the one that Hubbard has called vertex coalgebra in [Hu1]. Nonetheless, there are some important
differences, mostly due to the topological aspects that we must consider, which do not appear in Hubbard's work because he studied graded dual spaces.

Definition 4.1. A topological vertex coalgebra consists of a linearly compact space $V$ together with a continuous linear map

$$
\begin{align*}
\Lambda(x): V & \rightarrow(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]  \tag{4.4}\\
v & \mapsto \Lambda(x) v=\sum_{n \in \mathbb{Z}} \Delta_{n}(v) x^{-n-1} .
\end{align*}
$$

and a continuous linear map $c: V \rightarrow \mathbb{C}$ called covacuum map, satisfying the following axioms:
(1) Convergence:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \Delta_{n}(v)=0 \quad \text { uniformly for } v \in V \text {. } \tag{4.5}
\end{equation*}
$$

(2) Left counit: For all $v \in V$,

$$
\begin{equation*}
(c \hat{\otimes} I d) X(x) v=v . \tag{4.6}
\end{equation*}
$$

(3) Cocreation: For all $v \in V,(\operatorname{Id} \hat{\otimes} c) \Lambda(x) v$ is a holomorphic formal power series in $x$ with coefficients in $V$ and

$$
\begin{equation*}
\left.(I d \hat{\otimes} c) X(x) v\right|_{x=0}=v . \tag{4.7}
\end{equation*}
$$

(4) Co-Jacobi identity:

$$
\begin{gather*}
x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right)\left(I d \hat{\otimes} \Lambda\left(x_{2}\right)\right) \Lambda\left(x_{1}\right)-x_{0}^{-1} \delta\left(\frac{x_{2}-x_{1}}{-x_{0}}\right)(\tau \hat{\otimes} I d)  \tag{4.8}\\
\left(I d \hat{\otimes} X\left(x_{1}\right)\right) \Lambda\left(x_{2}\right)=x_{2}^{-1} \delta\left(\frac{x_{1}-x_{0}}{x_{2}}\right)\left(\Lambda\left(x_{0}\right) \hat{\otimes} I d\right) X\left(x_{2}\right),
\end{gather*}
$$

where $\tau: V \hat{\otimes} V \rightarrow V \hat{\otimes} V$ is the flip operator $a \hat{\otimes} b \mapsto b \hat{\otimes} a$.
Remark 4.2. There are several aspects of this definition that require some clarification. Firstly, since the product topology is the topology of punctual convergence, the convergence axiom is equivalent to requiring that the singular part of the formal series $\Lambda(x)(v)$, that is

$$
\begin{equation*}
\sum_{n=0}^{\infty} \Delta_{n}(v) x^{-n-1} \in(V \hat{\otimes} V)\left[\left[x^{-1}\right]\right], \tag{4.9}
\end{equation*}
$$

be uniformly convergent for all $v \in V$ when we set the product topology over $(V \hat{\otimes} V)\left[\left[x^{-1}\right]\right]=\prod_{n \geq 0}(V \hat{\otimes} V) x^{-n-1}$, where each factor is homeomorphic to $V \hat{\otimes} V$. This may be interpreted as a sort of "generalized truncation" axiom, changing the truncation of the series (4.9) for its convergence. In a similar fashion, the continuity of $\Lambda(x)$ is equivalent to asking for all the $n$-th coproducts to be continuous maps.

On the other hand, the axiom of convergence plays the same role for topological vertex coalgebras that the truncation axiom plays for vertex algebras: it allows us to multiply the formal power series that appear in the
co-Jacobi identity. Indeed, for any $l, t, j \in \mathbb{Z}$, comparing of the coefficients of $x_{0}^{-l-1} x_{1}^{-t-1} x_{2}^{-j-1}$ in each side of the co-Jacobi identity gives the formula

$$
\begin{align*}
\sum_{i=0}^{\infty} & (-1)^{i}\binom{l}{i}\left(I d \hat{\otimes} \Delta_{j+i}\right) \Delta_{t+l-i}-(\tau \hat{\otimes} I d) \sum_{i=0}^{\infty}(-1)^{l+i}\binom{l}{i}\left(I d \hat{\otimes} \Delta_{t+i}\right) \Delta_{j+l-i} \\
& =\sum_{i=0}^{\infty}\binom{t}{i}\left(\Delta_{l+i} \hat{\otimes} I d\right) \Delta_{t+n-i} \tag{4.10}
\end{align*}
$$

We need to check that fixing $v \in V$, all of these sums applied to $v$ converge in $V \hat{\otimes} V \hat{\otimes} V$. Let us take some open neighborhood of zero $W$ in this space; by definition, we may assume that is has the form $W=W_{1} \hat{\otimes} V \hat{\otimes} V+V \hat{\otimes} W_{2}$ with $W_{1}$ and $W_{2}$ open in $V$ and $V \hat{\otimes} V$ respectively. Now (4.5) allows us to choose some $N \geq 0$ such that $\Delta_{i}(w) \in W_{2}$ for all $i \geq N$ and for all $w \in V$. But then

$$
\sum_{i=\max (0, N-j)}^{\infty}(-1)^{i}\binom{l}{i}\left(I d \hat{\otimes} \Delta_{j+i}\right) \Delta_{t+l-i}(v) \in V \hat{\otimes} W_{2} \subseteq W
$$

so the first term of (4.10) is a convergent series, and we can proceed analogously with the other two terms. As a last comment, note that this proof relies heavily on the fact that the convergence (4.5) is uniform.

In order to define the category of topological vertex coalgebras, which we shall denote by $\mathcal{T V C}$, we need the following definition.
Definition 4.3. A homomorphism of topological vertex coalgebras is a continuous linear map $f: V \rightarrow \tilde{V}$ between topological vertex coalgebras such that

$$
c_{\tilde{V}} f=c_{V} \quad \text { and } \quad \Lambda_{\tilde{V}}(x) f=(f \hat{\otimes} f) \Lambda_{V}(x)
$$

with $f \hat{\otimes} f$ extended coefficient-wise.
We are now ready to prove the duality between vertex algebras and topological vertex coalgebras.

Theorem 4.4. If $U$ is a vertex algebra, then its dual space $V=U^{*}$ is a topological vertex coalgebra with the linearly compact topology and the maps $X(x)$ and $c$ defined by (4.2) and (4.3).

Conversely, if $V$ is topological vertex coalgebra, then its continuous dual space $U=V^{\prime}$ is a vertex algebra.

Moreover, these correspondences define an antiequivalence of categories between $\mathcal{V} \mathcal{A}$ and $\mathcal{T V C}$.

Proof. Let $U$ be a vertex algebra. We already know that $V=U^{*}$ is a linearly compact space, and we also have that for each $n \in \mathbb{Z}, \Delta_{n}$ is continuous, which implies that $X(x)$ is continuous when we consider the space $(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]$ as the product $\prod_{n \in \mathbb{Z}}(V \hat{\otimes} V) x^{-n-1}$ with the product topology, where each factor is homeomorphic to $V \hat{\otimes} V$.

In order to prove that $V$ is a topological vertex coalgebra, it remains to check the convergence axiom as well as conditions (4.6) to (4.8). The latter follow quite directly from their respective axioms in the definition of vertex
algebra, as Hubbard shows in [Hu2]. For example, the left unit and counit axioms follow from one another because if $v \in V$ and $u \in U$, then

$$
\begin{aligned}
((c \hat{\otimes} I d) X(x) v)(u) & =(\lambda(x) v)(\mathbf{1} \otimes u) \\
& =v(Y(\mathbf{1}, x) u),
\end{aligned}
$$

and therefore if either $(c \hat{\otimes} I d) X(x)$ or $Y(\mathbf{1}, x)$ is the identity, so is the other.
Therefore we only need to prove the convergence axiom (4.5). We begin by rephrasing the truncation axiom: it is equivalent to asking for the increasing sequence of spaces

$$
A_{N}:=\left\langle\left\{u \otimes v \in U \otimes U: u_{(n)} v=0 \text { for all } n \geq N\right\}\right\rangle
$$

to be a filtration of $U \otimes U$. Let us choose any increasing filtration $\left\{B_{N}\right\}_{N \geq 0}$ of $U \otimes U$ by finite-dimensional spaces, and define $C_{N}=A_{N} \cap B_{N}$ for all $N \geq 0$, which is still an increasing filtration of $U \otimes U$. Now its sequence of annihilators $\left\{W_{N}\right\}_{N \geq 0}$ is a basis of open neighborhoods of zero in $V \hat{\otimes} V$, with the property that for each $N \geq 0$,

$$
\Delta_{n}(f) \in W_{N} \quad \forall f \in V, \forall n \geq N,
$$

which is exactly what (4.5) means.
Reciprocally, if $V$ is a topological vertex algebra and we define $U=V^{\prime}$, we know that the continuous dual functor sends the maps $\Delta_{n}$ for $n \in \mathbb{Z}$ and $c$ to some linear maps

$$
\cdot(n) \cdot: U \otimes U \rightarrow U \quad \text { and } \quad \eta: \mathbb{C} \rightarrow U .
$$

Let $\mathbf{1}=\eta(1)$ and $Y(u, x) v=\sum_{n \in \mathbb{Z}} u_{(n)} v x^{-n-1}$ for all $u, v \in U$. Now once again, all the axioms of a vertex algebra follow directly from their corresponding ones of topological vertex coalgebras, except maybe the truncation condition.

Let $u, v \in U$. Then $u \otimes v \in U \otimes U \simeq(V \hat{\otimes} V)^{\prime}$, so $\operatorname{Ker}(u \otimes v)$ is a subspace of $V \hat{\otimes} V$ of codimension at most 1 , and is therefore an open neighborhood of zero. Now we can use (4.5): there exists $N \geq 0$ such that $\Delta_{m}(f) \in \operatorname{Ker}(u \otimes v)$ for all $f \in V$ and all $n \geq N$, which is easily seen to be equivalent to the truncation axiom for $U$.
Finally, if $f: U \rightarrow \tilde{U}$ is a linear map between vertex algebras, $V=U^{*}$ and $\tilde{V}=\tilde{U}^{*}$, then $f^{*}: \tilde{V} \rightarrow V$ is continuous linear map and for all $u, u^{\prime} \in U$ and $v \in \tilde{V}$,

$$
\begin{aligned}
\left(\Lambda_{V}(x)\left(f^{*} v\right)\right)\left(u \otimes u^{\prime}\right) & =\left(f^{*} v\right)\left(Y_{U}(u, x) u^{\prime}\right) \\
& =v\left(f\left(Y_{U}(u, x) u^{\prime}\right)\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\left(\left(f^{*} \hat{\otimes} f^{*}\right) X_{\tilde{V}}(x) v\right)\left(u \otimes u^{\prime}\right) & =\left(\Lambda_{\tilde{V}}(x) v\right)\left(f(u) \otimes f\left(u^{\prime}\right)\right) \\
& =v\left(Y_{\tilde{U}}(f(u), x) f\left(u^{\prime}\right)\right) .
\end{aligned}
$$

Similarly, $f(\mathbf{1})=\mathbf{1} \otimes \mathbf{1}$ if and only if $c_{\tilde{V}} f^{*}=c_{V}$, so $f$ is a morphism in $\mathcal{V} \mathcal{A}$ if and only if $f^{*}$ is a morphism in $\mathcal{T V C}$. Therefore the dual and continuous dual functors are well-defined when restricted to these smaller categories, establishing the antiequivalence we wanted.

We will now use this result to endow $\mathcal{T V C}$ with a monoidal structure.

Proposition 4.5. Let $V_{1}$ and $V_{2}$ be topological vertex coalgebras. Then the linearly compact space $V_{1} \hat{\otimes} V_{2}$ can be given a topological vertex coalgebra structure by taking for all $v_{1} \in V_{1}$ and $v_{2} \in V_{2}$

$$
\begin{align*}
\Lambda_{V_{1} \hat{\otimes} V_{2}}(x)\left(v_{1} \hat{\otimes} v_{2}\right) & =(I d \hat{\otimes} \tau \hat{\otimes} I d)\left(X_{V_{1}}(x)\left(v_{1}\right) \hat{\otimes} \Lambda_{V_{2}}(x)\left(v_{2}\right)\right),  \tag{4.11}\\
c_{V_{1} \hat{\otimes} V_{2}}\left(v_{1} \hat{\otimes} v_{2}\right) & =c_{V_{1}}\left(v_{1}\right) c_{V_{2}}\left(v_{2}\right) \tag{4.12}
\end{align*}
$$

In particular, $\mathcal{T V C}$ is a monoidal subcategory of $\mathcal{L C V e c .}$
Proof. Let $U_{i}=V_{i}^{\prime}$ for $i=1,2$. Since each $U_{i}$ is a vertex algebra, we can consider their tensor product $U_{1} \otimes U_{2}$, which is again a vertex algebra. Now its dual space is isomorphic to $V_{1} \hat{\otimes} V_{2}$, and therefore by the preceding theorem it is a topological vertex coalgebra. Thus we only need to check that its structure maps are given by (4.11) and (4.12). For all $v_{i} \in V_{i}$ and $u_{i}, u_{i}^{\prime} \in U_{i}(i=1,2)$, we have

$$
\begin{aligned}
\Lambda_{V_{1} \hat{\otimes} V_{2}} & (x)\left(v_{1} \hat{\otimes} v_{2}\right)\left(u_{1} \otimes u_{2} \otimes u_{1}^{\prime} \otimes u_{2}^{\prime}\right)= \\
& =\left(v_{1} \hat{\otimes} v_{2}\right)\left(Y_{U_{1} \otimes U_{2}}\left(u_{1} \otimes u_{2}, x\right)\left(u_{1}^{\prime} \otimes u_{2}^{\prime}\right)\right) \\
& =\left(v_{1} \hat{\otimes} v_{2}\right)\left(Y_{U_{1}}\left(u_{1}, x\right) u_{1}^{\prime} \otimes Y_{U_{2}}\left(u_{2}, x\right) u_{2}^{\prime}\right) \\
& =v_{1}\left(Y_{U_{1}}\left(u_{1}, x\right) u_{1}\right) v_{2}\left(Y_{U_{2}}\left(u_{2}, x\right) u_{2}^{\prime}\right) \\
& =\Lambda_{V_{1}}(x)\left(v_{1}\right)\left(u_{1} \otimes u_{1}^{\prime}\right) X_{V_{2}}(x)\left(v_{2}\right)\left(u_{2} \otimes u_{2}^{\prime}\right) \\
& =\left(X_{V_{1}}(x)\left(v_{1}\right) \hat{\otimes} X_{V_{2}}(x)\left(v_{2}\right)\right)\left(u_{1} \otimes u_{1}^{\prime} \otimes u_{2} \otimes u_{2}^{\prime}\right) \\
& =\left((I d \hat{\otimes} \tau \hat{\otimes} I d)\left(X_{V_{1}}(x)\left(v_{1}\right) \hat{\otimes} X_{V_{2}}(x)\left(v_{2}\right)\right)\right)\left(u_{1} \otimes u_{2} \otimes u_{1}^{\prime} \otimes u_{2}^{\prime}\right)
\end{aligned}
$$

The proof of (4.12) is analogous.
We shall close this section with a brief discussion on graded vertex algebras and coalgebras. A vertex algebra $U$ is called graded if it has a $\mathbb{Z}$-grading $U=\bigoplus_{t \in \mathbb{Z}} U_{(t)}$ such that $U_{(t)}=0$ for $t \ll 0$ and for all $u \in U_{(t)}, v \in U_{(s)}$ and $n \in \mathbb{Z}$, we have $u_{(n)} v \in U_{(t+s-n-1)}$. Let us consider the graded dual space $U^{o}=\bigoplus_{t \in \mathbb{Z}} U_{(t)}^{*}$. Let $c^{o}: U^{o} \rightarrow \mathbb{C}$ be the double dual of 1 and define for any $n \in \mathbb{Z}$ the map $\Delta_{n}^{o}: U^{o} \rightarrow U^{o} \otimes U^{o}$ by $\Delta_{n}^{o}(v)\left(u \otimes u^{\prime}\right)=v\left(u_{(n)} u^{\prime}\right)$ for all $v \in U^{o}$ and $u, u^{\prime} \in U$. It was proven in [Hu1] that $U^{o}$ with these maps is a graded vertex coalgebra, which is defined by a set of axioms similar to those of topological vertex coalgebras but exempt of the topological aspects. In particular, the axiom of convergence is replaced by the following grading condition: for all $v \in U_{(t)}^{o}$,

$$
\begin{equation*}
\Delta_{n}^{o}(v) \in\left(U^{o} \otimes U^{o}\right)_{(t+n+1)} \tag{4.13}
\end{equation*}
$$

Here the grading in $U^{o} \otimes U^{o}$ is given by declaring $\operatorname{deg}\left(v_{1} \otimes v_{2}\right)=k$ whenever $v_{1} \in U_{\left(k_{1}\right)}^{o}, v_{2} \in U_{\left(k_{2}\right)}^{o}$ and $k_{1}+k_{2}=k$.

On the other hand, if we take the full dual $U^{*}$ and the continuous dual maps $\Delta_{n}: V \rightarrow V \hat{\otimes} V$ and $c: V \rightarrow \mathbb{C}$ defined by (4.1) and (4.3), we obtain a topological vertex coalgebra by Theorem 4.4. Now $U^{*}$ is the completion of the discrete space $U^{o}$, and the maps $\Delta_{n}$ and $c$ are continuous extensions of $\Delta_{n}^{o}$ and $c^{o}$ respectively. It is illustrating to see how the convergence axiom for $U^{*}$ can be deduced in this case directly from the grading condition (4.13) for $U^{o}$. Let $T \in \mathbb{Z}$ such that $U_{t}=0$ for all $t<T$, and define a decreasing
filtration by open subspaces $\left\{W_{k}\right\}_{k \geq T}$ of $V \hat{\otimes} V$ as $W_{k}=\prod_{t \geq k}\left(U^{o} \otimes U^{o}\right)_{(t)}$. Now given any $k \in \mathbb{Z}$, we may take $N=k-T-1$, and then the grading condition implies that $\Delta_{n}(V) \subseteq W_{k}$ for all $n \geq N$, proving thus the axiom of convergence.

## 5. Vertex bicoalgebras and Cartier duality

We will now continue the program of studying the dual spaces of vertex algebras by examining the case of vertex bialgebras. Our goal is to prove a version of Cartier duality for vertex algebras.

We begin by recalling the classical Cartier duality. If we restrict our attention to coalgebras instead of arbitrary vector spaces, we find that for any given (coassociative counital) coalgebra ( $U, \Delta, \epsilon$ ) the dualization functor sends

$$
\Delta: U \rightarrow U \otimes U \quad \text { and } \quad \epsilon: U \rightarrow \mathbb{C}
$$

to the continuous linear maps

$$
\Delta^{*}: U^{*} \hat{\otimes} U^{*} \rightarrow U^{*} \quad \text { and } \quad \epsilon^{*}: \mathbb{C} \rightarrow U^{*},
$$

and in fact $\left(U^{*}, \Delta^{*}, \epsilon^{*}\right)$ is an (associative unital) algebra in the monoidal category $\mathcal{L C V e c}$, namely, a linearly compact algebra. Conversely, the continuous dual functor sends any linearly compact algebra to a coalgebra. Thus the dualization functor restricted to the categories $\mathcal{C l g}$ of coalgebras and $\mathcal{L C} \mathcal{A l g}$ of linearly compact algebras is once again an antiequivalence of categories, and this is precisely the statement known as the first version of Cartier duality [ Hz ]:

$$
\mathcal{C l} l g \simeq \mathcal{L C} \mathcal{A} l g^{o p} .
$$

Naturally, in the last paragraph we could have considered algebras in $\mathcal{V} e c$ instead of coalgebras, and we would have arrived at linearly compact coalgebras instead of algebras. Combining both reasonings, we obtain the full version of Cartier duality, relating the categories of bialgebras in $\mathcal{V} e c$ and linearly compact bialgebras:

$$
\mathcal{B} l g \simeq \mathcal{L C B} 1 g^{o p} .
$$

There is one further step that we could take that consists in replacing bialgebras by Hopf algebras, but we will not make use of it in this work, mainly because the notion of Hopf vertex algebra is yet to be defined.

We now return to the realm of vertex algebras. Since a vertex bialgebra $U$ is in particular a coalgebra, we know that its dual $V=U^{*}$ is a linearly compact algebra. Moreover, $V$ is a commutative algebra whenever $U$ is a cocommutative coalgebra (e.g., when $U=\mathcal{U}(R)$ ).

This leads us to the following dualization of the notion of vertex bialgebra.
Definition 5.1. A vertex bicoalgebra is a topological vertex coalgebra $V$ together with a structure of algebra in $\mathcal{L C V}$ ec such that its algebra maps

$$
\cdot: V \hat{\otimes} V \rightarrow V \quad \text { and } \quad \eta: \mathbb{C} \rightarrow V
$$

are topological vertex coalgebra homomorphisms. That is, a vertex bicoalgebra is simply an algebra in the monoidal category $\mathcal{T V C}$.

Let us recall that bialgebras may equivalently be defined as being coalgebras over the category of algebras or algebras over the category of coalgebras, since these structures are dual to each other. For vertex bialgebras such a property is not to be expected since it is not clear how $U((x))$ can be given a coalgebra structure such that the map $Y$ becomes a coalgebra map.

Nonetheless, there is a way to obtain such a result for vertex bicoalgebras. The first step is to note that if $V$ is a vertex bicoalgebra, the image of the map $X(x)$ lies in the subspace of $(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]$ consisting of series of the form $\sum_{n \in \mathbb{Z}} a_{n} x^{-n-1}$ whose coefficients satisfy that $a_{n} \rightarrow 0$ in $V \hat{\otimes} V$ when $n \rightarrow \infty$. We denote this space as $(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]^{\operatorname{conv} v}$, since it is formed by formal series whose singular part is point-wise convergent.
Lemma 5.2. If $W$ is a linearly compact algebra, then $W\left[\left[x, x^{-1}\right]\right]^{\text {conv }}$ is an algebra, containing $W((x))$ as a subalgebra. If $W$ is finite-dimensional, both algebras coincide.
Proof. Let $a(x)=\sum_{n \in \mathbb{Z}} a_{n} x^{-n-1}$ and $b(x)=\sum_{n \in \mathbb{Z}} b_{n} x^{-n-1}$ be elements of $W\left[\left[x, x^{-1}\right]\right]^{\text {conv }}$. The product induced from $W$ is $c(z)=\sum_{n \in \mathbb{Z}} c_{n} x^{-n-1}$, where $c_{n}=\sum_{m \in \mathbb{Z}} a_{m} \cdot b_{n-m-1}$, and we only need to verify that it is welldefined. That is, $c_{n}$ must be a well-defined element of $W$ for any $n \in \mathbb{Z}$ and also $c_{n} \rightarrow 0$ for $n \rightarrow \infty$.

Fixing $n \in \mathbb{Z}$, we have that $c_{n}$ exists if and only if both $\sum_{m=0}^{\infty} a_{m} \cdot b_{n-m-1}$ and $\sum_{m=0}^{\infty} a_{-m-1} \cdot b_{n+m}$ converge in $W$, which in turns happens if and only if both of their sequences of partial sums are Cauchy sequences. We will only prove that $\left\{\sum_{m=0}^{M} a_{m} \cdot b_{n-m-1}\right\}_{M \geq 0}$ is a Cauchy sequence, the other one being analogous. Let us choose a basis of open neighborhoods $\left\{U_{k}\right\}_{k \geq 0}$ of $W$ where each $U_{k}$ is also a two-sided ideal (for example, extending the proof of [D, Ch. 1, Prop. 1] to the non-commutative case). The convergence of $a(x)$ and $b(x)$ implies that for any $k \geq 0$ there exist $M_{1}, M_{2} \geq 0$ such that $a_{m} \in U_{k}$ for $m \geq M_{1}$ and $b_{m} \in U_{k}$ for $m \geq M_{2}$. Taking $M=\max \left\{M_{1}, M_{2}\right\}$, we have that $\sum_{m=M^{\prime}}^{M^{\prime \prime}} a_{m} \cdot b_{n-m-1} \in U_{k} \cdot W \subseteq U_{k}$ for any $M^{\prime \prime} \geq M^{\prime} \geq M$. Thus it is a Cauchy sequence, which proves that each $c_{n}$ is well defined.

Moreover, if $N=M_{1}+M_{2}$ and $n>N$, then for all $m \geq 0$ we have that either $m \geq M_{1}$ or $n-m-1 \geq M_{2}$, so $\sum_{m=0}^{\infty} a_{m} \cdot b_{n-m-1} \in U_{k}$. Performing similar computations with $\sum_{m=0}^{\infty} a_{-m-1} \cdot b_{n+m}$ allows us to conclude that $c_{n} \rightarrow 0$ for $n \rightarrow \infty$. Finally, $W((x))$ is clearly a subalgebra since the coefficients of the singular part of its elements become null from a certain point onwards, and if $\operatorname{dim} W<\infty$ these are the only sequences that converge to 0 because $W$ is discrete in this case.

We may now state and prove the desired result.
Proposition 5.3. Let $(V, X(x), c)$ be a topological vertex coalgebra that also has a linearly compact algebra structure $(V, \cdot, \eta)$. Then $V$ is a vertex bicoalgebra if and only if the maps

$$
X(x): V \rightarrow(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]^{c o n v} \quad \text { and } \quad c: V \rightarrow \mathbb{C}
$$

are algebra homomorphisms.
Proof. For $V$ to be a vertex bicoalgebra, the following statements must hold true
(1) $\Lambda_{V}(x)(v \cdot w)=(\cdot \hat{\otimes} \cdot) \Lambda_{V \hat{\otimes} V}(x)(v \hat{\otimes} w)$ for all $v, w \in V$.
(2) $c_{V}(v \cdot w)=c_{V \hat{\otimes} V}(v \hat{\otimes} w)$ for all $v, w \in V$.
(3) $\Lambda_{V}(x) \eta=(\eta \hat{\otimes} \eta) \Lambda_{\mathbb{C}}(x)$.
(4) $c_{V} \eta=c_{\mathbb{C}}$.

On the other hand, the maps $X(x)$ and $c$ are algebra homomorphisms if and only if we have
(1') $\Lambda(x)(v \cdot w)=\Lambda(x)(v) \cdot \Lambda(x)(w)$ for all $v, w \in V$.
(2') $\Lambda(x)(1)=1 \hat{\otimes} 1$.
(3') $c(v \cdot w)=c(v) c(w)$ for all $v, w \in V$.
$\left(4^{\prime}\right) c(1)=1$.
It is clear that (2) and (3') are equivalent, as well as (3) with (2') and (4) with ( $4^{\prime}$ ). Thus we only need to establish the equivalence $(1) \Longleftrightarrow\left(1^{\prime}\right)$. But this holds because for any $v, w \in V$, we have

$$
\begin{aligned}
(\cdot \hat{\otimes} \cdot) \Lambda_{V \hat{\otimes} V}(x)(v \hat{\otimes} w) & =(\cdot \hat{\otimes} \cdot)(I d \hat{\otimes} \tau \hat{\otimes} I d)(X(x)(v) \hat{\otimes} X(x)(w)) \\
& ={ }^{\prime}{ }_{V \hat{\otimes} V}(X(x)(v) \hat{\otimes} X(x)(w)) \\
& ={ }_{V \hat{\otimes} V} \sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \Delta_{m}(v) \hat{\otimes} \Delta_{n-m-1}(w) x^{-n-1} \\
& =\sum_{n \in \mathbb{Z}} \sum_{m \in \mathbb{Z}} \Delta_{m}(v) \cdot \Delta_{n-m-1}(w) x^{-n-1} \\
& =\Lambda(x)(v) \cdot \Lambda(x)(w)
\end{aligned}
$$

Let us denote the category of vertex bicoalgebras by $\mathcal{V B C}$, where the morphisms are those morphisms in $\mathcal{T V C}$ that preserve the algebra structure. With these definitions, the Cartier duality for vertex bialgebras may be stated as follows.

Proposition 5.4 (Cartier duality). If $U$ is a vertex bialgebra, then its dual space $V=U^{*}$ is a vertex bicoalgebra. Conversely, if $V$ is a vertex bicoalgebra, then $U=V^{\prime}$ is a vertex bialgebra.

Moreover, these correspondences define an antiequivalence of categories between $\mathcal{V B A}$ and $\mathcal{V B C}$.

Proof. It follows immediately from putting together Theorem 4.4, the first version of the classical Cartier duality and the fact that the structure of topological vertex coalgebra defined in $V \hat{\otimes} V$ is exactly the one that turns the isomorphism $V \hat{\otimes} V \simeq(U \otimes U)^{*}$ of linearly compact spaces into an isomorphism of topological vertex coalgebras.

## 6. Formal vertex laws

We will now describe in detail the construction of the formal group law associated to an infinite-dimensional Lie algebra $\mathfrak{g}$, in order to understand how we may apply that construction to the conformal case.

Let $\mathfrak{g}$ be an infinite-dimensional Lie algebra with an ordered basis $\left\{e_{i}: i \in \mathcal{I}\right\}$, where $\mathcal{I}$ is some totally ordered infinite set. Let $|\mathcal{I}|$ be its
cardinal, and let $U=\mathcal{U}(\mathfrak{g})$. One way of defining the PBW basis for $U$ is as follows: for any $\mathbf{k}: \mathcal{I} \rightarrow \mathbb{Z}_{+}, i \mapsto k_{i}$ with finite support, we denote

$$
\begin{equation*}
e_{\mathbf{k}}=e_{i_{1}}^{k_{1}} \cdots e_{i_{n}}^{k_{n}} \tag{6.1}
\end{equation*}
$$

where $\left\{i_{1}, \ldots, i_{n}\right\}$ is the support of $\mathbf{k}$, labelled in such a way as to form an increasing sequence in $\mathcal{I}$. The set of all such maps $\mathbf{k}$ forms a monoid, which will be denoted as $\mathbf{K}=\mathbb{Z}_{+}^{(\mathcal{I})}$. The norm of $\mathbf{k} \in \mathbf{K}$ is $|\mathbf{k}|=\sum_{i \in \mathcal{I}} k_{i}$. Now the PBW basis for $U$ is the set $\left\{e_{\mathbf{k}}: \mathbf{k} \in \mathbf{K}\right\}$.

We shall denote its dual pseudobasis by $\left\{e^{\mathbf{k}}: \mathbf{k} \in \mathbf{K}\right\}$, where each $e^{\mathbf{k}} \in U^{*}$ is determined by $e^{\mathbf{k}}\left(e_{\mathbf{k}^{\prime}}\right)=\delta_{\mathbf{k} \mathbf{k}^{\prime}}$ for any $\mathbf{k}^{\prime} \in \mathbf{K}$ and $\delta$ denotes the Kronecker delta. It is not a basis in the classical sense because a generic element $f \in U^{*}$ can be written as

$$
f=\sum_{\mathbf{k} \in \mathbf{K}} f\left(e_{\mathbf{k}}\right) e^{\mathbf{k}}
$$

but this sum is not necessarily finite, so we have $U^{*}=\prod_{\mathbf{k} \in \mathbf{K}} \mathbb{C} e^{\mathbf{k}}$.
Let $A$ be the algebra $\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$. We shall denote monomials in $A$ as $X^{\mathbf{k}}=\prod_{i \in \mathcal{I}} X_{i}^{k_{i}}$, where $\mathbf{k} \in \mathbf{K}$, so that $X^{\mathbf{k}+\mathbf{k}^{\prime}}=X^{\mathbf{k}} X^{\mathbf{k}^{\prime}}$ for all $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}$. Setting $\mathbf{k}!=\prod_{i \in \mathcal{I}} k_{i}!$ and $X^{(\mathbf{k})}=\frac{1}{\mathbf{k}!} X^{\mathbf{k}}$, we may state the following classical result, whose proof may be found in many textbooks such as $[\mathrm{S}, \mathrm{Hz}]$.

Proposition 6.1. The map $\psi: A \rightarrow U^{*}$ given by $X^{(k)} \mapsto e^{\boldsymbol{k}}$ is an algebra isomorphism.

Now this isomorphism allows us to translate the coalgebra structure from $U^{*}$ to $A$. Let us define for each $l \in \mathcal{I}$ the formal power series

$$
F_{l}(X, Y)=\Delta\left(X_{l}\right) \in A \hat{\otimes} A=\mathbb{C}\left[\left[X_{i}, Y_{i}: i \in \mathcal{I}\right]\right]
$$

where $X_{i}$ and $Y_{i}$ stand for $X_{i} \hat{\otimes} 1$ and $1 \hat{\otimes} X_{i}$ in $A \hat{\otimes} A, X=\left\{X_{i}\right\}_{i \in \mathcal{I}}$ and $Y=\left\{Y_{i}\right\}_{i \in \mathcal{I}}$. Let $F(X, Y)=\left\{F_{l}(X, Y)\right\}_{l \in \mathcal{I}} \in \mathbb{C}\left[\left[X_{i}, Y_{i}: i \in \mathcal{I}\right]\right]^{\mathcal{I}}$. One can easily show that the counit and coassociativity axioms on $V$ are equivalent to the following properties for $F(X, Y)$ :

$$
\begin{align*}
& F(X, 0)=X=F(0, X)  \tag{6.2}\\
& F(X, F(Y, Z))=F(F(X, Y), Z) \tag{6.3}
\end{align*}
$$

On the other hand, if we write

$$
F_{l}(X, Y)=\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k}, \mathbf{k}^{\prime}}^{l} X^{\mathbf{k}} Y^{\mathbf{k}^{\prime}}
$$

with $c_{\mathbf{k}, \mathbf{k}^{\prime}}^{l} \in \mathbb{C}$ for all $l \in \mathcal{I}$ and $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}$, we have that these coefficients satisfy the following finiteness condition: for any fixed pair $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}$, there exist finitely many $l \in \mathcal{I}$ such that $c_{\mathbf{k}, \mathbf{k}^{\prime}}^{l} \neq 0$.

A set of formal power series $F(X, Y)$ satisfying the equations above and the finiteness condition is called an infinite-dimensional formal group law. That condition allows us to write the associativity property, since we can use it to show that the coefficients in (6.3) are well-defined [ Hz ].

From now on, we begin our construction of the vertex analogue of the concept of formal group law. First we notice that if $R$ is a Lie conformal algebra, we can take $\mathfrak{g}=R_{\text {Lie }}$ in the above construction, and some of the
results still hold. For example, since $U(R)$ and $\mathcal{U}\left(R_{\text {Lie }}\right)$ have the same coalgebra structure, their duals are isomorphic as algebras, and thus Proposition 6.1 is still valid for $U=\mathcal{U}(R)$. This means that using the same argument as above, we can translate the topological vertex coalgebra structure of $\mathcal{U}(R)^{*}$ onto $A$, and encode this extra structure through certain formal power series that shall play the role of formal group laws in this setting. While viewing the algebra $A$ as a vertex bicoalgebra, we shall denote it as $\mathbf{V}$.

Let us define for each $n \in \mathbb{Z}$ and for any $l \in \mathcal{I}$ the formal power series

$$
\begin{equation*}
F_{l}^{n}(X, Y)=\Delta_{n}\left(X_{l}\right) \in \mathbf{V} \hat{\otimes} \mathbf{V}=\mathbb{C}\left[\left[X_{i}, Y_{i}: i \in \mathcal{I}\right]\right] \tag{6.4}
\end{equation*}
$$

and let us also set the following notation:

$$
\begin{align*}
& F_{l}(x)(X, Y)=\sum_{n \in \mathbb{Z}} F_{l}^{n}(X, Y) x^{-n-1} \in(\mathbf{V} \hat{\otimes} \mathbf{V})\left[\left[x, x^{-1}\right]\right]  \tag{6.5}\\
& F(x)(X, Y)=\left\{F_{l}(x)(X, Y)\right\}_{l \in \mathcal{I}} \in(\mathbf{V} \hat{\otimes} \mathbf{V})\left[\left[x, x^{-1}\right]\right]^{\mathcal{I}} \tag{6.6}
\end{align*}
$$

We will now proceed to rewrite the axioms of a topological vertex coalgebra in $\mathbf{V}$ in terms of properties of $F(x)(X, Y)$.

Proposition 6.2. The set of formal power series $F(x)(X, Y)$ defined by (6.6) satisfies
(1) Convergence: For any $r \in \mathbb{Z}_{+}$and any finite $I \subseteq \mathcal{I}$, let $\mathcal{M}_{r, I}$ be the closure of the ideal

$$
\left\langle\left\{X^{k} Y^{k^{\prime}}\left|r<|\boldsymbol{k}|+\left|\boldsymbol{k}^{\prime}\right| \wedge \exists j \notin I: k_{j} \neq 0 \vee k_{j}^{\prime} \neq 0\right\}\right\rangle\right.
$$

Then there exists $N_{r, I} \in \mathbb{Z}_{+}$such that for all $l \in \mathcal{I}$ and $n \geq N_{r, I}$,

$$
\begin{equation*}
F_{l}^{n}(X, Y) \equiv 0 \quad \bmod \mathcal{M}_{r, I} \tag{6.7}
\end{equation*}
$$

(2) Left identity:

$$
\begin{equation*}
F(x)(0, X)=X \tag{6.8}
\end{equation*}
$$

(3) Right identity: Each formal power series $F_{i}(x)(X, 0)$ is holomorphic in $x$ and

$$
\begin{equation*}
\left.F(x)(X, 0)\right|_{x=0}=X \tag{6.9}
\end{equation*}
$$

(4) Jacobi identity:

$$
\begin{align*}
& x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) F\left(x_{1}\right)\left(X, F\left(x_{2}\right)(Y, Z)\right) \\
& \quad-x_{0}^{-1} \delta\left(\frac{x_{2}-x_{1}}{-x_{0}}\right) F\left(x_{2}\right)\left(Y, F\left(x_{1}\right)(X, Z)\right)  \tag{6.10}\\
& \quad=x_{2}^{-1} \delta\left(\frac{x_{1}-x_{0}}{x_{2}}\right) F\left(x_{2}\right)\left(F\left(x_{0}\right)(X, Y), Z\right)
\end{align*}
$$

Proof. Since $\left\{X^{\mathbf{k}} \hat{\otimes} X^{\mathbf{k}^{\prime}}: \mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}\right\}$ is a pseudobasis for $\mathbf{V} \hat{\otimes} \mathbf{V}$, for any given $l \in \mathcal{I}$ and $n \in \mathbb{Z}$ we can write

$$
F_{l}^{n}(X, Y)=\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k} \mathbf{k}^{\prime}}^{l n} X^{\mathbf{k}} \hat{\otimes} X^{\mathbf{k}^{\prime}}=\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k} \mathbf{k}^{\prime}}^{l n} X^{\mathbf{k}} Y^{\mathbf{k}^{\prime}}
$$

where $c_{\mathbf{k k}^{\prime}}^{l n} \in \mathbb{C}$ for all $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}$ and $n \in \mathbb{Z}$. If we also define $c_{\mathbf{k k}^{\prime}}^{l}(x)=$ $\sum_{n \in \mathbb{Z}} \mathbb{C}_{\mathbf{k k}^{\prime}}^{l n} x^{-n-1}$, we have that

$$
F_{l}(x)(X, Y)=\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k} \mathbf{k}^{\prime}}^{l}(x) X^{\mathbf{k}} Y^{\mathbf{k}^{\prime}} .
$$

The first property to be proved is simply the result of writing the convergence axiom of $\Lambda(x)$ in $\mathbf{V}$, using the fact that the ideals $\mathcal{M}_{r, I}$ form a basis of open neighborhoods of zero in $\mathbb{C}\left[\left[X_{i}, Y_{i}: i \in \mathcal{I}\right]\right]$.

On the other hand, the covacuum map $c: \mathbf{V} \rightarrow \mathbb{C}$ may be computed as $c\left(X^{\mathbf{k}}\right)=\delta_{\mathbf{k}, 0}$ for all $\mathbf{k} \in \mathbf{K}$. This allows us to calculate

$$
\begin{aligned}
(c \hat{\otimes} I d) X(x)\left(X_{l}\right) & =(c \hat{\otimes} I d)\left(\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k ^ { \prime }}}^{l}(x) X^{\mathbf{k}} \hat{\otimes} X^{\mathbf{k}^{\prime}}\right) \\
& =\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k} \mathbf{k}^{\prime}}^{l}(x) c\left(X^{\mathbf{k}}\right) \hat{\otimes} X^{\mathbf{k}^{\prime}} \\
& =\sum_{\mathbf{k}^{\prime} \in \mathbf{K}} c_{0 \mathbf{k}^{\prime}}^{l}(x) X^{\mathbf{k}^{\prime}} \\
& =\left.\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k} \mathbf{k}^{\prime}}^{l}(x) Y^{\mathbf{k}} Z^{\mathbf{k}^{\prime}}\right|_{\substack{Y=0 \\
Z=X}} \\
& =F_{l}(x)(0, X) .
\end{aligned}
$$

Therefore, the covacuum is a left counit in $\mathbf{V}$ if and only if $F_{l}(x)(0, X)=$ $X_{l}$ for all $l \in \mathcal{I}$, which is condition (6.8). The cocreation axiom of the topological vertex coalgebra $\mathbf{V}$ may be transformed into condition (6.9) through a similar procedure.

Lastly, we have

$$
\begin{aligned}
& x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right)\left(I d \hat{\otimes} \Lambda\left(x_{2}\right)\right) X\left(x_{1}\right)\left(X_{l}\right) \\
& =x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right)\left(I d \hat{\otimes} X\left(x_{2}\right)\right) \sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k}^{\prime}}^{l}\left(x_{1}\right) X^{\mathbf{k}} \hat{\otimes} X^{\mathbf{k}^{\prime}} \\
& =x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) \sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k}^{\prime}}^{l}\left(x_{1}\right) X^{\mathbf{k}} \hat{\otimes} \prod_{i^{\prime} \in \mathcal{I}} X\left(x_{2}\right)\left(X_{i^{\prime}}\right)^{\prime_{i^{\prime}}^{\prime}} \\
& =x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) \sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k}^{\prime}}^{l}\left(x_{1}\right) X^{\mathbf{k}} \hat{\otimes} \prod_{i^{\prime} \in \mathcal{I}}\left(\sum_{\mathbf{t}, \mathbf{t}^{\prime} \in \mathbf{K}} c_{\mathbf{t t}^{\prime}}^{i^{\prime}}\left(x_{2}\right) X^{\mathbf{t}} \hat{\otimes} X^{\mathbf{t}^{\prime}}\right)^{k_{i^{\prime}}^{\prime}} \\
& =\left.x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) \sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k ^ { \prime }}}^{l}\left(x_{1}\right) X^{\mathbf{k}} \tilde{Y}^{\mathbf{k}^{\prime}}\right|_{\tilde{Y}=F\left(x_{2}\right)(Y, Z)} \\
& =x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) F_{l}\left(x_{1}\right)\left(X, F\left(x_{2}\right)(Y, Z)\right),
\end{aligned}
$$

with $X=X \hat{\otimes} 1 \hat{\otimes} 1, Y=1 \hat{\otimes} X \hat{\otimes} 1$ and $Z=1 \hat{\otimes} 1 \hat{\otimes} X$ in $\mathbf{V} \hat{\otimes} \mathbf{V} \hat{\otimes} \mathbf{V}$. Performing similar calculations in the other two terms of the co-Jacobi identity in $\mathbf{V}$ proves that both sides in (6.10) are well-defined and coincide.

Definition 6.3. A formal vertex law (of dimension $|\mathcal{I}|$ ) is a set of formal power series

$$
F(x)(X, Y) \in\left(\mathbb{C}\left[\left[x, x^{-1}, X_{i}, Y_{i}: i \in \mathcal{I}\right]\right]\right)^{\mathcal{I}}
$$

such that properties (6.7) through (6.10) hold.
We would like to define the category of formal vertex laws so that the analogy with the classical equivalence between the categories of formal group laws and Lie algebras is preserved.

Definition 6.4. Let $F(x)(X, Y)$ and $G(x)(X, Y)$ be two formal vertex laws of dimensions $|\mathcal{I}|$ and $|\mathcal{J}|$. A homomorphism between them is a set of formal power series $\alpha(X) \in \mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]^{\mathcal{J}}$ whose constant term is zero, such that

$$
\begin{equation*}
\alpha(F(x)(X, Y))=G(x)(\alpha(X), \alpha(Y)) \tag{6.11}
\end{equation*}
$$

With these homomorphisms, formal vertex laws form a category, which we shall denote as $\mathcal{F} \mathcal{V} \mathcal{L}$.

Proposition 6.5. The category of formal vertex laws is antiequivalent to the category of vertex bicoalgebras whose subjacent linearly compact algebra structure is commutative and local.

Proof. First, it is well-known that any linearly compact algebra that is commutative and local is isomorphic to a formal power series algebra $A=$ $\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$ for some $\mathcal{I}$. Thus any vertex bicoalgebra $V$ with those properties must be of that form, and we may use Proposition 6.2 to assign a formal vertex law to $V$, which we shall denote as $F^{V}(x)(X, Y)$.

On the other hand, starting from a formal vertex law $F(x)(X, Y)$ of dimension $|\mathcal{I}|$, we can construct a vertex bicoalgebra structure over $V=$ $\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$ as follows: since axiom (6.7) translates to $F_{i}(x)(X, Y)$ being an element of the algebra $(V \hat{\otimes} V)\left[\left[x, x^{-1}\right]\right]^{c o n v}$, the universal property of the power series algebra $V$ implies that there exists a unique algebra map $X(x)$ from $V$ to that algebra such that its value at each $X_{i}$ coincides with $F_{i}(x)(X, Y)$. The covacuum map $c$ is also uniquely determined because there is only one algebra homomorphism $V \rightarrow \mathbb{C}$, due to $V$ being local.

Thus we have shown that for each formal vertex law of dimension $|\mathcal{I}|$ there exists a unique vertex bicoalgebra structure over $\mathbf{V}=\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$ such that (6.4) holds. We will now see that this correspondence extends to morphisms in their respective categories, which will give us the desired antiequivalence.

If $\psi: \tilde{V} \rightarrow V$ is a linear map between commutative local vertex bicoalgebras, we may assume that $V=\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]$ and $\tilde{V}=\mathbb{C}\left[\left[\tilde{X}_{j}: j \in \mathcal{J}\right]\right]$. Now we define $\alpha(X) \in\left(\mathbb{C}\left[\left[X_{i}: i \in \mathcal{I}\right]\right]\right)^{\mathcal{J}}$ as $\alpha_{j}(X)=\psi\left(\tilde{X}_{j}\right)$ for all $j \in \mathcal{J}$. Let us write $\alpha_{j}(X)=\sum_{m \in \mathbf{K}} \alpha_{j \mathbf{m}} X^{\mathbf{m}}$ with $\alpha_{j \mathbf{m}} \in \mathbb{C}$ for all $j \in \mathcal{J}$ and $\mathbf{m} \in \mathbf{K}$. Then for all $j \in \mathcal{J}$ we have that

$$
\begin{aligned}
\alpha_{j}\left(F^{V}(x)(X, Y)\right) & =\left.\sum_{m \in \mathbf{K}} \alpha_{j \mathbf{m}} X^{\mathbf{m}}\right|_{X=F^{V}(x)(X, Y)} \\
& =\sum_{m \in \mathbf{K}} \alpha_{j \mathbf{m}} \prod_{i \in \mathcal{I}}\left(X_{V}(x)\left(X_{i}\right)\right)^{\mathbf{m}_{i}} \\
& =\Lambda_{V}(x)\left(\alpha_{j}(X)\right) \\
& =\Lambda_{V}(x)\left(\psi\left(\tilde{X}_{j}\right)\right) .
\end{aligned}
$$

Similarly,

$$
\begin{aligned}
F_{j}^{\tilde{V}}(x)(\alpha(X), \alpha(Y)) & =\left.\sum_{\tilde{\mathbf{k}}, \tilde{\mathbf{k}}^{\prime} \in \tilde{\mathbf{K}}} c_{\tilde{\mathbf{k}} \tilde{\mathbf{k}}^{\prime}}^{j}(x) \tilde{X}^{\tilde{\mathbf{k}}} \hat{\otimes} \tilde{X}^{\tilde{\mathbf{k}}^{\prime}}\right|_{\tilde{X}=\alpha(X)} \\
& =\sum_{\tilde{\mathbf{k}}, \tilde{\mathbf{k}}^{\prime} \in \tilde{\mathbf{K}}} c_{\tilde{\mathbf{k}} \tilde{\mathbf{k}}^{\prime}}^{j}(x) \prod_{j \in \mathcal{J}} \psi\left(\tilde{X}_{j}\right)^{k_{j}} \hat{\otimes} \prod_{j^{\prime} \in \mathcal{J}} \psi\left(\tilde{X}_{j^{\prime}}\right)^{k_{j^{\prime}}^{\prime}} \\
& =(\psi \hat{\otimes} \psi) \sum_{\tilde{\mathbf{k}}, \tilde{\mathbf{k}}^{\prime} \in \tilde{\mathbf{K}}} c_{\tilde{\mathbf{k}} \tilde{\mathbf{k}}^{\prime}}^{j}(x) \tilde{X}^{\tilde{\mathbf{k}}} \hat{\otimes} \tilde{X}^{\tilde{\mathbf{k}}^{\prime}} \\
& =(\psi \hat{\otimes} \psi) \lambda_{\tilde{V}}(x)\left(\tilde{X}_{j}\right) .
\end{aligned}
$$

Therefore, $\psi$ is a vertex bicoalgebra homomorphism if and only if $\alpha(X)$ is a formal vertex law homomorphism.

Putting together this result, a restricted version of the Cartier duality proved in the last section (using the fact that the concepts of locality for linearly compact algebras and connectedness for coalgebras are dual to each other) and Proposition 3.6, we immediately arrive to the following important statement.

Corollary 6.6. The category of formal vertex laws is equivalent to the category of Lie conformal algebras.

## 7. Vertex manifolds

The passage from the infinitesimal to the local level of finite-dimensional Lie theory is usually done through the Baker-Campbell-Hausdorff formal group law:

$$
\begin{equation*}
z(X, Y)=\log (\exp (X) \exp (Y))=X+Y+\frac{1}{2}[X, Y]+\cdots \tag{7.1}
\end{equation*}
$$

Given an $n$-dimensional complex Lie algebra $\mathfrak{g}$, the assignment $(a, b) \mapsto$ $z(a, b)$ defines a Lie group chunk in some open neighbourhood of zero in $\mathbb{C}^{n}$, due to the convergence of the BCH formula (7.1) [S].

In the infinite-dimensional case, this passage is much more subtle and can only be performed under certain conditions, which sometimes are of topological nature (e.g., Banach-Lie theory) and sometimes are algebraic (e.g., when $\mathfrak{g}$ is nilpotent). The first ingredient is a suitable notion of infinitedimensional complex-analytic manifold, which in turn implies choosing an underlying definition of holomorphicity (see $[\mathrm{N}]$ ).

Since most known Lie conformal algebras are of denumerable dimension, their underlying vector space is

$$
\mathbb{C}^{\infty}=\bigoplus_{j=0}^{\infty} \mathbb{C}=\bigcup_{n=1}^{\infty} \mathbb{C}^{n}
$$

Note that $\mathbb{C}^{\infty}$ is the inductive limit in the category of vector spaces of the directed family $\mathbb{C} \hookrightarrow \mathbb{C}^{2} \hookrightarrow \cdots$, and thus it is natural to consider in this situation the final topology over $\mathbb{C}^{\infty}$, that is, the finest topology for which all the inclusion maps $\mathbb{C}^{n} \hookrightarrow \mathbb{C}^{\infty}$ are continuous. This topology is also called the finite topology, since a subset $U \subseteq \mathbb{C}^{\infty}$ is open if and only if $U \cap \mathbb{C}^{n}$ is open in $\mathbb{C}^{n}$ for all $n \geq 0$. It coincides with the relative topology with respect to the box topology in $\mathbb{C}^{\mathbb{Z}_{+}}=\prod_{j=0}^{\infty} \mathbb{C}$, and it is also the finest topology over $\mathbb{C}^{\infty}$ that turns it into a sequentially complete locally convex space (see [G1, N]).

We will now present some fundamental concepts from the theory of manifolds modelled on locally convex spaces, which can be found in detail in $[\mathrm{N}]$. Let $E$ and $F$ be locally convex spaces, $U \subseteq E$ open and $f: E \rightarrow F$ a map. The derivative of $f$ at $x$ in the direction $h$ is

$$
d f(x)(h)=\frac{\partial f}{\partial h}(x)=\lim _{t \rightarrow 0} \frac{f(x+t h)-f(x)}{t}
$$

whenever it exists. The function $f$ is differentiable at $x$ if $d f(x)(h)$ exists for all $h \in E$. It is a $C^{1}$-map if it is differentiable at all points of $U$ and

$$
d f: U \times E \rightarrow F, \quad(x, h) \mapsto d f(x)(h)
$$

is a continuous map. The map $f$ is complex-analytic if for all $x \in E$ there is a neighborhood of zero $V$ in $E$ and continuous homogeneous polynomials $\beta_{k}: E \rightarrow F$ of degree $k$ such that for each $h \in V$ we have

$$
f(x+h)=\sum_{k=0}^{\infty} \beta_{k}(h)
$$

as point-wise limit. The map $f$ is holomorphic if it is a $C^{1}$-map and for each $x \in U$ the map $d f(x): E \rightarrow F$ is complex linear. If $F$ is sequentially complete, then $f$ is holomorphic if and only if it is complex-analytic [G2].

Let $M$ be a Hausdorff space and $E$ a locally convex space. An $E$-chart of $M$ is a pair $(\phi, U)$ of an open subset $U \subseteq M$ and a homeomorphism $\phi: U \rightarrow \phi(U) \subseteq E$ onto an open subset $\phi(U)$ of $E$. Two $E$-charts $(\phi, U)$ and $(\psi, V)$ are said to be compatible if the maps

$$
\left.\psi \circ \phi^{-1}\right|_{\phi(U \cap V)}: \phi(U \cap V) \rightarrow \psi(U \cap V)
$$

are complex-analytic. An $E$-atlas of $M$ is a set $\mathcal{A}=\left\{\left(\phi_{i}, U_{i}\right): i \in \mathbb{I}\right\}$ of pairwise compatible $E$-charts of $M$ with $\bigcup_{i \in \mathbb{I}} U_{i}=M$. A complex-analytic structure on $M$ is a maximal $E$-atlas of $M$, and in that case the pair $(M, \mathcal{A})$ is called a complex-analytic manifold modelled on $E$.

In the remainder of this paper, we will say that a topological space $\mathcal{M}$ is a manifold if it is an infinite-dimensional complex-analytic manifold modelled on the locally convex space $E=\mathbb{C}^{\infty}$. All of the geometrical notions that we will use (embeddings, holomorphic maps between manifolds, tangent spaces, etc.) are defined in the same way as in the finite-dimensional setting.

Now let $R$ be a Lie conformal algebra with a vector space basis $\mathcal{B}=$ $\left\{e_{i}: i \in \mathbb{Z}_{+}\right\}$, and let $F(x)(X, Y)$ be its associated formal vertex law (see Corollary 6.6). For each $(a, b) \in \mathbb{C}^{\infty} \times \mathbb{C}^{\infty}$, let $F(x)(a, b)$ be the result of replacing for all $i, i^{\prime} \in \mathbb{Z}_{+}$the formal variables $X_{i}$ and $Y_{i^{\prime}}$ by the coordinates $a_{i}$ and $b_{i^{\prime}}$ of $a$ and $b$ in the basis $\mathcal{B}$, identifying $\mathbb{C}^{\infty}$ with $R$. We would like to study which assumptions over $R$ allow $F(x)(a, b)$ to be a well-defined element of $\mathbb{C}^{\infty}\left[\left[x, x^{-1}\right]\right]$. If this were the case, the axioms of $F(x)(X, Y)$ would translate into analogous properties for the map $(a, b) \mapsto F(x)(a, b)$. We collect these axioms in the following definition, which we propose to be the conformal analogue of the notion of Lie group (or more precisely, of Lie monoid).

Definition 7.1. A vertex manifold is a manifold $\mathcal{R}$ embedded in $\mathbb{C}^{\infty}$ together with an identity element $e \in \mathcal{R}$ and a family of holomorphic maps $\dot{n}: \mathcal{R} \times \mathcal{R} \rightarrow \mathcal{R}$ for $n \in \mathbb{Z}$ ( $n$-th products), which we assemble into a map

$$
\begin{aligned}
\dot{x}: \mathcal{R} \times \mathcal{R} & \rightarrow \mathcal{R}\left[\left[x, x^{-1}\right]\right] \\
(a, b) & \mapsto a_{\dot{x}} b=\sum_{n \in \mathbb{Z}} a_{\bullet} b x^{-n-1}
\end{aligned}
$$

called vertex product, such that the following axioms hold:
(1) Weak truncation: For any $r \in \mathbb{Z}_{+}$there exists $N_{r} \in \mathbb{Z}_{+}$such that for all $n \geq N_{r}$ and for all $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbb{Z}_{+}^{\left(\mathbb{Z}_{+}\right)}$such that $|\mathbf{k}|+\left|\mathbf{k}^{\prime}\right|<r$ or $\operatorname{supp} \mathbf{k} \cup \operatorname{supp} \mathbf{k}^{\prime} \subseteq\{1, \ldots, r\}$, we have that

$$
\begin{equation*}
\left.\frac{\partial^{\mathbf{k}+\mathbf{k}^{\prime}}}{\partial X^{\mathbf{k}} \partial Y^{\mathbf{k}^{\prime}}}\right|_{(e, e)}\left(X_{\dot{n}} Y\right)=0 \tag{7.2}
\end{equation*}
$$

(2) Left identity property: For all $a \in \mathcal{R}$,

$$
\begin{equation*}
e_{\dot{x}} a=a \tag{7.3}
\end{equation*}
$$

(3) Creation property: For all $a \in \mathcal{R}, a_{\dot{x}} e$ is a holomorphic formal power series in $x$ and

$$
\begin{equation*}
\left.a_{\bullet} e\right|_{x=0}=a \tag{7.4}
\end{equation*}
$$

(4) Jacobi property: For all $a, b, c \in \mathcal{R}$,

$$
\begin{align*}
& x_{0}^{-1} \delta\left(\frac{x_{1}-x_{2}}{x_{0}}\right) a_{\dot{x}_{1}}\left(b_{\dot{x}_{2}} c\right)-x_{0}^{-1} \delta\left(\frac{x_{2}-x_{1}}{-x_{0}}\right) b_{\dot{x}_{2}}\left(a_{\dot{x}_{1}} c\right)  \tag{7.5}\\
&=x_{2}^{-1} \delta\left(\frac{x_{1}-x_{0}}{x_{2}}\right)\left(a_{x_{0}} b\right) \cdot \\
& x_{x_{2}}
\end{align*}
$$

Each one of these axioms comes from its corresponding axiom for formal vertex laws. We will now describe the close relationship between vertex manifolds and formal vertex laws.

Proposition 7.2. Let $F(x)(X, Y)$ be a formal vertex law of denumerable dimension such that
(i) There exists an embedded submanifold $\mathcal{R}$ of $\mathbb{C}^{\infty}$ containing 0 such that for any $(a, b) \in \mathcal{R} \times \mathcal{R}$, the product

$$
\begin{equation*}
a_{\dot{x}} b=F(x)(a, b) \tag{7.6}
\end{equation*}
$$

is a well-defined element of $\mathcal{R}\left[\left[x, x^{-1}\right]\right]$.
(ii) For all $a, b, c \in \mathcal{R}$, the coefficients of the formal power series on each side of (7.5) are well-defined and belong to $\mathcal{R}$.
Then $\mathcal{R}$ is a vertex manifold with identity element 0 and vertex product given by (7.6).

Conversely, if $\mathcal{R}$ is a vertex manifold whose identity element is $0 \in \mathbb{C}^{\infty}$, then the formal power series $F(x)(X, Y)$ whose $n$-th coefficient $F^{n}(X, Y)$ is the power series expansion at 0 of the $n$-th product $X_{\dot{n}} Y$ is a formal vertex law of denumerable dimension.
Proof. If $F(x)(X, Y)$ is a formal vertex law of dimension $\aleph_{0}$, condition (i) allows us to define a vertex product on $\mathcal{R}$, and properties (7.2) - (7.5) are the result of translating each one of the axioms (6.7) - (6.10) to $\mathcal{R}$. For example, for the weak truncation axiom we simply note that in this case, the Taylor series expansion of $X_{\dot{n}} Y$ coincides with $F^{n}(X, Y)$ as formal power series, and thus for any $r \in \mathbb{Z}_{+}$the coefficient of the monomials $X^{\mathbf{k}} Y^{\mathbf{k}^{\prime}}$ that do not belong to $\mathcal{M}_{r,\{0, \ldots, r\}}$ must be zero for sufficiently high values of $n$ due to (6.7). Also note that in order to write the Jacobi property, we need the extra requirement given by condition (ii), since $\mathcal{R}$ need not be a linear subspace of $\mathbb{C}^{\infty}$. Finally, the converse is straightforward.

It is worth mentioning that if $\mathcal{R}$ is a vertex manifold with identity element $e$, the translated manifold $\mathcal{R}-e=\{a-e: a \in \mathcal{R}\}$ is again a vertex manifold with identity 0 , and with vertex product $(a, b) \mapsto(a+e)_{\dot{x}}(b+e)-e$. Thus the restriction $e=0$ in Proposition 7.2 is not relevant.
Example 7.3. (Linear vertex manifolds) Let $(W, Y, \mathbf{1})$ be any vertex algebra of denumerable dimension. Then it is easy to prove that $W$ is a vertex manifold with vertex product $Y$ and identity element $\mathbf{1}$, since each $a_{(n)} b$ is a polynomial of degree 2 in the coordinates of $a$ and $b$ (and thus is trivially holomorphic) and the truncation axiom for $W$ is stronger than (7.2). Moreover, any vertex manifold structure over $\mathcal{R}=\mathbb{C}^{\infty}$ such that its vertex $n$-th products $a_{\dot{n}} b$ are linear maps must be a vertex algebra, with vacuum $\mathbf{1}=e$.

We now proceed to describe the structures of the tangent and distribution spaces of a given vertex manifold $\mathcal{R}$, obtaining very similar results to those found in the classical theory.
Proposition 7.4. Let $\mathcal{R}$ be a vertex manifold with identity element e. Then its tangent space $T_{e} \mathcal{R}$ has a natural Lie conformal algebra structure that we shall denote as $\operatorname{Conf}(\mathcal{R})$, and the space $\operatorname{Dist}(\mathcal{R}, e)$ of distributions supported at $e$ is a vertex bialgebra isomorphic to $\mathcal{U}(\operatorname{Conf}(\mathcal{R}))$.
Proof. Let $\mathcal{R}$ be a vertex manifold. Let $\mathcal{O}_{e}$ be the local ring of germs of holomorphic functions at $e$, defined as usual so that it is isomorphic as an algebra to the algebra of convergent power series in a denumerable set of complex variables. Now the tangent space $T_{e} \mathcal{R}$ is the space of all derivations $\mathcal{O}_{e} \rightarrow \mathbb{C}$, which has a natural basis $\left\{\left.\frac{\partial}{\partial X_{i}}\right|_{e}: i \in \mathbb{Z}_{+}\right\}$. Similarly, the space $\operatorname{Dist}(\mathcal{R}, e)$ is spanned by all the derivatives $\left.\frac{\partial}{\partial X^{\mathbf{k}}}\right|_{e}$ with $\mathbf{k} \in \mathbb{Z}_{+}^{\left(\mathbb{Z}_{+}\right)}$. Note that

$$
\begin{equation*}
\operatorname{Dist}(\mathcal{R}, e)^{*} \simeq \mathbb{C}\left[\left[X_{i}: i \in \mathbb{Z}_{+}\right]\right] \simeq \hat{\mathcal{O}}_{e} . \tag{7.7}
\end{equation*}
$$

Let $F(x)(X, Y)$ be the formal vertex law associated to $\mathcal{R}$ by Proposition 7.2. Now $F(x)(X, Y)$ defines with a vertex bicoalgebra structure in $V=\mathbb{C}\left[\left[X_{i}: i \in \mathbb{Z}_{+}\right]\right]$, due to Theorem 6.5. Explicitly, for each $l \in \mathbb{Z}_{+}$and $n \in \mathbb{Z}, \Delta_{n}\left(X_{l}\right)$ is given by the Taylor expansion at $e$ of the $l$-th component $\left(X_{\dot{n}} Y\right)_{l}$ of the $n$-th vertex product in $\mathcal{R}$. But now (7.7) implies that $\operatorname{Dist}\left(\mathcal{R},{ }_{e}^{e}\right)$ is a vertex bialgebra via Cartier duality (Theorem 5.4), and since it is cocommutative and connected, Theorem 3.5 tells us that is must be the universal enveloping vertex algebra of its space of primitives. It is easy to check that this space is $T_{e} \mathcal{R}$, and therefore it inherits a Lie conformal algebra structure. The $n$-th products in this Lie conformal algebra may be expressed in terms of the derivatives of the $n$-th products of $\mathcal{R}$ as

$$
\begin{aligned}
\left(\left.\left.\frac{\partial}{\partial X_{i}}\right|_{e}(n) \frac{\partial}{\partial X_{j}}\right|_{e}\right) & =\left.\sum_{l \in \mathbb{Z}_{+}} \Delta_{n}\left(X_{l}\right)\left(\left.\left.\frac{\partial}{\partial X_{i}}\right|_{e} \hat{\otimes} \frac{\partial}{\partial X_{j}}\right|_{e}\right) \frac{\partial}{\partial X_{l}}\right|_{e} \\
& =\left.\sum_{l \in \mathbb{Z}_{+}}\left(\left.\left.\frac{\partial}{\partial X_{i}}\right|_{e} \hat{\otimes} \frac{\partial}{\partial Y_{j}}\right|_{e}\right) F_{l}^{n}(X, Y) \frac{\partial}{\partial X_{l}}\right|_{e} \\
& =\left.\left.\left.\left.\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} \sum_{l \in \mathbb{Z}_{+}} \frac{\partial^{\mathbf{k}+\mathbf{k}^{\prime}}\left(X_{\dot{n}} Y\right)_{l}}{\partial X^{\mathbf{k}} \partial Y^{\mathbf{k}^{\prime}}}\right|_{(e, e)} \frac{\partial\left(X^{\mathbf{k}}\right)}{\partial X_{i}}\right|_{e} \frac{\partial\left(Y^{\mathbf{k}}\right)}{\partial Y_{j}}\right|_{e} \frac{\partial}{\partial X_{l}}\right|_{e}
\end{aligned}
$$

## 8. The nilpotent case

It is generally not an easy task to build interesting examples of vertex manifolds, where the manifold is not the whole space $\mathbb{C}^{\infty}$ or the $n$-th products are non-linear. Since not all infinite-dimensional Lie algebras are integrable (i.e., not all infinite-dimensional Lie algebras are the Lie algebra of some infinite-dimensional Lie group), we conjecture that not all Lie conformal algebras $R$ are isomorphic to $\operatorname{Conf}(\mathcal{R})$ for some vertex manifold $\mathcal{R}$. In spite of that, in this section we will follow the strategy of imposing a nilpotency condition on $R$, which will allow us to show that in this case, there does exist a vertex manifold $\mathcal{R}$ such that $\operatorname{Conf}(\mathcal{R})=R($ Theorem 8.5).

In order to prove that, we must recall the following concepts.
Definition 8.1. ([DK]) Let $R$ be a Lie conformal algebra and $I, J$ ideals in $R$. Their bracket $[I \cdot J]$ is the subspace of $R$ spanned by all products $i_{(n)} j$ with $i \in I, j \in J$ and $n \in \mathbb{Z}_{+}$, which is again an ideal. The lower central series of $R$ is defined recursively by $R^{1}=R$ and $R^{j+1}=\left[R \cdot R^{j}\right]$ for all $j \geq 1 . R$ is a nilpotent Lie conformal algebra if $R^{N}=0$ for some $N \geq 1$.

Using the Jacobi identity (2.8) it is easy to prove that

$$
\begin{equation*}
\left[R^{j} \cdot R^{j^{\prime}}\right] \subseteq R^{j+j^{\prime}} \quad \forall j, j^{\prime} \geq 1 . \tag{8.1}
\end{equation*}
$$

Now let $R$ be a nilpotent Lie conformal algebra. For any $a \in R$, we define

$$
\Theta(a)=\max \left\{j \geq 1: a \in R^{j}\right\} \in \mathbb{N} \cup\{\infty\} .
$$

It is straightforward to check the following properties of the symbol $\Theta$.

## Lemma 8.2.

(i) $\Theta(a)=\infty$ if and only if $a=0$.
(ii) $\Theta(\partial a) \geq \Theta(a)$ for all $a \in R$.
(iii) $\Theta\left(a_{(n)} b\right) \geq \Theta(a)+\Theta(b)$ for all $a, b \in R$ and $n \in \mathbb{Z}_{+}$.
(iv) $\Theta\left(\sum_{k=1}^{K} c_{k} a_{k}\right) \geq \min \left\{\Theta\left(a_{k}\right): 1 \leq k \leq K\right\}$ for all $a_{1}, \ldots, a_{K} \in R$ and all non-zero $c_{1}, \ldots, c_{K} \in \mathbb{C}$.
(v) $\Theta([a, b]) \geq \Theta(a)+\Theta(b)$ for all $a, b \in R$, where $[a, b]$ is given by (2.12).

Let $N=\max \left\{n: R^{n} \neq 0\right\} \in \mathbb{N}$ be the nilpotency degree of $R$. For each $1 \leq j \leq N$, let $W_{j}$ be a complementary subspace of $R^{j+1}$ in $R^{j}$, with some ordered basis $\mathcal{B}_{j}=\left\{e_{i}: i \in \mathcal{I}_{j}\right\}$. Then $\mathcal{B}=\bigcup_{j=1}^{N} \mathcal{B}_{j}=\left\{e_{i}: i \in \mathcal{I}=\bigcup_{j=1}^{N} \mathcal{I}_{j}\right\}$ is an ordered basis for $R$ that satisfies the property $\Theta\left(e_{i}\right)=j$ for all $i \in \mathcal{I}_{j}$. Let $\tilde{\mathcal{B}}$ be its associated PBW basis of $\mathcal{U}(R)$. For any $: e_{i_{1}} \cdots e_{i_{t}}: \in \tilde{\mathcal{B}}$, we define

$$
\Theta\left(: e_{i_{1}} \cdots e_{i_{t}}:\right)=\Theta\left(e_{i_{1}}\right)+\cdots+\Theta\left(e_{i_{t}}\right)
$$

Now we may state the following important result.
Lemma 8.3. Let $R$ be a Lie conformal algebra and $\pi: \mathcal{U}(R) \rightarrow R$ be the canonical projection. Then

$$
\begin{equation*}
\Theta\left(\pi\left(u_{\left(n_{1}\right)}^{1} \cdots u_{\left(n_{l-1}\right)}^{l-1} u^{l}\right)\right) \geq \sum_{i=1}^{l} \Theta\left(u^{i}\right) \tag{8.2}
\end{equation*}
$$

for all $u^{1}, \ldots, u^{l} \in \tilde{\mathcal{B}}, n_{1}, \ldots, n_{l-1} \geq-1$ and $l \geq 2$.
Proof. We shall consider the usual grading in $\mathcal{U}(R)$, where the degree of $u=: a_{i_{1}} \cdots a_{i_{k}}: \in \tilde{\mathcal{B}}$ is its length $k$, denoted by $|u|$. Let $\mathcal{A}=\bigcup_{l \geq 2} \mathbb{N}^{l}$. For each $\mathbf{s}=\left(s_{1}, \ldots, s_{l}\right) \in \mathcal{A}$, let $\mathcal{P}(\mathbf{s})$ be the proposition "(8.2) holds for all $u^{1}, \ldots, u^{l} \in \tilde{\mathcal{B}}, n_{1}, \ldots, n_{l-1} \geq-1$ and $l \geq 2$ such that $\left|u^{j}\right|=s_{j}$ for all $1 \leq j \leq l "$. Let us write $\mathcal{A}=\bigcup_{t>2} \mathcal{A}_{t}$, where $\mathcal{A}_{t}$ is the subset formed by all $\left(s_{1}, \ldots, s_{l}\right)$ such that $s_{1}+\cdots+s_{l}=t$. We will show that $\mathcal{P}(\mathbf{s})$ holds for all $\mathbf{s} \in \mathcal{A}_{t}$ and for all $t \geq 2$ by induction on $t$.

Since $\mathcal{A}_{2}=\{(1,1)\}$, the initial case consists of proving that

$$
\begin{equation*}
\Theta\left(\pi\left(e_{i(n)} e_{i^{\prime}}\right)\right) \geq \Theta\left(e_{i}\right)+\Theta\left(e_{i^{\prime}}\right) \tag{8.3}
\end{equation*}
$$

for all $e_{i}, e_{i^{\prime}} \in \mathcal{B}$ and all $n \geq-1$. If $n \geq 0$, this follows from (8.1), but if $n=-1$ we need to consider two cases: if $i \leq i^{\prime}$, (8.3) is trivial because its LHS is $\infty$, but if $i>i^{\prime}$, we need to calculate

$$
\begin{aligned}
\Theta\left(\pi\left(: e_{i} e_{i^{\prime}}:\right)\right) & =\Theta\left(\pi\left(: e_{i^{\prime}} e_{i}:\right)+\pi\left(\left[e_{i}, e_{i^{\prime}}\right]\right)\right) \\
& =\Theta\left(\left[e_{i}, e_{i^{\prime}}\right]\right) \\
& \geq \Theta\left(e_{i}\right)+\Theta\left(e_{i^{\prime}}\right)
\end{aligned}
$$

Before the inductive step, let us order each $\mathcal{A}_{t}$ lexicographically for a fixed $t$, so that $\mathbf{s}<\mathbf{s}^{\prime}$ in $\mathcal{A}_{t}$ if and only if

$$
\left(s_{1}<s_{1}^{\prime}\right) \vee\left(s_{1}=s_{1}^{\prime} \wedge s_{2}<s_{2}^{\prime}\right) \vee \cdots
$$

It is clear that the minimal element of each $\mathcal{A}_{t}$ is the element $(1, \ldots, 1)$ of length $t$, which we shall denote as $1^{\otimes t}$.

Let us now assume that $\mathcal{P}(\mathbf{s})$ holds for each $\mathbf{s} \in \mathcal{A}_{t}$, for some $t \geq 2$. We shall prove $\mathcal{P}(\mathbf{s})$ for all $\mathbf{s} \in \mathcal{A}_{t+1}$ using induction on the lexicographically ordered index $\mathbf{s}$. In order to do that, we must begin by proving $\mathcal{P}\left(1^{\otimes(t+1)}\right)$.

That is, we must prove that for any choice $\left(n_{1}, \ldots, n_{t}\right) \in\left(\mathbb{Z}_{\geq-1}\right)^{t}$, the proposition $\mathcal{Q}\left(n_{1}, \ldots, n_{t}\right)$ given by

$$
\begin{equation*}
\Theta\left(\pi\left(e_{i_{1}\left(n_{1}\right)} \cdots e_{i_{t}\left(n_{t}\right)} e_{i_{t+1}}\right)\right) \geq \sum_{j=1}^{t+1} \Theta\left(e_{i_{j}}\right) \quad \forall e_{i_{1}}, \ldots, e_{i_{t+1}} \in \mathcal{B} \tag{8.4}
\end{equation*}
$$

holds. We will divide the proof into three steps.
First step: Let us choose $\left(n_{1}, \ldots, n_{t}\right) \in\left(\mathbb{Z}_{\geq-1}\right)^{t}$ such that $n_{t} \geq 0$. Then $e_{i_{t}\left(n_{t}\right)} e_{i_{t+1}} \in R$, and we may use our choice of the basis $\mathcal{B}$ in order to write $e_{i_{t}\left(n_{t}\right)} e_{i_{t+1}}=\sum_{i \in \tilde{\mathcal{I}}} c_{i} e_{i}$ for some $\tilde{\mathcal{I}} \subseteq \mathcal{I}$ such that $\Theta\left(e_{i}\right) \geq \Theta\left(e_{i t}\right)+\Theta\left(e_{i_{t+1}}\right)$ and $c_{i} \neq 0$ for all $i \in \tilde{\mathcal{I}}$. This allows us to use the inductive hypothesis $\mathcal{P}\left(1^{\otimes t}\right)$ to compute

$$
\begin{aligned}
\Theta\left(\pi\left(e_{i_{1}\left(n_{1}\right)} \cdots e_{i_{t}\left(n_{t}\right)} e_{i_{t+1}}\right)\right) & =\Theta\left(\sum_{i \in \tilde{\mathcal{I}}} c_{i} \pi\left(e_{i_{1}\left(n_{1}\right)} \cdots e_{i_{t-1}\left(n_{t-1}\right)} e_{i}\right)\right) \\
& \geq \min _{i \in \tilde{\mathcal{I}}} \Theta\left(\pi\left(e_{i_{1}\left(n_{1}\right)} \cdots e_{i_{t-1}\left(n_{t-1}\right)} e_{i}\right)\right) \\
& \geq \min _{i \in \tilde{\mathcal{I}}} \sum_{j=1}^{t-1} \Theta\left(e_{i_{j}}\right)+\Theta\left(e_{i}\right) \\
& \geq \sum_{j=1}^{t-1} \Theta\left(e_{i_{j}}\right)+\Theta\left(e_{i_{t}}\right)+\Theta\left(e_{i_{t+1}}\right) .
\end{aligned}
$$

Second step: Let us assume that for a fixed $1 \leq j \leq t-2, \mathcal{Q}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right)$ holds for any choice of indexes such that $n_{j+1}^{\prime} \geq 0$ and $n_{i}^{\prime}=-1$ for all $j+2 \leq i \leq t$. Now let us choose $\left(n_{1}, \ldots, n_{t}\right) \in\left(\mathbb{Z}_{\geq-1}\right)^{t}$ so that $n_{j} \geq 0$ and $n_{i}=-1$ for all $j+1 \leq i \leq t$ and let us prove $\overline{\mathcal{Q}}\left(n_{1}, \ldots, n_{t}\right)$. For any $e_{i_{1}}, \ldots, e_{i_{t+1}} \in \mathcal{B}$, we can use the left Wick formula (2.9) in order to write

$$
\begin{aligned}
& e_{i_{1}\left(n_{1}\right)} \cdots e_{i_{j}\left(n_{j}\right)}: e_{i_{j+1}} e_{i_{j+2}} \cdots e_{i_{t}}: \\
& =e_{i_{1}\left(n_{1}\right)} \cdots:\left(e_{i_{j}\left(n_{j}\right)} e_{i_{j+1}}\right): e_{i_{j+2}} \cdots e_{i_{t}}:: \\
& \quad+e_{i_{1}\left(n_{1}\right)} \cdots: e_{i_{j+1}}\left(e_{i_{j}\left(n_{j}\right)}: e_{i_{j+2}} \cdots e_{i_{t}}:\right): \\
& \quad+\sum_{m=0}^{n_{j}-1}\binom{n_{j}-1}{m} e_{i_{1}\left(n_{1}\right)} \cdots\left(\left(e_{i_{j}(m)} e_{i_{j+1}}\right)_{\left(n_{j}-1-m\right)}: e_{i_{j+2}} \cdots e_{i_{t}}:\right) .
\end{aligned}
$$

For each term in the RHS, we may use either $\mathcal{P}\left(1^{\otimes t}\right)$ or $\mathcal{Q}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right)$ in order to check as in the first step that (8.4) holds in this case.

Third step: The first two steps allow us to check that $\mathcal{Q}\left(n_{1}, \ldots, n_{t}\right)$ holds for any $\left(n_{1}, \ldots, n_{t}\right)$ such that $n_{i} \geq 0$ for some $i$. Thus, it only remains to check $\mathcal{Q}(-1, \ldots,-1)$, that is

$$
\begin{equation*}
\Theta\left(\pi\left(: e_{i_{1}} \cdots e_{i_{t+1}}:\right)\right) \geq \sum_{j=1}^{t+1} \Theta\left(e_{i_{j}}\right) \quad \forall e_{i_{1}}, \ldots, e_{i_{t+1}} \in \mathcal{B} \tag{8.5}
\end{equation*}
$$

We shall do it by induction on the number of inversions of : $e_{i_{1}} \cdots e_{i_{t+1}}$, defined in [DSK, Lemma 5.1] as

$$
d\left(: e_{i_{1}} \cdots e_{i_{t+1}}:\right)=\left|\left\{(p, q): 1 \leq p \leq q \leq t+1 \wedge i_{p}>i_{q}\right\}\right| .
$$

If $d=0$, it means that : $e_{i_{1}} \cdots e_{i_{t+1}}: \in \tilde{\mathcal{B}}$, so (8.5) holds trivially since its LHS is $\infty$. On the other hand, if $d \geq 1$, there exists $p \in\{1, \ldots, t\}$ such that $i_{p}>i_{p+1}$, so using the skew-symmetry of the normally ordered product we can write

$$
\begin{aligned}
: e_{i_{1}} \cdots e_{i_{p}} e_{i_{p+1}} \cdots e_{i_{t+1}}:= & : e_{i_{1}} \cdots e_{i_{p+1}} e_{i_{p}} \cdots e_{i_{t+1}}: \\
& +: e_{i_{1}} \cdots\left[e_{i_{p}} e_{i_{p+1}}\right] \cdots e_{i_{t+1}}:
\end{aligned}
$$

Since the first term of the RHS has $d-1$ inversions and the second one has length $t$, the respective inductive hypothesis and Lemma 8.2 yield (8.5).

This finishes the proof of $\mathcal{P}\left(1^{\otimes(t+1)}\right)$. Now we need to do the inductive step for the induction on $\mathbf{s} \in \mathcal{A}_{t+1}$. That is, we must prove $\mathcal{P}(\mathbf{s})$ for a fixed $\mathbf{s}>1^{\otimes(t+1)}$ assuming that $\mathcal{P}\left(\mathbf{s}^{\prime}\right)$ holds for all $\mathbf{s}^{\prime}<\mathbf{s}$ in $A_{t+1}$.

Since $\mathbf{s} \neq 1^{\otimes(t+1)}$, there exists $j$ such that $s_{j} \geq 2$. Now for any $u^{1}, \ldots, u^{t+1}$ in $\tilde{\mathcal{B}}$ with $\left|u^{i}\right|=s_{i}$ for all $1 \leq i \leq t+1$ and any $n_{1}, \ldots, n_{t} \geq-1$, we can write $u^{j}=: b c:$, with $b \in \mathcal{B}$ and $c \in \tilde{\mathcal{B}}$, and $D=u_{\left(n_{j+1}\right)}^{j+1} \cdots u_{\left(n_{t}\right)}^{t} u^{t}$. Now we consider two possibilities.

If $n_{j}=-1$, we can prove (8.2) through the quasi-associativity formula (2.11), that is

$$
:: b c: D:=: b: c D::+\sum_{m=0}^{\infty}\left(:\left(\partial^{(m+1)} b\right)\left(c_{(m)} D\right):+:\left(\partial^{(m+1)} c\right)\left(b_{(m)} D\right):\right)
$$

On the other hand, in order to handle the case $n_{j} \geq 0$ we may use the right Wick formula (2.10) as follows

$$
\left[: b c::_{\lambda} D\right]=:\left(e^{\partial \partial_{\lambda}} b\right)\left[c_{\lambda} D\right]:+:\left(e^{\partial \partial_{\lambda}} c\right)\left[b_{\lambda} D\right]:+\int_{0}^{\lambda}\left[c_{\mu}\left[b_{\lambda-\mu} D\right]\right] d \mu .
$$

In either case, it is straightforward to check that (8.2) holds using the inductive hypothesis $\mathcal{P}\left(\mathbf{s}^{\prime}\right)$, which completes the proof.

This lemma immediately implies the following result.
Corollary 8.4. If $R$ is a nilpotent Lie conformal algebra with $R^{N}=0$, then $\pi\left(u_{(n)} v\right)=0$ for all $n \in \mathbb{Z}$ and for all $u, v \in \tilde{\mathcal{B}}$ such that $|u|+|v|>N$.

We are now ready to prove the main result of this section.
Theorem 8.5. Let $R$ be a nilpotent Lie conformal algebra and let $F(x)(X, Y)$ be its associated formal vertex law. Then the product $a_{\mathbf{x}} b=F(x)(a, b)$ is well-defined for all $a, b \in \mathbb{C}^{\infty}$, and defines a vertex manifold structure on $\mathcal{R}=\mathbb{C}^{\infty}$ with identity $e=0$ such that its tangent space at $e$ is $\operatorname{Conf}(\mathcal{R})=R$.

Proof. Let us choose $N \in \mathbb{Z}_{+}$such that $R^{N}=0$, and fix $a, b \in \mathbb{C}^{\infty}$. Let us define

$$
\begin{aligned}
I_{a b} & =\left\{i \in \mathbb{Z}_{+}: a_{i} \neq 0 \text { or } b_{i} \neq 0\right\}, \\
\mathbf{K}_{>N} & =\left\{\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K} \times \mathbf{K}:|\mathbf{k}|+\left|\mathbf{k}^{\prime}\right|>N\right\}, \\
\mathbf{K}_{\leq N} & =\left\{\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K} \times \mathbf{K}:|\mathbf{k}|+\left|\mathbf{k}^{\prime}\right| \leq N\right\}, \\
\mathbf{K}_{a b} & =\left\{\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K} \times \mathbf{K}: \operatorname{supp} \mathbf{k} \cup \operatorname{supp} \mathbf{k}^{\prime} \subseteq I_{a b}\right\} .
\end{aligned}
$$

Let us write $F_{i}^{n}(X, Y)=\sum_{\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}} c_{\mathbf{k k}^{\prime}}^{i n} X^{\mathbf{k}} Y^{\mathbf{k}^{\prime}}$, where $c_{\mathbf{k k}^{\prime}}^{i n} \in \mathbb{C}$ for all $i \in \mathbb{Z}_{+}, n \in \mathbb{Z}$ and $\mathbf{k}, \mathbf{k}^{\prime} \in \mathbf{K}$. Note that $a^{\mathbf{k}}=0$ whenever $\operatorname{supp} \mathbf{k} \nsubseteq$ $\operatorname{supp} a=\left\{i \in \mathbb{Z}_{+}: a_{i} \neq 0\right\}$, so we may write

$$
\begin{equation*}
F^{n}(a, b)=\sum_{i \in \mathbb{Z}_{+}} \sum_{\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K}_{a b}} c_{\mathbf{k k}^{\prime}}^{i n} \mathbf{k}^{\mathbf{k}} b^{\mathbf{k}^{\prime}} e_{i}, \tag{8.6}
\end{equation*}
$$

But since $c_{\mathbf{k k}^{\prime}}^{i n}=\Delta_{n}\left(e^{i}\right)\left(e_{\mathbf{k}} \otimes e_{\mathbf{k}^{\prime}}\right)=e^{i}\left(e_{\mathbf{k}(n)} e_{\mathbf{k}^{\prime}}\right)$, we can conclude from Corollary 8.4 that $c_{\mathbf{k k}^{\prime}}^{i n}=0$ for all $i \in \mathbb{Z}_{+}, n \in \mathbb{Z}$ and $\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K}_{>N}$. Therefore, we can rewrite (8.6) as a finite sum

$$
\begin{equation*}
F^{n}(a, b)=\sum_{\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K}_{a b} \cap \mathbf{K}_{\leq N}} \pi\left(e_{\mathbf{k}(n)} e_{\mathbf{k}^{\prime}}\right) a^{\mathbf{k}} b^{\mathbf{k}^{\prime}} \tag{8.7}
\end{equation*}
$$

turning it into a well-defined $n$-th product over the whole $\mathcal{R}=\mathbb{C}^{\infty}$. Since both conditions in Proposition 7.2 are fulfilled, $\mathcal{R}$ becomes a vertex manifold, and it is clear from the construction that $\operatorname{Conf}(\mathcal{R})=R$.

As a side note to this proof, notice that we have not used the convergence axiom (6.7). It allows us to choose $N_{a b} \in \mathbb{Z}_{+}$such that $c_{\mathbf{k k}^{\prime}}^{i n}=0$ for all $i \in \mathbb{Z}_{+}, n \geq N_{a b}$ and $\left(\mathbf{k}, \mathbf{k}^{\prime}\right) \in \mathbf{K}_{\leq N} \cup \mathbf{K}_{a b}$. But combining this with the information we already had, it turns out that $F^{n}(a, b)=0$ for all $n \geq N_{a, b}$, which means that the vertex product in these manifolds satisfies the full truncation axiom instead of the weaker version (7.2). Currently we do not know whether this is the case for all vertex manifolds or not.

The construction of more examples of vertex manifolds (e.g., associated to the known families of Lie conformal algebras), as well as the existence of some version of an exponential mapping between vertex manifolds and their tangent Lie conformal algebras is the subject of an on-going research. The theory is far from being fully exploited, and it is bound to produce many more interesting results.
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