
UCC Library and UCC researchers have made this item openly available.
Please let us know how this has helped you. Thanks!

Title An exploration of open coupled-cavity lasers: from exceptional points to
dynamics

Author(s) O'Connor, Christopher P.J.

Publication date 2020-12-24

Original citation O'Connor, C. P. J. 2020. An exploration of open coupled-cavity lasers:
from exceptional points to dynamics. PhD Thesis, University College
Cork.

Type of publication Doctoral thesis

Rights © 2020, Christopher P.J. O'Connor.
https://creativecommons.org/licenses/by-nc-nd/4.0/

Item downloaded
from

http://hdl.handle.net/10468/11886

Downloaded on 2021-11-27T14:38:33Z

https://libguides.ucc.ie/openaccess/impact?suffix=11886&title=An exploration of open coupled-cavity lasers: from exceptional points to dynamics
https://creativecommons.org/licenses/by-nc-nd/4.0/
http://hdl.handle.net/10468/11886


An Exploration of Open
Coupled-Cavity Lasers: From

Exceptional Points to Dynamics

Christopher P.J. O’Connor
Cŕıostoir P.S. O’Concobhair

National University of Ireland, Cork
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Abstract

In optical communications, there is an increase in demand for investigation of multi-
section laser cavities, which are involved in the development of Photonic Integrated
Circuits or PICs. The requirement for such circuits results from, for example, the
increase in demand for faster internet devices, which means improving the infras-
tructure involved. PICs are useful for such advancements as instead of an electrical
circuit, these use optical devices such as lasers. Furthermore, these laser cavities
are closely interacting or strongly coupled as they are of millimetre to submillimetre
scales. Due to the size and complexity of these devices, they are not yet fully un-
derstood. Previous work has shown some interesting behaviour with these strongly
coupled cavities. For example, the existence of exceptional points, where two modes
coalesce, and also the possibility for a laser mode to go below threshold with increas-
ing population inversion in a cavity, all in the steady state. However, for these types
of devices, there is currently no full dynamical model that considers the complexity
of strongly coupled cavities, with only outgoing light at the boundary of the laser.

Thus, the aim of this thesis is to investigate three important areas. The first is
to understand the steady state situation further and improve upon what is known
already. We introduce a new basis to do this and create a threshold condition, which
is used to explore the complexities of coupled cavities. With this, we further address
the occurrence of these exceptional points and give a more in-depth insight into
the interesting effects that occur. The second area is to introduce a new, elegant
approach in solving the electromagnetic field equation for the steady state, while still
considering the geometrical features of a multisection laser. We introduce a second
formalism for laser equations at threshold, which is shown to be a projection of a
loxodromic spiral on a Riemann sphere with the use of Möbius transformations. With
this, we investigate the threshold branches of multisection laser devices and discover
a different type of exceptional point, where instead, the branches merge rather than
modes. Furthermore, this new approach removes the need for unnecessary information
while retaining the important physical characteristics to explain a coupled cavity laser.
Lastly, a dynamical model that represents a strongly coupled laser with outgoing
boundary conditions is introduced by connecting the classical electromagnetic field
to the quantum mechanical description for the active medium. We go beyond the
steady state by introducing a time-dependent scaling term for the electromagnetic
field, which scales with the population inversion equations to provide a physically
explained self-consistent set of dynamical equations. This model confirms results
seen in the steady state situation. It also expands upon the steady state to show
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possible dynamical properties which are a result of the close interactions between
both cavities, while crucially considering open boundary conditions while using the
spatial profile for the active medium.
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Chapter 1

Introduction

The LASER (Light Amplification by Stimulated Emission of Radiation) was one of

the foremost discoveries in mid 1900s. It is now one of the most commonly known and

used devices today. The main idea of a laser is to produce a coherent monochromatic

beam of light which can travel large distances, in contrast to more elementary devices

such as lightbulbs and flashlights which are incoherent where the light is made up

of multiple frequencies. The most simplistic version of a laser that can be thought

of is the Fabry-Perot [1] type cavity with an external pumping mechanism which

can be electrical or optical. The cavity has two highly reflective surfaces, such as

mirrors, on both ends and an active medium with excited atoms that can generate

light of a certain frequency ω as shown in Figure 1.1. Lasers are typically smaller

than popularly imagined, without the characteristic “ZAP!” sound of laser gun fire

seen in movies. The applications of lasers appear to be endless, especially in the

most modern devices. We see new uses for lasers such as in medicine [2] for both

therapeutic and diagnostic purposes and in optical communications [3] to name but a

few. To achieve such a device, many years have been spent theorising and developing

the technology and understanding required.

Our journey starts off with the well-known physicist Einstein in 1917 [4] and one

of his most famous contributions which presented a theoretical understanding for

emission of radiation, more particularly, stimulated emission. From here, it would

take a considerable amount of time to design a device which amplifies light using

an active medium such that stimulated emission occurs to produce light. In 1953,

Gordan, Zeiger and Townes [5] successfully designed an amonia MASER (Microwave

Amplification by Stimulated Emission of Radiation) for microwave radiation. From

there, Townes, along with Schawlow proposed the possibility of designing devices

for both infrared and visible light radiation in 1958 [6]. Only a few years later this

Christopher P.J. O’Connor 1



Chapter 1. Introduction

Figure 1.1: Setup of a simplistic single-cavity laser with an external pump, and excited
atoms (blue) in an active medium (green). This example has a fully reflective mirror
on the left and a partially reflective one on the right which allows photons to escape.

theoretical idea became reality as Maiman [7] produced a ruby laser in 1960 and thus

one of the most useful devices in the world was created.

Of course the mass production of lasers did not come about straight way, as

more theoretical and experimental understanding was required. Along with solid

state lasers, the production of a gaseous active medium was also successful in late

1960s with Javen and Bennett [8] and the use of a He-Ne medium. Subsequently,

dye lasers [9,10],where the medium is an optically pumped dilute solution of organic

dye [1], were created. However, the most efficient and inexpensive laser medium is

made of semiconductor material. It can produce small, effective lasers that require

little external power.

Vast amounts of research has been carried out to try to model lasers effectively

since their inception. This research has yielded a large amount of knowledge re-

garding laser theory, leading to some interesting dynamical properties. One way to

describe the active medium is Semiclassical Laser Theory (SLT) [11]. This describes

the electromagnetic field by using Maxwell’s equations and connecting them to the

quantum mechanical description of the gain medium and the overall laser structure

as a whole. SLT can be used as a good theoretical model for a single cavity laser. It

can simulate the dynamics of the electromagnetic field and its interaction with the

gain medium to a high level of proficiency for a simple laser structure [12]. SLT is

a good model for single cavity lasers with closed boundaries but further theoretical

work would be required to model lasers with a more difficult geometrical structure

and open boundaries. Increased demand for smaller laser devices prompts further

investigation in the area of optical communications which require increasingly more

Christopher P.J. O’Connor 2



Chapter 1. Introduction

complex laser designs.

With an increase in demand for faster internet and the ability to watch higher

quality video content, scientists are working on how to send information faster, by

improving the infrastructure that connects people to the internet. One area where

lasers are beneficial is Fiber-optic communications. This involves sending information

through an optical fiber in the visible or infrared parts of the electromagnetic spec-

trum. This means the design of such devices to send this amount information must

be small with the use of chips like Photonic Integrated Circuits (PICs) [13] which

would have multiple lasers closely interacting with each other. In terms of scale, laser

cavities on PICs would typically be of millimetre size and gaps between them are on

a micrometre to millimetre scale. PICs also would be comprised of semiconductor

material such as GaAs (Gallium Arsenide) or InP (Indium Phosphide).Considering

this information, we need to understand small coupled-cavity laser devices to be able

to use PICs for optical communications.

With more complex laser structures on PICs, where we have coupled cavities with

leaking boundaries, it is quite difficult to simulate both the geometry of the laser and

dynamics together. For coupled cavities, there are two paths to consider, whether

they are strongly or weakly coupled. For weakly coupled cavities, we can think

of them as two separate lasers with separate electromagnetic fields with a physical

connection such as an optical fibre. A model for the dynamics of weak coupling is

Coupled Mode Theory (CMT) [14] for non-gain resonators with loss. Moreover, there

exist more complicated dynamical models for delayed coupled semiconductor lasers

with the use of delay differential equations (DDEs) [15]. While these models are

good for dynamics of weakly coupled systems, we investigate further models to help

describe the close interaction between cavities. Unfortunately, given the design of

PICs, which have cavities at a close distance and strong coupling, it is quite difficult

to use weak coupling theory to effectively describe such a structure. For these lasers

though, recent models try to employ the idea of closely interacting cavities. One

model is optical injection from one cavity into another [16] which is quite effective

for these type of injection lasers. Where both cavities interact, we use the idea of

composite cavity modes which considers the spatial variation of the electromagnetic

field over the entire structure but for passive cavities [17].

The problem with such theories mentioned is the fact that the geometry of the

mode is not accurately described and does not use the open boundary conditions

for modes in an active medium with cavities that are open to the outside world and

are strongly coupled. A solution to this problem was addressed for the steady-state

Christopher P.J. O’Connor 3



Chapter 1. Introduction

Figure 1.2: Setup of the coupled cavity system with open boundaries separated by a
gap.

regime with the Steady-state ab-initio Laser Theory (SALT) [18, 19]. It provides a

spatial description of the electromagnetic field over a complex geometric structure

such as a many cavity laser, but at steady-state. A sample structure that SALT can

simulate and what we will use throughout this thesis is shown in Figure 1.2.

With two strongly coupled cavities, interesting phenomena have been theoretically

and experimentally shown. A significant conundrum which has arisen that is counter

intutitive is the idea of suppression of laser output even with increasing, yet unequal

pumping. [20]. This gives rise to the mathematical concept of Exceptional Points

(EPs) which is when two eigenvalues coalesce with the variation of the parameters of

the system [21]. However in the case of the EPs in coupled cavities similar to [20],

not much is known on how they exist and under what conditions.

Thus we arrive at the major questions which are addressed in this thesis. The

first being how can we further understand the conditions on which these EPs occur

in the strongly coupled cavities. Another point to investigate the threshold regions

of these coupled cavities in detail and how they change with different types of laser

structures. From there, the next question we would like to answer is that if it is possi-

ble to derive dynamical equations for strongly coupled cavities with open boundaries

which correctly takes into account the geometrical structure and active medium of

the laser. These questions are useful in the context of understanding how devices in

the communications industry such as PICs with laser cavities that are strongly inter-

acting work. The main idea to answer these questions will be the use of the power

balance equation. Using Poynting’s theorem [22, 23], we obtain a relation between

the power at the boundaries to the energy density of the laser. As a result, we can

see how an EP affects the power inside the cavities. We explore the idea of power

balance and power flow and how the threshold of a laser changes with the variation

of parameters. Moreover, we use this relation to obtain effective dynamical equations

for the electromagnetic field.

Christopher P.J. O’Connor 4



Chapter 1. Introduction

This thesis is comprised of the following chapters:

• In chapter 2, we introduce the background to the problems addressed and also

derive the Maxwell-Bloch equations from SLT which will be used throughout to

describe the gain medium. We further address previous models used to describe

coupled cavities for both weak and strong coupling theory.

• Chapter 3 is where we start to explore the openness of the laser with weak

coupling and investigate EPs in CMT. We also show the limits in the model for

coupled resonators with loss and no gain.

• In the fourth chapter, we introduce what is termed the “q-basis” for the electric

and magnetic fields, in a similar format to Stokes parameters [24]. From there,

using the q-basis, we can replicate results from SALT and also obtain EPs. We

will also derive the power balance equation, from Poynting’s theorem, which

is the critical piece in deriving the dynamical equations in later chapters used

for describing the electromagnetic field. We extended the knowledge of coupled

cavities and EPs using this q-basis such as how threshold and EPs change with

the variation of parameters. We further determine how the power flow can effect

threshold.

• Chapter 5 looks into the threshold regions in the steady-state scenario in detail

using a new mathematical approach, with the use of Möbius transformations,

named the Z-basis. With this, we can determine a new type of EP and also

provide a clear understanding on how strongly coupled cavities behave.

• Finally in chapter 6, we use the previously mentioned q-basis to derive dynami-

cal self-consistent equations for the electromagnetic field and gain medium that

takes into account the spatial geometry of the laser along with open boundary

conditions.

Christopher P.J. O’Connor 5



Chapter 2

Semiclassical Laser Theory and

Background

In this chapter, we would like to introduce the background to the problems we are

trying to solve. The fundamental theory which is mentioned in the introduction

that will be used to derive the dynamical equations for the electromagnetic field and

active medium is Semiclassical Laser Theory (SLT). Haken [12, 25, 26] and Lamb

[11,27–29] have written numerous literature to provide a clear understanding of SLT

which we will use as an aid throughout the thesis. In SLT, we consider the classical

electromagnetic field where we are able to use Maxwell’s equations as a starting point.

However, when dealing with the active or gain medium, we will in fact use quantum

theory to understand the motions of electrons. With the introduction of the density

matrix formalism [30], we can relate the quantum mechanical description of the active

medium to macroscopic variables that are population inversion and gain polarisation.

The first part of this chapter focuses on SLT. The second part explores the work

that has been carried out to model coupled cavities effectively. This includes weakly

coupled lasers modelled by DDEs and optically injecting lasers, and also strongly

coupled cavities with composite cavity modes.

2.1 Quantum Mechanics

Before we derive the dynamical equations for the gain medium, we will start by

explaining some of the fundamental quantum mechanics required.

Christopher P.J. O’Connor 6



Chapter 2. Semiclassical Laser Theory and Background

2.1.1 The Hamiltonian and the State Vector

One of the most important aspects of quantum mechanics we are using is the quantum

mechanical description of an electron. To understand this, we can write electrons in

terms of a complex probability function ψ(R, t) which is space and time dependent

where R is the displacement of the electron from the nucleus [12]. ψ(R, t) is called

the wave function and satisfies the time dependent Schrödinger equation. We can also

write any wave function in Dirac notation, given by the state vector |ψ(t)〉, referred

to as a ‘ket’ in bra-ket notation. For each |ψ(t)〉, there exists a ‘bra’ denoted as 〈ψ(t)|
which is the adjoint of the ‘ket’. In terms of matrices, one can think of the adjoint of

a matrix as its transpose complex conjugate.

The Hamiltonian operator is first seen in the sixth postulate of quantum mechanics

[30]. For a given state vector |ψ(t)〉, it is governed by the Schrödinger equation:

i~
d |ψ(t)〉
dt

= Ĥ(t) |ψ(t)〉 , (2.1)

where the operator Ĥ(t) is the Hamiltonian and represents the total energy in the

system. The composition of the time-dependent Hamiltonian is as follows,

Ĥ(t) = Ĥ0 + Ŵ (t). (2.2)

where Ĥ0 is the time independent operator such that that, applying Ĥ0 to the state

vector will result in the eigenvalues ~ωn that correspond to the eigenstates |φn〉,

Ĥ0 |ψ(t)〉 =
∑
n

~ωncn(t) |φn〉 . (2.3)

The Ŵ (t) term is a time-dependent perturbation which we relate to the electric dipole

light-matter interaction terms which will be further explained in later subsections.

Thus the state vector can be written in terms of a linear combination of eigenstates

{|φn〉} such that [30],

|ψ(t)〉 =
∑
n

cn(t) |φn〉 (2.4)

with time dependent coefficients cn(t) such that, the probability of the electron hav-

ing eigenstate |φn〉 is |cn(t)|2 where
∑

n |cn(t)|2 = 1. In fact, the eigenstates are
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orthonormal and satisfy the orthonormal condition that,

〈φm|φn〉 =

∫
φ∗m(R)φn(R)dR = δmn (2.5)

where φi(R) are eigenfunctions that are the decomposition of the wave function

ψ(R, t). Mathematically, 〈φm|φn〉 can be thought of as the inner product between the

two eigenfunctions φm and φn where the solution is Kronecker’s delta given by [30],

δmn =

1 ifm = n,

0 ifm 6= n.
(2.6)

Thus the inner product between an eigenstate |φm〉 and the state vector obtains

cm(t). These time-varying amplitudes are extremely important for the density oper-

ator which will be used to describe the the dynamics of the active medium.

2.1.2 Density Operator

While the state vector is quite a useful tool for giving information on the quantum

mechanical state of the electron, another way is to represent the quantum system

is the density operator (in matrix representation, density matrix). The operator

used with the eigenstates mentioned previously, can determine the probability of an

electron having such state. The density operator ρ̂(t) can be written in terms of pure

states or mixed states. The pure state can be written in terms of |ψ(t)〉 and is written

as [30],

ρ̂(t) = |ψ(t)〉 〈ψ(t)| =
∑
n,m

ρnm(t) |φn〉 〈φm| (2.7)

where ρnm(t) = cn(t)cm(t)∗. Moreover, we can introduce a density matrix, ρ̂(t) which

is the representation of the density operator with individual elements ρij(t) which is

given by,

ρ(t) =

(
ρ11(t) ρ12(t)

ρ21(t) ρ22(t)

)
=

(
|c1(t)|2 c1(t)c2(t)∗

c1(t)∗c2(t) |c2(t)|2

)
(2.8)

for a two level system. Mixed states require a more complex decomposition. Instead

of a single |ψ(t)〉, a mix state density matrix considers a statistical ensemble of state

vectors |ψi(t)〉 attached to a probability pi. The mixed state density operator is
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written as [30],

ρ̂(t) =
∑
i

pi |ψi(t)〉 〈ψi(t)| (2.9)

where pi is the probability for the ith component with the condition that
∑

i pi = 1.

Using the components of the density matrix, ρmn, we can write the dynamical

equation for the density matrix elements in terms of cn(t) and cm(t)∗,

dρnm
dt

=
dcn(t)

dt
c∗m(t) + cn(t)

dc∗m(t)

dt
. (2.10)

2.1.3 Electric-Dipole Light-Matter Interactions

The second term of (2.2), Ŵ (t) is the result of effects on the atom due to an induced

electric field. To understand the effect on the atom, we will consider a simplistic

version with a central nucleus surrounded by a cloud of electrons. Without an electric

field, the charge density is located in the centre of the atom. However, inducing an

electric field results in a shift of electrons away from the positively charged nucleus

which creates an electric dipole. Classically, this dipole will oscillate in a similar way

to an electron on a spring governed by an equation of motion similar to [12],

meR̈ + ω2
AR = −eE(r, t). (2.11)

where me is the mass of the electron, ωA, the damping constant and −e (where e > 0)

is the charge of an electron. Note that r is the laboratory co-ordinate system [27]. As

such, the electric field varies slowly over R, so on the scale of the atom, the electric

field can be considered to be constant. We will denote this spatially constant electric

field by Er(t). In this classical interpretation, the Hamiltonian, labelled H is given

by,

H = K + V (2.12)

where K is the kinetic energy while V is the potential. In the context of (2.11), the

kinetic energy is given by K = 1
2
meṘ

2
while the potential is the result of the forces

due to Hooke’s law and the force due to the electric field, −eEr(t). The Hamiltonian

is thus written as,

H =
1

2
meṘ

2
+

1

2
γDR2 + eEr(t) ·R. (2.13)

Christopher P.J. O’Connor 9
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The last term is the one we are interested in as we can write an operator that has the

same effect as this electric field term. In terms of the quantum mechanical Hamilto-

nian, we can replace the position R with the operator R̂. Thus we can write Ŵ (t)

as [27],

Ŵ (t) = eR̂ · Er(t), (2.14)

where R̂ is the position operator. Moreover, we are using the classical electric field

in (2.14) instead of an operator.

Using the result from the time independent Hamiltonian,(2.3) with the Schrödinger

equation given by (2.1), results in the following,

∑
n

i~
dcn(t)

dt
|φn〉 =

∑
n

cn(t)
(
~ωn + Ŵ (t)

)
|φn〉 . (2.15)

If we take some eigenstate, 〈φm|, and obtain the inner product, the result is given by,

i~
dcm(t)

dt
= cm(t)~ωm +

∑
n

cn(t)Wmn(t) (2.16)

where Wmn(t) = 〈φm|Ŵ (t)|φn〉. Using the physics behind the perturbation operator,

we can get a clearer understanding of (2.16). Each component of Wmn(t) is thus given

by,

Wmn(t) = eRmn · Er(t), (2.17)

where Rmn = 〈φm|R̂|φn〉 [27] and −eRmn refers to the dipole matrix element. More-

over, Wnn = 0 [12,30] as a static dipole is not a possible situation here.

To obtain the rate equations for each element of the density matrix, we need to

use Schrödinger’s equation with the Hamiltonian Ĥ(t) as described previously. For

two operators Â and B̂, the following is the commutator for both,

[Â, B̂] = ÂB̂ − B̂Â. (2.18)

Also given the Hamiltonian is self-ajoint, Schrödinger’s equation can be written for

〈ψi| as follows,

i~
d

dt
〈ψi| = −〈ψi| Ĥ(t). (2.19)
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Chapter 2. Semiclassical Laser Theory and Background

Figure 2.1: Classical constant in time electric field amplitude in the x direction, E(z)
(red line) with atoms (in blue) along the z axis. Each atom contains a separate co-
ordinate system with position vector R which measures the distance from the nucleus
to electrons of an atom (subset of figure).

Using these two properties, we can obtain a relation between the Hamiltonian and

the density matrix,

i~
dρ̂(t)

dt
=
(
Ĥ(t) |ψ(t)〉 〈ψ(t)| − |ψ(t)〉 〈ψ(t)| Ĥ(t)

)
= Ĥ(t)ρ̂(t)− ρ̂(t)Ĥ(t)

= [Ĥ(t), ρ̂(t)], (2.20)

We have now obtained a relation between the Hamiltonian and density operator. To

get an equation for each individual component of ρ̂(t), we use both (2.10) and (2.16)

to obtain,

dρnm(t)

dt
= − i

~
∑
l

[Hnl(t)cl(t)cm(t)∗ − cn(t)cl(t)
∗Hlm(t)]

= − i
~
∑
l

[Hml(t)ρln(t)− ρml(t)Hln(t)] , (2.21)

where Hnm(t) = ~ωmδnm +Wmn(t) such that Hnm(t) = Hmn(t)∗.
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Figure 2.2: Two-level atom with the excited state |1〉 and lower state |2〉. Both decay
to a level |3〉 at decay rates γ1 and γ2 from levels |1〉 and |2〉 respectively.

2.2 Two-Level Atom

So far, we have introduced the quantum mechanical ideas required for SLT. In this

section, we would like to focus on deriving the equations of motion for each com-

ponent of the density matrix for the two level atom. Moreover, we will make a few

assumptions for the electromagnetic field which interacts with the atom. First, we

will assume that the electromagnetic field varies only in the z direction. Added to

this, we will assume that the field amplitude is one dimensional which is transverse

to the direction of propagation such that the amplitude is given by E(z, t) = E(z, t)̂i,

where î is the unit vector in the x direction. For an individual atom, we will denote

Ez(t) as the electric field for an individual atom at position z which is constant in

space over this atom. Moreover the vector Rmn in the direction of the electric field

amplitude is Xmn such that,

Xmn = 〈φm|X̂|φn〉 (2.22)

where X̂ is the position operator that corresponds to the X co-ordinate (atomic co-

ordinate system) shown in Figure 2.1. Thus the electric field term of the Hamiltonian

is given by,

Wmn(t) ≈ eXmnEz(t). (2.23)

Note that Xmn = X∗nm. As the electric field is real, Wmn(t) = Wnm(t)∗.

Given all this, we will now introduce the idea of the two level atom. We will

consider two levels which we will denote by the excited state |1〉, and lower level

|2〉. Both of these states have complex probability amplitudes c1(t) and c2(t) which

correspond to the eigenstates |φ1〉 and |φ2〉 respectively given by the composition of

(2.4). While the dynamical equations for each of these levels are given by (2.16), it
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does not describe what happens to an atom completely. The main problem is the

decay on an atom from the excited state is not accounted for. Thus we must add

decay terms γ1 and γ2 which corresponds to the decay of atoms from levels |1〉 and

|2〉 respectively to some ground state |3〉 as shown in Figure 2.2. Adding these terms

into our system and using (2.16), we obtain [27],

dc1(t)

dt
= −

(γ1

2
+ iω1

)
c1(t)− i

~
W12(t)c2(t), (2.24)

dc2(t)

dt
= −

(γ2

2
+ iω2

)
c2(t)− i

~
W21(t)c1(t). (2.25)

Using (2.10), the rate equations for the density matrix elements, for the two level

atom are,

ρ̇11(t) = −γ1ρ11(t)− i

~
[W12(t)ρ21(t)−W21(t)ρ12(t)] (2.26)

ρ̇22(t) = −γ2ρ22(t)− i

~
[W21(t)ρ12(t)−W12(t)ρ21(t)] (2.27)

ρ̇12(t) = −
(

1

2
[γ1 + γ2] + iω0

)
ρ12(t)− i

~
W12(t) [ρ22(t)− ρ11(t)] (2.28)

ρ̇21(t) = −
(

1

2
[γ1 + γ2]− iω0

)
ρ21(t)− i

~
W21(t) [ρ11(t)− ρ22(t)] (2.29)

where ω0 = (ω1 − ω2) which is the atomic transition frequency. The lower, non-

interacting level |3〉, we write the following dynamical equation,

ρ̇33(t) = γ1ρ11(t) + γ2ρ22(t). (2.30)

We will assume, where m 6= 3, that ρm3(t) = ρ3m(t) = 0 such that off diagonal terms

of the density matrix including the third level are zero. This is using an assumption

that these terms decay quickly and can be taken to be zero.

We also include an addition to the off-diagonal elements which is a result of elastic

atomic collisions [27,31]. To account for this phenomenon, we will add a further decay

rate for both the dynamical equations ρ12(t) and ρ21(t), which is denoted by γph. Thus

the total decay rate in these off diagonal elements is given by the decay rate [11], γa

such that γa = γph + 1
2
(γ1 + γ2). As a result,

ρ̇12(t) = − (γa + iω0) ρ12(t)− i

~
W12(t) [ρ22(t)− ρ11(t)] , (2.31)

ρ̇21(t) = − (γa − iω0) ρ21(t)− i

~
W21(t) [ρ11(t)− ρ22(t)] . (2.32)
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2.2.1 Population Matrix and Pumping

So far we have derived the density matrix equations for individual atoms with phe-

nomenologically introducing decays. We will now consider multiple atoms such that

ρ(z, t, t0), the density matrix for the individual atoms located at z and t0. t0 is the

time at which the atom is excited to either |1〉 or |2〉 [27]. At a time t = t0, or the

excitation time, the density matrix is written as [32],

ρ(z, t0, t0) =
∑
n

ρ(0)
nn(z, t0, t0) |n〉 〈n| (2.33)

where at the time t0, the off-diagonal terms of this mixed state density matrix are

zero. The composition of ρ(z, t, t0) is written as [32],

ρ(z, t, t0) =
∑
m,n

ρmn(z, t, t0) |m〉 〈n| (2.34)

where m,n = 1, 2 and ρmn(z, t, t0) represents all elements in the density matrix of a

two level atom. Instead of thinking of atoms in this way, we will introduce the idea

of a population matrix instead. This matrix will sum over the initial times where

the atoms will be pumped at a rate of r(z, t0). With all this in mind, the population

matrix is given by [32],

ρ(z, t) =
∑
m,n

∫ t

−∞
r(z, t0)ρmn(z, t, t0)dt0 |m〉 〈n| . (2.35)

Taking the derivative of the population matrix will obtain the following equations of

motion [27],

ρ̇(z, t) =
∑
m,n

(
r(z, t)ρmn(z, t, t) +

∫ t

−∞
r(z, t0)ρ̇mn(z, t, t0)dt0

)
|m〉 〈n| . (2.36)

where ρmn(z, t, t) = δmnρ
(0)
mn(z, t, t) given by (2.33). As a result, the cross off-diagonal

terms are zero, ρ
(0)
12 (z, t, t) = ρ

(0)
21 (z, t, t) = 0. Furthermore we will label the pumping

terms as λ1(z, t) = r(z, t)ρ
(0)
11 (z, t, t) and λ2(z, t) = r(z, t)ρ

(0)
22 (z, t, t). Then using

(2.26), (2.27), (2.31) and (2.32), we can obtain the population dynamical equations
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for ρ11(z, t), ρ22(z, t), ρ12(z, t) and ρ21(z, t),

ρ̇11(z, t) = λ1(z, t)− γ1ρ11(z, t)− i

~
[W12(z, t)ρ21(z, t)−W21(z, t)ρ12(z, t)] , (2.37)

ρ̇22(z, t) = λ2(z, t)− γ2ρ22(z, t)− i

~
[W21(z, t)ρ12(z, t)−W12(z, t)ρ21(z, t)] , (2.38)

ρ̇12(z, t) = − (γa + iω0) ρ12(z, t)− i

~
W12(z, t) [ρ22(z, t)− ρ11(z, t)] , (2.39)

ρ̇21(z, t) = − (γa − iω0) ρ21(z, t)− i

~
W21(z, t) [ρ11(z, t)− ρ22(z, t)] . (2.40)

Given the introduction of the population matrix which represents multiple atoms over

both space and time and thus the electric field is no longer constant. As a result,

we have re-introduced the spatial dependence of the electric field which we denoted

by E(z, t). Moreover, introducing the pumping terms to the third level gives the

following population dynamical equation,

ρ̇33(z, t) = γ1ρ11(z, t) + γ2ρ22(z, t)− λ1(z, t)− λ2(z, t). (2.41)

Now we have obtained dynamical equations for each term in the population matrix.

This is valid for solid state lasers but it can be used to approximate a semiconductor

active medium as we will see in the next section.

2.3 Gain Polarisation and Population Inversion Dy-

namical Equations for Semiconductors

2.3.1 Semiconductor Two-level Model

In this section, we will relate the two-level atom model to semiconductors. We can

still use the idea of the excited state |1〉 and we will now call the ground state |2〉.
In terms of semiconductors, |1〉 refers to the existence of an electron-hole pair while

|2〉 is the absence of such a pair. This is a good model for the most part however

not perfect. There are two levels not taken into consideration, when there is only an

electron and only a hole. However, this is derived in [33] with a four level model. For

what is required here, the two level model is sufficient.

To achieve this, we remove the level |3〉 from the previous sections and create a self-

consistent model for |1〉 and |2〉 only. The decays from level |1〉 will go to the ground

state |2〉 while there are no decays from level |2〉. Instead the losses from |2〉 will result

from the excitation of electrons into the conduction band, creating an electron-hole
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pair. Thus the pumping term λ1(z, t) = Λρ22(z, t) which arises from losses in the

ground state and thus we call −γ2ρ22(z, t) = −Λρ22(z, t). We will similarly call the

decay from the excited state −γ1ρ11(z, t) = −Γρ11(z, t) which results to an increase

in the population of the ground state where λ2(z, t) = Γρ11(z, t) Thus the population

matrix equations for ρ11(z, t) and ρ22(z, t) become [33],

ρ̇11(z, t) = Λρ22(z, t)− Γρ11(z, t)− i

~
[W12(z, t)ρ21(z, t)−W21(z, t)ρ12(z, t)] , (2.42)

ρ̇22(z, t) = Γρ11(z, t)− Λρ22(z, t)− i

~
[W21(z, t)ρ12(z, t)−W12(z, t)ρ21(z, t)] . (2.43)

Moreover, the gain polarisation decay time, γP , comprised of the carrier-carrier in-

teractions (charge carriers like electrons and holes). It is introduced in a similar way

to (2.39) and (2.40) with γa,

ρ̇12(z, t) = − (γP + iω0) ρ12(z, t)− i

~
W12(z, t) [ρ22(z, t)− ρ11(z, t)] , (2.44)

ρ̇21(z, t) = − (γP − iω0) ρ21(z, t)− i

~
W21(z, t) [ρ11(z, t)− ρ22(z, t)] . (2.45)

2.3.2 Gain Polarisation and Population Inversion

So far we have derived the dynamical equations for each element of the population

matrix. Now it is time to connect these equations of motion to the electromagnetic

field via the macroscopic gain polarisation and population inversion. Firstly we will

assume as with previous sections that the gain polarisation and population inversion

vary only in the z direction and the amplitude for gain polarisation is in the same

one dimensional direction as the electric field E(z, t). Thus we write Pg(z, t) as the

gain polarisation and N(z, t) as the population inversion.

Gain polarisation, Pg(z, t) is the measure of the dipole moment per unit volume

as a result of the interaction of the active medium with the electric field. Thus we

can write gain polarisation in terms of the population matrix, ρ12(z, t) and ρ21(z, t),

which are the off diagonal elements of ρ(z, t) which is written as [32],

Pg(z, t) = −e(X21ρ12(z, t) +X12ρ21(z, t)). (2.46)

With this composition, we can write the positive frequency component, P+
g (z, t) as,

P+
g (z, t) = −2eX21ρ12(z, t). (2.47)
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where Pg(z, t) = Re(P+
g (z, t)).

Next we turn our attention to the population inversion. In a semiconductor laser,

we must have a large number of electrons in the conduction band, while a large

number of holes are also present in the valance band, to allow stimulated emission to

occur. This is the principle of population inversion, N(z, t). We can write N(z, t) in

terms of ρ11(z, t) and ρ22(z, t) [11],

N(z, t) = ρ11(z, t)− ρ22(z, t). (2.48)

With this in mind, we can obtain dynamical equations for gain polarisation and

population inversion. Firstly, we will note the perturbation term W21 = eX21E(z, t)

is written in terms of the electric field, and as a result the dynamical equation for

P+
g (z, t) is gotten from (2.39) and using the composition of N(z, t) [12],

∂P+
g (z, t)

∂t
= −(γP + iω0)P+

g (z, t)− 2i℘2

~
N(z, t)E(z, t), (2.49)

where ℘2 = e2X12X21 = e2 |X12|2.

Now we turn our attention to the population inversion, N(z, t). Firstly, let A(z, t)

be the total population of both levels such that A(z, t) = ρ11(z, t) + ρ22(z, t). If we

subtract (2.43) from (2.42) [33],

∂N(z, t)

∂t
=2Λρ22(z, t)− 2Γρ11(z, t)− 2i

~
W12 [ρ21(z, t)− ρ12(z, t)] ,

=Λ(ρ22(z, t)− ρ11(z, t)) + Λ(ρ11(z, t) + ρ22(z, t))− Γ(ρ11(z, t)− ρ22(z, t))

− Γ(ρ11(z, t) + ρ22(z, t)) +
i

~
E(z, t)

(
P+
g (z, t)∗ − P+

g (z, t)
)
,

=− (Λ + Γ)N(z, t) + (Λ− Γ)A(z, t) +
i

~
E(z, t)

(
P+
g (z, t)∗ − P+

g (z, t)
)
,

where we have used the composition of P+(z, t) and W12. We define the population

inversion relaxation rate as γN = Λ + Γ and the steady-state inversion as,

N0(z, t) =
Λ− Γ

γN
A(z, t). (2.50)

We will assume that A(z, t) is constant in time which we will replace with A(z) which

results in a time-independent pump, N0(z). Putting all of these together, we get the
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dynamical equation for N(z, t) [12, 33],

∂N(z, t)

∂t
=− γN(N(z, t)−N0(z)) +

i

~
E(z, t)

(
P+
g (z, t)∗ − P+

g (z, t)
)
. (2.51)

We have now obtained the equations connecting the ideas of quantum mechanics for

the gain medium to the classical interpretation of the electromagnetic field. These

are the dynamical equations for population inversion and gain polarisation. Now we

can connect them to the classical electromagnetic field via Maxwell’s equations.

2.4 Maxwell’s Equations

In this section, we will connect the classical electromagnetic field to the equations

obtained in the previous section for both the population inversion and gain polarisa-

tion. We introduce the electric field E(r, t), magnetic field H(r, t), magnetic induction

B(r, t), electric displacement vector D(r, t) and the current and charge densities given

by J(r, t) and ρc(r, t) respectively. They are all related by Maxwell’s equations which

are given by [22],

∇ ·D(r, t) = ρc(r, t) (2.52)

∇ ·B(r, t) = 0 (2.53)

∇× E(r, t) = −∂B(r, t)

∂t
(2.54)

∇×H(r, t) = J(r, t) +
∂D(r, t)

∂t
(2.55)

We will make th assumption that the medium is electrically neutral which means the

charge density is zero. Thus (2.52) becomes,

∇ ·D(r, t) = 0. (2.56)

Like we have done in previous sections, which was to consider the electromagnetic

field, along with the polarisation to be only varying in the z direction and each vari-

able has a one dimensional amplitude transverse to the direction of propagation.This

means supposing that E(r, t) = E(z, t)̂i, D(r, t) = D(z, t)̂i, Pg(r, t) = Pg(z, t)̂i,

Pb(r, t) = Pb(z, t)̂i and J(r, t) = J(z, t)̂i where î is the unit vector in the x direction.

Using the same principle, we write the magnetic induction and magnetic field as,

B(r, t) = B(z, t)̂j and H(r, t) = H(z, t)̂j where ĵ is the unit vector in the y direction.
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As a result, we can write (2.54) and (2.55) in a similar way to [34],

∂E(z, t)

∂z
= −∂B(z, t)

∂t
(2.57)

∂H(z, t)

∂z
= −J(z, t)− ∂D(z, t)

∂t
. (2.58)

The composition of the electric displacement vector is written as D(z, t) = ε0E(z, t)+

P (z, t) where ε0 is the permittivity of free space and P (z, t) is the polarisation and

is a summation of the background (Pb(z, t)) and gain medium (Pg(z, t)) polarisations

given by P (z, t) = Pb(z, t) + Pg(z, t). We can write D(z, t) as,

D(z, t) = ε0E(z, t) + Pb(z, t) + Pg(z, t) (2.59)

The magnetic induction is written as B(z, t) = µ0(H(z, t) +M(z, t)) where µ0 is the

permeability of free space and M(z, t) is the magnetisation (M(z, t) = 0 in Maxwell’s

equations above). The current density can also be written in terms of the electric

field which is given by J(z, t) = σE(z, t), which is referred to as Ohm’s law where σ is

the conductivity of the medium. Introducing the background electrical susceptibility,

χb(z), we can relate Pb(z, t) and E(z, t),

Pb(z, t) = ε0χb(z)E(z, t). (2.60)

Using all of this information, (2.57) and (2.58) become,

∂E(z, t)

∂z
= −∂B(z, t)

∂t
, (2.61)

∂B(z, t)

∂z
= −σµ0E(z, t)− nb(z)2

c2

∂E(z, t)

∂t
− µ0

∂Pg(z, t)

∂t
, (2.62)

where we use the relation c2 = (ε0µ0)−1 and introduce the background refractive index

as,

nb(z)2 = 1 + χb(z). (2.63)

From here we can obtain the electric field equation which can be obtained by taking

the spatial derivative of (2.61) and relating it to (2.62) to eliminate the magnetic

induction to obtain,

∂2E(z, t)

∂z2
= σµ0

∂E(z, t)

∂t
+
n2
b(z)

c2

∂2E(z, t)

∂t2
+ µ0

∂2Pg(z, t)

∂t2
. (2.64)
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Thus we have obtained all the Maxwell-Bloch equations for the electric field, (2.64),

gain polarisation, (2.49), and population inversion, (2.51). Note that the conductivity

term, σ can be thought of as losses in the laser [11].

2.4.1 Electric Field and Gain Polarisation Decomposition

For this chapter, we would like to decompose E(z, t) and Pg(z, t) as follows. The

electric field and the gain polarisation can be written in terms of frequencies ωn for

the nth mode. Decomposing these terms can further be written in terms of spatial

varying, Un(z) and introducing complex amplitudes En(t) and Pn(z, t) for the electric

field and gain polarisation respectively. Thus the decomposition can be written as,

E(z, t) =
1

2

∑
n

(
En(t)Un(z)e−iωnt + En(t)∗Un(z)∗eiωnt

)
, (2.65)

Pg(z, t) =
1

2

∑
n

(
Pn(z, t)e−iωnt + Pn(z, t)∗eiωnt

)
, (2.66)

where we also define the positive frequency components for the electric field and gain

polarisation, E+(z, t) and P+
g (z, t) respectively and are given by,

E+(z, t) =
∑
n

En(t)Un(z)e−iωnt, (2.67)

P+
g (z, t) =

∑
n

Pn(z, t)e−iωnt. (2.68)

Note that we consider the time varying amplitudes, E(t) and P(z, t) and their complex

conjugates to be slowly varying in time in comparison to the exponential terms in the

above decompositions. The relation between the electric field and gain polarisation

to (2.67) and (2.68) is given by,

E(z, t) = Re(E+(z, t)) =
1

2

(
E+(z, t) + E+(z, t)∗

)
, (2.69)

Pg(z, t) = Re(P+
g (z, t)) =

1

2

(
P+
g (z, t) + P+

g (z, t)∗
)
. (2.70)

Consider the electric field equation (2.64). Instead of seeking the solution with E(z, t)

and Pg(z, t), we can instead use E+(z, t) and P+
g (z, t) to solve the following wave
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equation,

∂2E+(z, t)

∂z2
= σµ0

∂E+(z, t)

∂t
+
n2
b(z)

c2

∂2E+(z, t)

∂t2
+ µ0

∂2P+
g (z, t)

∂t2
. (2.71)

2.5 Gain Polarisation and Population Inversion Dy-

namics

In this section, we will consider the dynamical equations for population inversion and

gain polarisation. We can in fact make some approximations which will make some

of the calculations later on in the thesis easier. First we can adiabatically eliminate

the dynamics from gain polarisation and then use the rotating wave approximation

(RWA). Then we can simplify the population inversion dynamical equation with the

assumption that the dynamics of the population inversion is quite slow.

2.5.1 Gain Polarisation Equation Approximation and Rotat-

ing Wave Approximation for Gain Polarisation

The gain polarisation equation approximation, which we will consider throughout,

which is used for modelling lasers to adiabatically eliminate the gain polarisation

dynamical equation [16, 33, 35]. To see this approximation in action, consider the

gain polarisation dynamical equation, (2.49) and using the decomposition of E(z, t)

and P+
g (z, t) ((2.65) and (2.68)) such that,

∑
n

∂

∂t

(
Pn(z, t)e−iωnt

)
= −

∑
n

(
(γP + iω0)Pn(z, t)e−iωnt

+
i℘2

~
N(z, t)

(
En(t)Un(z)e−iωnt + En(t)∗Un(z)∗eiωnt

)) (2.72)

If we multiply this equation by the exponential factor e(iω0+γp)t and integrating through

time, such that we can write the gain polarisation dynamical equation as,
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∑
n

Pn(z, t)e−i(ωn−ω0)t+γP t

= −i℘
2

~

∫ t

−∞

(
N(z, t′)

∑
n

(
En(t′)Un(z)e−i(ωn−ω0)t′+γP t

′

+ En(t′)∗Un(z)∗ei(ωn+ω0)t′+γP t
′))

dt′

(2.73)

Now we can use the gain polarisation equation approximation. If we consider the case

where the population inversion term and electric field amplitudes, En(t) and En(t)∗

vary slowly in comparison to the exponential terms, we can approximate the integral

as follows,∫ t

−∞

(
N(z, t′)

(
En(t′)Un(z)e−i(ωn−ω0)t′+γP t

′
+ En(t′)∗Un(z)∗ei(ωn+ω0)t′+γP t

′))
dt′ ≈

N(z, t)

(
En(t)Un(z)

∫ t

−∞
e−i(ωn−ω0)t′+γP t

′
dt′ + En(t)∗Un(z)∗

∫ t

−∞
ei(ωn+ω0)t′+γP t

′
dt′
)
.

(2.74)

Thus we have adiabatically eliminated the dynamics for the gain polarisation and we

obtain a function for P+
g (z, t) which is given by,

P+
g (z, t) = −i℘

2

~
N(z, t)

∑
n

(En(t)Un(z)e−iωnt

γP + i(ω0 − ωn)
+
En(t)∗Un(z)∗eiωnt

γP + i(ω0 + ωn)

)
. (2.75)

The next approximation we will use is the RWA. This is a useful approximation to

remove terms which are small in comparison to the others. We will apply this to the

gain polarisation equation (2.75). Notice that we have two denominators, one with

the frequencies summed up, ω0 + ωn and the other with the difference between the

two frequencies, ω0−ωn. If we assume that γP , |ω0−ωn| � ω0 +ωn, then the second

term of (2.75) is much smaller than the first and as a result we can neglect it. This

is an example of the RWA. Thus we can write,
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P+
g (z, t) ≈ −i℘

2

~
N(z, t)

∑
n

En(t)Un(z)e−iωnt

γP + i(ω0 − ωn)
. (2.76)

= − ℘2

γP~
N(z, t)

∑
n

1

1 +
(
ω0−ωn
γP

)2

(
ω0 − ωn
γP

+ i

)
En(t)Un(z)e−iωnt (2.77)

= − ℘2

γP~
N(z, t)

∑
n

L (∆n) (∆n + i) En(t)Un(z)e−iωnt, (2.78)

where L (∆n) is the Lorentzian distribution which given by,

L (∆n) =
1

1 + ∆2
n

(2.79)

such that ∆n is the frequency detuning term for the nth mode, ∆n = ω0−ωn
γP

.

The idea of the RWA is to do with the exponential terms containing ω0 + ωn and

ω0 − ωn. When we integrate over a time interval longer than 2π
ω0

but small enough

such that remaining time dependent quantities are slowly-varying, like we have done in

(2.73), the exponential containing the sum of the frequencies oscillate rapidly and the

result after integrating it is small compared to the terms oscillating at the frequency

difference [12]. As a result we neglect the second term in (2.75).

2.5.2 Population Inversion Approximations

We will now simplify the dynamics for population inversion. The first approximation

we will use is the RWA. Using the decomposition of the electric field, with (2.76) and

noting (2.51), we can write the following,

E(z, t)(P+(z, t)∗ − P+(z, t)) =
1

2

∑
n,m

(
1

γP − i(ω0 − ωm)
×(

En(t)Em(t)∗Un(z)Um(z)∗e−i(ωn−ωm)t + En(t)∗Em(t)∗Un(z)∗Um(z)∗ei(ωn+ωm)t
)

+
1

γP + i(ω0 − ωm)
×

(
Em(t)En(t)∗Um(z)Un(z)∗e−i(ωm−ωn)t + Em(t)En(t)Um(z)Un(z)e−i(ωm+ωn)t

))
.

(2.80)

With the same methodology as used with the gain polarisation, we can use the RWA

given the fact that the time dynamics for N(z, t) is much smaller than the sum of
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two modal frequencies ωn + ωm. If we assume that γN , |ωn − ωm| � ωn + ωm, we can

write the above in terms of E+(z, t) and P+
g (z, t) such that,

E(z, t)(P+
g (z, t)∗ − P+

g (z, t)∗) ≈ 1

2

(
E+(z, t)P+

g (z, t)∗ − P+
g (z, t)E+(z, t)∗

)
(2.81)

Thus (2.51) becomes,

∂N(z, t)

∂t
= −γN(N(z, t)−N0(z)) +

i

2~
(
E+(z, t)P+

g (z, t)∗ − P+
g (z, t)E+(z, t)∗

)
.

(2.82)

Now we turn our attention to the second assumption. In the population inversion

equation (2.82), if we expand out E+(z, t) and P+
g (z, t), we take into account degen-

erate modes where the frequencies ωn and ωm are quite close and thus modes effect

each other. However we would like to consider non-degenerate modes such that the

for any two modal frequencies ωn and ωm, that |ωn−ωm| is large in comparison to the

decay rate for N(z, t), γN . If this is true we can take ωn = ωm in (2.80). However to

maintain the RWA as well, the sum of these frequencies must be significantly larger

than both |ωn − ωm|, γN . Thus if γN � |ωn − ωm| � ωn + ωm,

∂N(z, t)

∂t
= −γN(N(z, t)−N0(z))− ℘2

γP~2
N(z, t)

∑
n

L (∆n) |En(t)|2|Un(z)|2 (2.83)

where the homogeneous broadening term is a Lorentzian distribution, L (∆n).

2.6 Dynamics and Coupled-Cavity Lasers

One of the main aims of this thesis is to investigate coupled cavities with open bound-

aries. In particular, we will focus on these coupled cavities with a gap in between

them as shown in Figure 2.3. We will only consider outgoing waves that go to infinity

at each boundary of the entire laser with no incoming light. Throughout, we will

discuss various aspects of laser theory which can be used in conjunction with this

setup from the steady-state, in Chapters 4 and 5, to the dynamical model we will

derive in Chapter 6. Furthermore, we will compare this setup to other types of lasers

such as a single cavity structure or two cavities with no gap. In later chapters, we see

the effect the gap has on modes and how its changes the effect of EPs have on these

devices. In this section, we will give an overview of the research previously carried out

involving the dynamics of lasers and the advantages or disadvantages these ideas have
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Figure 2.3: Open boundaries of a coupled-cavity laser system with two cavities with
a gap in between.

for the structure shown in Figure 2.3. Firstly, we will provide a brief account of closed

boundary single cavity lasers. From there, we will discuss when that is extended to

a more complicated structure such as coupled cavities. The final two subsections

deal with weakly-coupled cavities either using optical injection or mutually-coupled

cavities which uses DDEs.

2.6.1 Closed Single Cavity Lasers

In this subsection, we will derive dynamical equations for a closed boundary, single

cavity laser. This type of laser was the major focus for modelling with SLT when it

was first used [11]. To see this, we will consider a laser with a single cavity of length

L with refractive index ns and with closed boundaries such that for any spatial modal

profile Un(z), which comes from the electric field decomposition given by both (2.65)

and (2.67), we have the following boundary conditions,

Un(0) = Un(L) = 0. (2.84)

Moreover, given the closed boundary, two real spatial distributions Un(z) and Um(z)

satisfy the orthogonality condition such that,∫ L

0

Un(z)Um(z)dz = Gδmn, (2.85)

where G is a normalisation constant. Furthermore we introduce the passive cavity

frequency Ωn such that Un(z) satisfies the following equation,{
d2

dz2
+

(
Ωnns
c

)2
}
Un(z) = 0. (2.86)

In previous sections, we considered a spatially varying N(z, t), however here we will

spatially average over the length of the laser instead where N̄(t) = 1
L

∫ L
0
N(z, t)dz,
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where L is the length of the cavity, and approximate (2.76) as,

P+
g (z, t) ≈ −i℘

2

~
N̄(t)

∑
n

En(t)Un(z)e−iωnt

γP + i(ω0 − ωn)
. (2.87)

Using the gain polarisation (2.87), the passive mode differential equation (2.86)

and the positive frequency electric field decomposition (2.67), (2.71) becomes,

∑
n

(
n2
sΩ

2
n

c2
En(t) + σµ0(Ėn(t)− iωnEn(t)) +

n2
s

c2
(Ën(t)− 2iωnĖn(t)− ω2

nEn(t))

− i℘2µ0

~

(
d2

dt2
(N̄(t)En(t))− 2iωn

d
dt

(N̄(t)En(t))− ω2
n(N̄(t)En(t))

)
γP + i(ω0 − ωn)

)
Un(z)e−iωnt = 0.

(2.88)

Given the fact that En(t) and N̄(t) is slowly varying in comparison to exponen-

tial factors eiωnt, we can use the Slowly Varying Amplitude Approximation (SVAA)

[12](also known as the Slowly Varying Envelope Approximation). Using SVAA,

|Ėn(t)| � ωn|En(t)| and |Ën(t)| � ωn|Ėn(t)|. We can thus eliminate terms in a similar

way to [27], such that σµ0Ėn(t) and n2
s

c2
Ën(t) are neglected. We can approximate,

d2

dt2
(N̄(t)En(t))− 2iωn

d

dt
(N̄(t)En(t))− ω2

n(N̄(t)En(t)) ≈ −ω2
n(N̄(t)En(t)). (2.89)

Using all this information, the electric field equation for the nth mode, (2.64), becomes

Ėn(t) = −
(
i(Ωn − ωn) +

1

2

σ

n2
sε0

)
En(t) +

ωn℘
2

2n2
sε0~

N̄(t)En(t)

γP + i(ω0 − ωn)
. (2.90)

by using the following approximation [27],

Ω2
n − ω2

n

2ωn
≈ Ωn − ωn. (2.91)

In the case of (2.90), we used the rate equation approximation, however if this is

not valid, we can put the electric field dynamical equation in terms of the gain po-

larisation. Given a spatially averaged population inversion, we can write the gain

polarisation for the nth mode as Pn(z, t) = P̃n(t)Un(z). We can similarly use the

SVAA for P̃n(t) as assuming ω2
n|P̃n(t)| � ωn

∣∣∣ ˙̃Pn(t)
∣∣∣ � ∣∣∣ ¨̃Pn(t)

∣∣∣, we can write the
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dynamical equation for the electric field as,

Ėn(t) = −
(
i(Ωn − ωn) +

1

2

σ

n2
sε0

)
En(t) +

iωn
2n2

sε0
P̃n(t). (2.92)

We have thus formulated a dynamical equation for the electric field of a single cav-

ity structure in a closed laser with passive cavity modal frequencies Ωn. There are

two issues with using this formalisation in later chapters. The first is the boundary

conditions at both ends are zero for each Un(z) as we are discussing the closed-cavity

laser. This is not a realistic interpretation of the laser as it would need to have open

boundaries for the light to escape. The second issue is the method is only for a single

cavity and for a more complicated structure, the orthogonality condition, (2.85), is

not satisfied as a result.

2.6.2 Composite Cavity Modes

The composite-cavity model approach is quite similar to the one used for a single

cavity. A composite cavity is a multi-sectioned laser which can be made up of several

components for example multiple active mediums with gaps. Taking this idea, we can

look at a modal profile over the entire structure, which are referred to as composite-

cavity modes [17, 36, 37]. The nth mode has an electric field amplitude of En(t) with

Un(z), the spatial mode for the entire structure. Suppose the length of the whole

laser is L. We consider modes Un(z) with a closed boundary such that,

Un(0) = Un(L) = 0, (2.93)

where Un(z) is continuous at the boundaries at each section along with its derivative

and is zero [17]. As a result of the boundary conditions, for real n2(z) spatially

varying refractive index, the following weighted orthogonality relation holds for two

modes Um(z) and Un(z) where,∫ L

0

n2(z)Un(z)Um(z)dz = Gδmn (2.94)

where G is a normalisation constant. Consider a three section laser with two gain

medium cavities separated by gap. In composite-cavity modes, each cavity would

have a separate population inversion. In this instance we would have a set of three

dynamical equations, one for the complex electric field amplitude and two for the

time dependent inversions in a similar way to the single cavity SLT equations [38].
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The dynamics has been thoroughly investigated with composite-cavity modes which

provides a nice picture of the behaviour of strongly-coupled cavities [39–43]. However,

while composite cavity modes are able to model a more complicated structure, the

spatial distribution described by Un(z) is for the passive situation and does not provide

the spatial distribution of the active medium. Furthermore, these modes represent a

closed-cavity system, as with the previous subsection.

2.6.3 Optical Injection

For optical injection dynamics, investigations were carried out both theoretically [16,

44,45] and experimentally [46, 47]. Consider two lasers which we will label A and B.

Laser A will be the “Master” laser such that it injects light into laser B. In contrast

to mutually-coupled laser, laser B has no effect on laser A. As a result of this injection

process, the frequency of laser B will adjust to match the incoming frequency of laser

A. This is only valid if the frequency of laser A is close to laser B before injection

and if the power input from A to B is sufficient [44]. The dynamical equations which

govern this process are given by [16],

˙̃E(t) =
1

2
ξ(1 + iα)(Ñ(t)−Nthr)Ẽ(t) +KẼi(t), (2.95)

˙̃N(t) = J − γN − (γE + ξ(Ñ(t)−Nthr))|Ẽ(t)|2, (2.96)

where Ẽ(t) is the complex electric field, Ñ(t) is the carrier density, ξ is the gain coef-

ficient, J is the pump, α is the linewidth enhancement factor [48], Nthr is the carrier

density at threshold, K is the injection field rate and Ẽi(t) is the injection signal.

Note that γN here is the carrier decay rate while γE represents cavity losses. The

difference between these equations and the equations derived in SLT is the inclusion

of the injection term in the electric field dynamics KẼi(t). From (2.95) and (2.96),

autonomous equations have been derived and with those, interesting dynamics have

been shown when varying the parameters for detuning and injection strength [49–53].

However, optical injection does not fulfil the requirements of the lasers we are dealing

with in this thesis. As explained, optical injection cannot describe a mutually coupled

scenario as one lasers feeds into the other and not vice versa.

2.6.4 Mutually-Coupled Lasers

The next interesting area of research in coupled laser dynamics is looking into mutually-

coupled lasers with time delay using DDEs such as ones similar to the Lang-Kobayashi
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equations [54]. In contrast to optical injection, here we consider the instance where

two lasers interact with each other rather than being unidirectional. There is also a

major difference between using time delay equations and the dynamics of composite

cavity modes [17]. With the time delay mutually coupled equations, each section, or

laser has a separate electric field amplitude while composite cavity mode equations

calculate the electric field dynamics for the entire structure of multiple sections. As

the electric field amplitudes are separate for each laser, it is good for use of weakly-

coupled lasers.

If we consider two lasers with electric field amplitudes E1(t)eiω0t and E2(t)eiω0t

where ω0 is the central frequency, with E1(t) and E2(t) being slowly-varying functions.

Moreover, we will write N1(t) and N2(t) as the normalised inversion which correspond

to each laser with amplitudes E1(t) and E2(t) respectively. The resulting dynamical

equations are given by [55],

dE1/2(t)

dt
= (1 + iα)N1/2(t)E1/2(t) + K̃e−iCpE2/1(t− τ)− i

2
(ω2/1 − ω1/2)E1/2(t)

(2.97)

dN1/2(t)

dt
= γN

(
J −N1/2(t)− (1 + 2N1/2(t))|E1/2(t)|2

)
(2.98)

where α is the linewidth enhancement factor, Cp is the coupling phase, J is the

pump, γN is the carrier decay rate, K̃ is the coupling strength and ω1 and ω2 are the

frequencies of each laser. Note that τ is the time delay as a result of the coupling.

An analytical solution can be obtained, known as compound laser modes, with the

frequency of each laser being the same ω1 = ω2 = ωs. The resulting solution is [55],

E1(t) = E s
1 e

iωst (2.99)

E2(t) = E s
2 e

iωst+iσ̂ (2.100)

N1/2(t) = N s
1/2 (2.101)

where E s
1/2, N s

1/2 and σ̂ are real valued and σ̂ is the phase shift between the lasers.

This solution is also known as one-colour states. Interesting dynamical effects from

numerical solutions to more analytical results such as one-colour (compound laser

modes) and two-colour states have been shown [56–62] and shows weakly coupled

lasers have been thoroughly investigated theoretically. While mutually-coupled lasers

with weak coupling can be modelled using the above equations, unfortunately it does

not cover the closely-coupled cavity situation we will explore. The main difference is
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to achieve an electric field which represents the entire structure rather than having

two separate fields for each cavity. This is because an overall electric field can replicate

effects due to strong interactions between the cavities.

2.7 Conclusions

In this chapter, we have provided an overview of the background which is required for

the work carried out in this thesis. We also provide a brief description of other models

which have been derived to describe various laser structures such as single cavity and

coupled cavity lasers. In particular, we have derived dynamical equations for the pop-

ulation inversion and gain polarisation. We arrived at these equations by considering

a two-level model approach to describe the active medium. We also use this model as

one possible description of a semiconductor medium. Thus these equations are valid

for both a atom laser and for a simplistic description of a semiconductor laser. From

there we connected these dynamical variables with the classical electromagnetic field

using SLT. Thus we arrived at a set of three self-consistent dynamical equations for

the electric field, gain polarisation and population inversion for a single cavity laser.

However in later chapters, we will use the inversion and gain polarisation equations

to describe the coupled-cavity case, although we will still adiabatically eliminate the

dynamics of P+
g (z, t). In the final section, we compared models which use SLT for

different laser structures stating the advantages and disadvantages of each model

presented.
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Coupled Mode Theory

In this chapter, we will focus on the idea of linearly coupled oscillators that are

described by Coupled Mode Theory (CMT) [14, 63, 64] which is a model that is par-

ticularly useful for optical devices [65–68]. Although the model we consider will have

no gain and is linearly coupled, we still can obtain effective results which describe

complex effects of coupled cavities namely EPs [21,69,70]. We are also able to deduce

from this model similar behaviour that will be seen in later chapters, with more com-

plicated theories, such as how the eigenvalues of the system change with the variation

of physical parameters. With this in mind, the chapter is written as follows. In the

first section, we will give an overview of EPs in a general two-dimensional format

which we are able to link to CMT. From there we will introduce coupled cavities

with losses and obtain eigenvalues which represent the frequencies and losses of the

coupled system. We discuss how changing the parameters will effect these eigenvalues

and can lead to EPs. In the final section, we derive the conditions we must impose

on the model so that it describes the physics of a non-gain coupled system correctly.

3.1 Exceptional Points in a Linearly Coupled Sys-

tem

EPs, also referred to as non-hermitian degeneracies [71], are an interesting phe-

nomenon which has been widely studied over the past few years [20, 70, 72–78]. As

mentioned previously, the fundamental idea of an EP is that two eigenvalues (usu-

ally complex) coalesce by the varying of parameters. However, this is not the only

criteria for EPs. The second condition concerns the eigenvectors which correspond to

these eigenvalues. The eigenvectors must also coalesce. In the a simple case, we will
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consider a 2× 2 system and show generally the solution that arises at an EP. We will

then use this general system and apply it to CMT in later sections.

3.1.1 Two-Dimensional Eigenvalue Problem

We will consider the following 2 × 2 matrix system given by the matrix C and some

complex vector v(t) =

(
v1(t)

v2(t)

)
,

dv(t)

dt
= Cv(t), (3.1)

where C is made up of complex-valued terms aij which is written as,

C =

(
a11 a12

a21 a22

)
. (3.2)

We will now seek to find eigenvalues λ± for (3.1). They are given by the following,

λ± =
tr(C)±

√
tr(C)2 − 4det(C)

2
, (3.3)

where tr(C) = a11+a22 is the trace of C and det(C) = a11a22−a12a21 is the determinant

of C. For the two eigenvalues λ+ and λ− to equal, which is to have an EP, the terms

in the square root of (3.3) equal. Thus tr(C)2 = 4det(C) and in terms of the matrix

elements of C,

a12 = −(a11 − a22)2

4a21

. (3.4)

Thus the matrix in a 2× 2 system given by (3.1) is written as,

C =

(
a11 − (a11−a22)2

4a21

a21 a22

)
. (3.5)

3.1.2 Matrix Transformation

In later sections when investigating EPs in CMT, we will use a matrix transforma-

tion to help us with our analysis of coupled modes. We will thus apply a suitable

transformation to (3.1) that we can turn (3.5) into a similar matrix as the one we

will derive later on. Thus we will consider a complex diagonal matrix which we will
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denote by Q. It is given by,

Q =

(
1 0

0 u

)
(3.6)

where u is some complex number. With this transformation matrix and C, we define

our new matrix D such that,

D = Q−1CQ (3.7)

=

(
a11 ua12

a21
u

a22

)
(3.8)

Choosing u =
√

a21
a12

and introducing the complex quantity ã = −i√a12a21. Thus we

obtain the following for the matrix D which is given by,

D =

(
a11 iã

iã a22

)
. (3.9)

Given the composition of D, we can see that the eigenvalues for the coupled system

with C are the same as the coupled system for D which is given by,

dṽ(t)

dt
= Dṽ(t), (3.10)

for ṽ(t) =

(
ṽ1(t)

ṽ2(t)

)
such that ṽ1(t) = v1(t)√

a12
and ṽ2(t) = v2(t)√

a21
. Thus the eigenvalues at

an EP are λ± = a11+a22
2

which occurs at if

ã2 =
(a11 − a22)2

4
. (3.11)

We will be able to use these quantities in CMT to gain further understanding of EPs

and other complex information which can be derived from a more simplistic model

that apply to sophisticated methods in later chapters.

3.2 Coupled Resonators with Losses

We will now provide an overview of two linearly-coupled optical resonators similar

to [14] with the addition of losses in each cavity. By linearly-coupled, we mean that
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the change in the field amplitude of one mode through time is dependent linearly on

the other amplitude up to a coupling constant. To write such equations, consider a

system of two resonators with modal frequencies ω1 and ω2 that have corresponding

field amplitudes a1(t) and a2(t) respectively. Given the fact there are losses present,

we consider the coupling to also be complex-valued. Moreover, we will consider

the case where both resonators have losses γ1 and γ2 for amplitudes a1(t) and a2(t)

respectively. Considering the losses, the dynamical equations for a1(t) and a2(t),

become,

ȧ1(t) = (iω1 − γ1)a1(t) + iκ12a2(t), (3.12)

ȧ2(t) = (iω2 − γ2)a2(t) + iκ21a1(t), (3.13)

where κ12 and κ21 are coupling constants which are complex-valued. Note that for

weakly-coupled resonators, |κ12| � ω1 and |κ21| � ω2 [79]. However both κ12 and κ21

are limited in what values they can be to preserve the idea of cavities with no gain.

Notice that this system corresponds to the one seen in (3.1) where a11 = iω1 − γ1,

a12 = iκ12, a21 = iκ21 and a22 = iω2 − γ2. As a result we can calculate the value of

eigenvalues of this system at an EP and under what condition that must be satisfied.

Firstly the eigenvalues λEP± of (3.12) and (3.13) at an EP is given by,

λEP± = −1

2
(γ1 + γ2 − i(ω1 + ω2)). (3.14)

To obtain such eigenvalues, we compare with (3.4) to obtain the condition,

κ12 =
(i(ω1 − ω2)− (γ1 − γ2))2

4κ21

. (3.15)

To provide a better understanding of these equations, we will define two new

quantities â1(t) and â2(t) such that,

â1(t) =
a1(t)√
κ12

, (3.16)

â2(t) =
a2(t)√
κ21

. (3.17)

and thus defining the coupling constant κ = |κ|eiθ with real angle θ, where κ =
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Figure 3.1: Two resonators coupled via the complex term κ with decays present in
each.

√
κ12κ21, (3.12) and (3.13) can be rewritten as,

˙̂a1(t) = (iω1 − γ1)â1(t) + iκâ2(t), (3.18)

˙̂a2(t) = (iω2 − γ2)â2(t) + iκâ1(t). (3.19)

where ω1 and ω2 are the frequencies of resonator 1 and 2 respectively. Both γ1 and

γ2 are strictly positive indicating that there is no gain in this system. Notice in this

section, the coupling constant κ is the exact same in (3.18) and (3.19).

CMT is a simple example of a resonating system which can help visualise some

of the mysteries of more complex lasers. To achieve this, we examine the parameters

presented in the above dynamical equations. Instead of having a dynamical system

with six parameters (as the coupling term is complex), we will rewrite the coupled

equations to make our analysis easier. We introduce new amplitudes A1(τ) and A2(τ)

which correspond to the first and second mode respectively and are given by,

A1(τ) = â1

(
τ

γ1

)
e
−iω1

τ
γ1 (3.20)

A2(τ) = â2

(
τ

γ1

)
e
−iω1

τ
γ1 (3.21)

where we introduce τ as τ = γ1t. Thus (3.18) and (3.19) become,

dA1(τ)

dτ
= −A1(τ) + iκ̃A2(τ), (3.22)

dA2(τ)

dτ
= (−γ̃ + i∆ω̃)A2(τ) + iκ̃A1(τ), (3.23)

where κ̃ = κ/γ1, γ̃ = γ2/γ1 and ∆ω̃ = (ω2 − ω1)/γ1 which will be referred to as the

coupling, proportional loss and detuning respectively.

To obtain further insight into these equations and because (3.22) and (3.23) are
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linear, we can turn them into a matrix equation as follows,

d

dτ

(
A1(τ)

A2(τ)

)
=

(
−1 iκ̃

iκ̃ −γ̃ + i∆ω̃

)(
A1(τ)

A2(τ)

)
, (3.24)

and define,

A =

(
−1 iκ̃

iκ̃ −γ̃ + i∆ω̃

)
. (3.25)

This system corresponds to the coupled set of equations which are shown in the

previous section in (3.10). Comparing this system with (3.22), we see that a11 = −1,

a22 = −γ̃ + i∆ω̃, ã = κ̃. Consequently, we can find the eigenvalues of A which are

given by,

λ± =
1

2

(
i∆ω̃ − (1 + γ̃)±

√
(1− γ̃ + i∆ω̃)2 − 4κ̃2

)
. (3.26)

Note that λ± are complex eigenvalues which is composed of losses Γ± = Re(λ±) and

frequencies Ω± = Im(λ±). To be more specific, when the two resonators are linearly

coupled, there exists the possibility of two separate modes, with different frequencies

and losses. To obtain these values, we first need to define,

zλ = (1− γ̃ + i∆ω̃)2 − 4κ̃2. (3.27)

Then we also note the formulae [80]:

Re(
√
zλ) =

1√
2

√
Re(zλ) +

√
Re(zλ)2 + Im(zλ)2, (3.28)

Im(
√
zλ) =

sgn(Im(zλ))√
2

√
−Re(zλ) +

√
Re(zλ)2 + Im(zλ)2, (3.29)

such that,

sgn(Im(zλ)) =

1 if Im(zλ) ≥ 0,

−1 if Im(zλ) < 0.
(3.30)
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Using the above formulae, the frequencies are given by,

Ω± =
∆ω̃

2
± sgn(Im(zλ))

2
√

2

{
−
(
(1− γ̃)2 −∆ω̃2 − 4Re

(
κ̃2
))

+[ (
(1− γ̃)2 −∆ω̃2 − 4Re

(
κ̃2
))2

+
(
2∆ω̃(1− γ̃)− 4Im

(
κ̃2
))2
] 1

2
} 1

2
,

(3.31)

and the losses for each corresponding frequency being,

Γ± = −1 + γ̃

2
± 1

2
√

2

{
(1− γ̃)2 −∆ω̃2 − 4Re

(
κ̃2
)

+[ (
(1− γ̃)2 −∆ω̃2 − 4Re

(
κ̃2
))2

+
(
2∆ω̃(1− γ̃)− 4Im

(
κ̃2
))2
] 1

2
} 1

2
.

(3.32)

3.3 Frequencies, Losses and Exceptional Points

Now that we have found the eigenvalues and the corresponding frequencies and losses,

we can study these in detail. First we will look into when the frequencies and losses

of both eigenvalues are equal to each other. As we have discussed before, when two

eigenvalues like λ± coalesce, we have an EP. To do this analysis, we will use the

definition of coupling mentioned previously, κ̃ = |κ|eiθ.

3.3.1 Analysis of Frequencies corresponding to Eigenvalues

However, we will first consider under what circumstances do the frequencies equal

Ω+ = Ω− and also the losses Γ+ = Γ−. Now we turn our attention to both frequencies

Ω+ and Ω− by taking into account (3.31). For Ω+ = Ω−, this means that Im(zλ) = 0

and we also have Re(zλ) ≥ 0. In terms of the coupling, losses and detuning, Im(zλ) =

0 results in the following relation,

Im
(
κ̃2
)

=
∆ω̃(1− γ̃)

2
. (3.33)

However the frequencies of the eigenvalues are only equal if the second condition

Re(zλ) ≥ 0 holds which is,

(1− γ̃)2 −∆ω̃2

4
≥ Re

(
κ̃2
)
. (3.34)
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Furthermore Ω± can be analytically found given these two conditions which is,

Ω± =
∆ω̃

2
. (3.35)

These formulas are useful for finding when the frequency terms Ω+ and Ω− are equiv-

alent. Consider Figure 3.2 which shows the variation of both eigenvalue frequencies

while varying the detuning. In Figure 3.2(a) we see that at very negative ∆ω̃, one

of the frequency modes is at zero while the other comes from negative infinity. With

increasing ∆ω̃, both eigenvalues frequencies then coalesce then one goes to infinity

while the other goes back to zero. In Figure 3.2(b), instead of Ω± crossing, we see

them get closer together and deviate before meeting. Like before, at very negative

∆ω̃, one frequency comes from zero while the other comes from minus infinity. With

increasing ∆ω̃, we see both frequency terms getting closer but then before meeting,

one goes to infinity while the other goes to zero. The final case is shown in Figure

3.2(c), where instead of both frequency modes not meeting, they coalesce in the range

−1 ≤ ∆ω̃ ≤ 1.

3.3.2 Analysis of Losses corresponding to Eigenvalues

Let us now turn our attention to the real part of the eigenvalues λ± which correspond

to loss terms Γ±. We would like to determine when these loss terms are equivalent

and how they change with varying ∆ω̃. In the case of the losses for each of the

corresponding eigenvalues, Γ+ = Γ−, we consider (3.32). As with the frequencies

equalling, (3.33) is also valid in this case however the condition involving Re(zλ)

becomes Re(zλ) ≤ 0. Thus,

(1− γ̃)2 −∆ω̃2

4
≤ Re

(
κ̃2
)
. (3.36)

These equivalent losses are seen for a range of detuning parameter values in Figure

3.3(c) for |∆ω̃| ≥ 1. When Γ± meet, this occurs at,

Γ± = −1 + γ̃

2
. (3.37)

Let us consider Figure 3.3 which shows three examples of both Γ± varying over ∆ω.

We see that in Figure 3.3(a) that both Γ± are symmetric to each other, and while

they get closer with increasing ∆ω̃, they never meet. Comparing this with Figure

3.2(a), when Ω± cross, Γ± do not. Thus the eigenvalues are not the same for these
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(a) θ = 2, γ̃ = 2 (b) θ = 1.3, γ̃ = 1

(c) θ = π/2, γ̃ = 1

Figure 3.2: Frequency terms from
eigenvalues λ± over the detuning ∆ω̃
where for all cases |κ̃| = .5.

parameters. In Figure 3.3(b), we see that both Γ± start off close together then diverge

and get closer again for high ∆ω̃. In Figure 3.3(c), we see both Γ± coalesce at Γ± = −1

and then diverge after ∆ω̃ = −1. Then both Γ± meet again at ∆ω̃ = 1. Comparing

this to Figure 3.2(c), we see that Γ± meet and also Ω± at ∆ω̃ = ±1. This will become

important in the next subsection with the introduction of EPs.

3.3.3 Analysis of Eigenvalue Branches and EPs

With our new basis, we can also write a condition for EPs to occur with CMT. If we

consider (3.26) once again, we can see that an EP occurs when the terms underneath

the square root sum up to zero. Hence the eigenvalues become,

λEP± =
i∆ω̃ − (1 + γ̃)

2
(3.38)

with the EP occurring if,

κ̃2 =
(1− γ̃ + i∆ω̃)2

4
, (3.39)
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(a) θ = 2, γ̃ = 2 (b) θ = 1.3, γ̃ = 1

(c) θ = π/2, γ̃ = 1

Figure 3.3: Loss terms from eigenvalues
λ± over the detuning ∆ω̃ where for all
cases |κ̃| = .5.
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(a) θ = 2, γ̃ = 2 (b) θ = 1.3, γ̃ = 1

(c) θ = π/2, γ̃ = 1

Figure 3.4: Real and imaginary parts of
eigenvalues λ± over the detuning range
(−3, 3) for ∆ω̃ where for all cases |κ̃| =
.5.
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which are two equations as κ̃ is complex. This relates to the EP condition as seen in

(3.11).

We will now consider three different scenarios for the eigenvalues λ± and how they

change with the variation of parameters. While we vary the detuning term, ∆ω̃, the

two eigenvalues create branches that have the potential to cross. If these branches

cross at the same value of ∆ω̃, this is an EP. There are three different types eigenvalue

movements we will be discussing and these are shown in Figure 3.4.

In Figure 3.4(a), we see that the branches do not cross and one branch does a

slight orbit around zero while the other varies a little in the loss term while increasing

in the frequency term. Note that in Figure 3.2(a), we see that the frequency terms

Ω± cross but this is not the case for λ± and thus these branches do not meet. In

Figure 3.4(b), we see one eigenvalue branch increasing in frequency towards zero while

the second branch starts at zero for the frequency and increases by increasing ∆ω̃.

However, these branches never meet, even in frequency Ω± or losses Γ± shown in

Figures 3.2(b) and 3.3(b) respectively. Finally in Figure 3.4(c), the two branches

meet twice when ∆ω̃ = ±1. Where ∆ω̃ = −1, using (3.35) and (3.37) we see that

Ω± = −0.5 and Γ± = −1. For ∆ω̃ = 1, Ω± = 0.5 and Γ± = −1. This is seen when

one branch moves towards −0.5 and then the other branch moves from zero to meet

it. Then both branches symmetrically increase in frequency until they meet at 0.5.

Then one continues in frequency while the other moves towards zero.

3.4 Restrictions of non-gain coupled resonators us-

ing Coupled Mode Theory

In this section, we will look into the limitations CMT has to describe non-gain coupled

cavities [17]. We will discuss how the change in parameters will effect what the per-

missible values coupling between both cavities are. We will also show what happens

dynamically to both mode amplitudes in an allowed coupled regions and forbidden

ones.

3.4.1 Losses Restriction

The restriction involves the values obtained from λ±. In particular, the real part, Γ±

must have the condition that Γ± ≤ 0 for all our choice of parameters. The fact that

Γ± ≤ 0 is the result of the physical limitations we have imposed onto the system.

From the beginning of the chapter, we have stated that there is no gain in each of
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Figure 3.5: Illustration of allowed values (green) of coupling κ̃ where both Γ± ≤ 0.
(a):γ̃ = 1,∆ω̃ = 0, (b):γ̃ = 1,∆ω̃ = 4, (c):γ̃ = 4,∆ω̃ = 4, (d):γ̃ = 4,∆ω̃ = −4,
(e):γ̃ = 1

2
,∆ω̃ = 4 and (f):γ̃ = 4,∆ω̃ = 0.
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the cavities. With this specification, Γ± ≤ 0 or else the coupled modes would grow

in time due to active media. To see this condition, let us consider the case where the

linearly coupled resonators have no overall loss i.e. Γ± = 0. Using this with (3.26)

and doing some algebra, we obtain the following condition,

|κ̃| = ±
(

1

2 sin2(2θ)

[
∆ω̃(1− γ̃) sin(2θ) + cos(2θ)(1 + γ̃)2

±
{

(∆ω̃(1− γ̃) sin(2θ) + (1 + γ̃)2 cos(2θ))2

+ 4γ̃ sin2(2θ)((1 + γ̃)2 + ∆ω̃2)
} 1

2
]) 1

2

.

(3.40)

Given the fact |κ̃| is real and positive, we can write the coupling magnitude as the

following,

|κ̃| =
(

1

2 sin2(2θ)

[
∆ω̃(1− γ̃) sin(2θ) + cos(2θ)(1 + γ̃)2

+
{

(∆ω̃(1− γ̃) sin(2θ) + (1 + γ̃)2 cos(2θ))2

+ 4γ̃ sin2(2θ)((1 + γ̃)2 + ∆ω̃2)
} 1

2
]) 1

2

.

(3.41)

So any value of |κ̃| less than (3.41) is valid under the restriction we have put in place

given the values of parameters ∆ω̃, θ and γ̃. Figure 3.5 shows the allowed values for

coupling and forbidden for given parameters γ̃ and ∆ω̃. The most simple solution

is when the losses of each resonator are the same i.e. γ̃ = 1 and zero detuning

between them which is shown in Figure 3.5(a). In Figure 3.5(b), we allow for a

positive detuning which increases the region of permissible values of κ̃ as shown. In

Figures 3.5(c) and 3.5(d), we increase the proportional loss, γ̃, we see how the region

changes where we still have more possible values of κ̃ than γ̃. Moreover, we see that

3.5(d) with ∆ω̃ = 4 is antisymmetric to 3.5(c) with ∆ω̃ = −4. The allowed regions

shift slightly in Figure 3.5(e) in comparison to 3.5(b) where we have decreased the

proportional loss. Finally with an increase in proportional loss, in Figure 3.5(f), we

see even more allowed regions than in Figure 3.5(a). We will now explore some of

these dynamical scenarios in detail to see how the mode amplitudes change over time.
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Figure 3.6: Dynamical picture where both Γ± < 0 such that Re(κ̃) = 1, Im(κ̃) = .7,
∆ω̃ = 4 and γ̃ = 1.

3.4.2 Dynamical scenarios of coupled non-gain cavities

So far we have derived a condition that must be upheld so that our model can describe

the scenario of two linearly-coupled cavities which have no gain. It was that the real

part of the eigenvalue solutions, Re(λ±) are always negative. This is valid no matter

the initial conditions of the amplitudes A1(τ) and A2(τ). We can see by investigating

the dynamics of A1(τ) and A2(τ) to see when the condition is broken. First we will

find the fixed points of this coupled system which is given by,

AFP1 = 0, (3.42)

AFP2 = 0, (3.43)

where AFP1 and AFP2 correspond to the fixed point(FP) solution for the dynamical

equations of A1(τ) and A2(τ) respectively. The fixed point is a stable spiral if both

Γ± < 0 and an unstable spiral where one of Γ± > 0. For one of Γ± = 0, the fixed

point is a stable centre. As discussed in the previous section, we have explained how

both Γ± ≤ 0 so that there is no gain in our dynamical equations. Thus we require the

fixed point to be stable. Figures 3.6 and 3.7 show the stable fix points where both

Γ± < 0. They show the amplitudes and intensities that go to zero in both cases. In

particular, as stated in the previous subsection, additional regions of coupling validity

appear with a non-zero detuning as a result Figure 3.7 is a stable solution for coupling

but would not be if ∆ω̃ = 0. In contrast, Figure 3.8 shows the amplitudes and their

intensities increasing where one of Γ± > 0 and as a result is not a valid choice of

coupling. All these figures are chosen in reference to Figure 3.5(b).
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Figure 3.7: Dynamical picture where both Γ± < 0 such that Re(κ̃) = .5, Im(κ̃) = 1.8,
∆ω̃ = 4 and γ̃ = 1.
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Figure 3.8: Dynamical picture where one of Γ± > 0 such that Re(κ̃) = 0, Im(κ̃) = 2.3,
∆ω̃ = 4 and γ̃ = 1.
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3.5 Conclusions

In this chapter, we have discussed the idea of a non-gain linearly coupled resonators

with loss. We have analysed the dynamical equations that are associated with this

system to determine the existence of EPs. We obtained an analytical formula in

terms of the losses, detuning and coupling that shows when an EP occurs. In later

chapters, we show the existence of these EPs in an open boundaries strongly coupled

cavity laser. Moreover, we investigated the parameters of the system to determine

the conditions necessary for the dynamical equations to make physical sense. This

was carried out by obtaining an analytical expression for coupling in terms of the

remaining parameters which allows the model to be used in a non-gain situation.
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Chapter 4

q-Basis and Exceptional Points

using the Steady-state ab-initio

Laser Theory

In this chapter, we introduce a new basis, which is titled the q-basis, that represents a

complex electromagnetic field in terms of real quantities. With this basis, we express

the electric and magnetic field at a given point in terms of three real quantities. This

can be used to investigate optical lasing modes in coupled cavities that have open

boundaries. The q-basis is written in a similar way as the Stokes parameters [24] which

have been widely used in representing the polarisation states of the electromagnetic

field. The same formalisation is also used in quantum mechanics with the Bloch sphere

where these parameters are used to represent the elements of the density matrix and

also in mutually-delayed coupled laser systems [60, 81–83]. In all those cases, the

absolute phase has no physical significance and the q-basis provides a way to express

the electromagnetic field with less variables which produces the same results. This is

given the fact that the complex amplitudes of the electric and magnetic fields make

up four variables and the q-basis is made up of three. Thus the q-basis removes

the unnecessary information in the description of strongly coupled cavities with open

boundaries. Moreover, the q-basis also provides physical intuition where we introduce

terms which represent the total energy and Poynting’s vector.

In particular, we would like to use the q-basis to show the emergence of EPs

in lasers. It has been shown in [20] that with the unequal pumping of two coupled

cavities, close to where an EP is located, a laser can go below threshold with increasing

pump, which is counter-intuitive. We would first like to replicate the work carried

out in [20] using the q-basis. Moreover we would like to go beyond showing this effect
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and provide a physical understanding of these EPs using the q-basis. As a result, we

provide further analysis on these EPs to show under what conditions they exist and

provide further understanding of what happens close to threshold.

In [20], EPs were first shown by using SALT(Steady-state ab-initio Laser Theory).

In SALT, we consider the steady-state solution for the electromagnetic field along

with a stationary population inversion [19]. While SALT is only valid in a steady-

state regime, it is particularly useful to represent a complex laser structure, such

as strongly-coupled cavities with open boundary conditions which we will explore in

this chapter. SALT uses the quantum mechanical description of the active medium in

Chapter 2 with this steady-state approach. Vast amounts of research has been carried

out using SALT for coupled cavities which provide a detailed analysis on these laser

structures in the steady-state regime [84–91].

With all of this in mind, the chapter is structured as follows. In the first section,

we introduce the q-basis and provide a detailed derivation of steady-state differential

equations that describes the spatial distribution of a complex laser design structure

with gain. In the second section, we give a brief overview of SALT and show the

conditions required to obtain EPs. We then use the q-basis, along with conditions

provided in [20], to give further analysis of EPs. In this analysis, we provide an

overview of how laser modes change with increasing pump, how the intensity and

power flow change and what parameters are important for an EP to exist such as

absorption and unequal pumping. From there, we discuss different laser structures

and whether EPs exist in these scenarios and then look at the physical parameters

of the modes in detail such as the atomic transition frequency, ω0 and polarisation

relaxation rate, γP . In the final section, we provide a brief conclusion in our analysis

with a discussion of how both pumps can be related by a single factor and how similar

behaviour can be observed with our model as seen with CMT in the previous chapter.

4.1 q-Basis and the Electromagnetic Field

In this section, we will now introduce the q-basis for the steady-state electromagnetic

field which will be used throughout this chapter and will become useful later when

introducing the dynamical equations.
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4.1.1 Steady-State Maxwell’s Equations

We make the same proposal for the electromagnetic field as we have done in SLT, that

the real amplitude of the electric field and magnetic induction are one-dimensional

and vary in the z direction. Let E(z, t) and B(z, t) be the electric field and magnetic

induction respectively, and using the equations given in Chapter 2, (2.57) and (2.58),

∂E(z, t)

∂z
= −∂B(z, t)

∂t
(4.1)

∂B(z, t)

∂z
= −µ0

∂D(z, t)

∂t
. (4.2)

where we have used the relation between the magnetic induction and magnetic field

B(z, t) = µ0H(z, t) and let the current density be zero J(z, t) = 0. Recall from

Chapter 2, we discussed the composition of the electric displacement term D(z, t)

which is comprised of the electric field, background polarisation Pb(z, t) and gain

polarisation Pg(z, t). With all this, we obtain (2.59), D(z, t) = ε0E(z, t) + Pb(z, t) +

Pg(z, t).

In the steady-state regime, the electric field and magnetic induction have spatial

amplitudes E(z) and B(z) respectively and the only time dependence is of the form

e−iωt. We will seek solutions to (4.1) and (4.2) for a single frequency ω. Thus the

decomposition, in terms of ω, of E(z, t) and B(z, t) are given by,

E(z, t) =
1

2

(
E(z)e−iωt + E(z)∗eiωt

)
, (4.3)

B(z, t) =
1

2

(
B(z)e−iωt +B(z)∗eiωt

)
, (4.4)

where the electric field decomposition is the steady-state solution of (2.65). By steady-

state, we mean that the only time dependence is in the form e−iωt with time indepen-

dent variables E(z) and B(z). We further write the gain polarisation, Pg(z, t) and

Pb(z, t) in a similar fashion and are as follows,

Pg(z, t) =
1

2

(
Pg(z)e−iωt + Pg(z)∗eiωt

)
, (4.5)

Pb(z, t) =
1

2

(
Pb(z)e−iωt + Pb(z)∗eiωt

)
. (4.6)

In this chapter, we introduce a complex background susceptibility where the imag-

inary term, χ̃b(z) corresponds to the absorption of the medium. Thus the background
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polarisation is given by,

Pb(z) = ε0χ̃b(z)E(z). (4.7)

From here, we can write the complex-valued refractive index, ñb(z) in terms of χ̃b(z),

ñb(z)2 = 1 + χ̃b(z). Moreover, it can also be written in terms of the real refractive

index nb(z) and the extinction coefficient κa(z) such that,

ñb(z) = nb(z)(1 + iκa(z)). (4.8)

In most literature [92], one would typically write the extinction coefficient as nb(z)κa(z)

but for our derivations throughout this thesis, we will call and denote the extinction

coefficient as κa(z).

For the gain polarisation, we assume that it can be adiabatically eliminated as in

Chapter 2. As a result we can introduce the complex gain susceptibility χg(z) which

is constant in time and thus we can write the gain polarisation for a single mode as,

Pg(z) = ε0χg(z)E(z). (4.9)

In physical terms, the real component of the gain susceptibility contributes to the

change in the refractive index. The imaginary component of χg(z) relates the gain of

the laser which contributes to the light amplification. With all this in mind,

D(z, t) =
1

2

(
ñb(z)2 + χg(z)

)
ε0E(z)e−iωt + c.c (4.10)

Taking all of this into account, we can write (4.1) and (4.2) as,

dE(z)

dz
e−iωt +

dE(z)∗

dz
eiωt =iω

(
B(z)e−iωt −B(z)eiωt

)
, (4.11)

dB(z)

dz
e−iωt +

dB(z)∗

dz
eiωt =

iω

c2

( (
ñb(z)2 + χg(z)

)
E(z)e−iωt

−
(
(ñb(z)∗)2 χg(z)∗

)
E(z)∗eiωt

)
.

(4.12)

Differential equations are obtained in terms of E(z) and B(z) by multiplying by eiωt

and integrating over one period (which is analogous to the rotating wave approxima-

tion [11, 12]), then the complex conjugate terms go to zero. The resulting equation
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is,

dE(z)

dz
=iωB(z), (4.13)

dB(z)

dz
=
iω

c2

(
ñb(z)2 + χg(z)

)
E(z). (4.14)

4.1.2 Power Flow and Poynting’s Theorem

Before we introduce the q-basis, we will give the physical reasoning behind it which

arrives from deriving an equation for Poynting’s vector, in a similar way to [22]

for a steady-state solution using the complex representation for the electromagnetic

field. We now introduce the Poynting vector as S(z, t) whose amplitude is in the

perpendicular direction to the electromagnetic field. S(z, t) is given by,

S(z, t) =
1

µ0

E(z, t)B(z, t). (4.15)

Using the composition of the electric field and magnetic induction, we then can carry

out the following,

S(z, t) =
1

4µ0

(
E(z)B(z)∗ + E(z)∗B(z) + E(z)B(z)e2iωt + E(z)∗B(z)∗e−2iωt

)
(4.16)

The next step is to time-average Poynting’s vector by integrating over one period, 2π
ω

.

Denoting this time-averaged quantity by 〈S(z)〉, we obtain,

〈S(z)〉 =
ω

2π

∫ 2π
ω

0

S(z, t)dt =
1

4µ0

(E(z)B(z)∗ + E(z)∗B(z)) . (4.17)

As a result, we now can define a complex Poynting vector, S(z) which is written

as [22],

S(z) =
1

2µ0

E(z)B(z)∗ (4.18)

where 〈S(z)〉 = Re(S(z)). We can calculate the derivative of S(z) which will give the

energy balance equation,

dS(z)

dz
=

1

2µ0

(
dE(z)

dz
B(z)∗ + E(z)

dB(z)∗

dz

)
=

1

2µ0

(
iω|B(z)|2 − iω

c2

(
nb(z)2(1− iκa(z))2 + χg(z)∗

)
|E(z)|2

)
. (4.19)
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Using this idea of power flow will be important throughout this thesis, particularly

when introducing dynamics using open boundaries with strongly coupled cavities.

Moreover, the q-basis had been designed in the spirit of this energy balance equation.

4.1.3 q-basis

We will now assume we are dealing with a single section in some laser structure with

constant refractive index nb and extinction coefficient κa. With this, we introduce

real terms qA(z), qS(z), qR(z) and qI(z) which form the q-basis and is given by,

qA(z) = |E(z)|2 +
c2

n2
b

|B(z)|2, (4.20)

qS(z) = |E(z)|2 − c2

n2
b

|B(z)|2, (4.21)

qR(z) =
c

nb
(E(z)B(z)∗ + E(z)∗B(z)) , (4.22)

iqI(z) =
c

nb
(E(z)B(z)∗ − E(z)∗B(z)) . (4.23)

Although there are four real quantities above, qA(z) can actually be represented in

terms of the other quantities which is given by,

qA(z) =
√
qS(z)2 + qR(z)2 + qI(z)2. (4.24)

In physical terms, qA(z) can be thought of, up to a constant, as the energy density

of the sum of the electromagnetic field intensities, |E(z)|2 and |B(z)|2 for a non-active

medium. In contrast, qS(z) is linked to the difference between the electric field and

magnetic induction energy densities. Moreover, qR(z) is related to the real part of the

time-averaged complex Poynting vector, given by (4.18) while qI(z) is compared to

the imaginary term of S(z). We can reverse the q-basis to obtain the electromagnetic

field amplitudes |E(z)|2 and |B(z)|2, and also the Poynting vector amplitude S(z).

They are as follows,

|E(z)|2 =
1

2
(qA(z) + qS(z)), (4.25)

|B(z)|2 =
n2
b

2c2
(qA(z)− qS(z)), (4.26)

S(z) =
nb

4cµ0

(qR(z) + iqI(z)). (4.27)

We can obtain spatial derivative equations for each of the terms in the q-basis
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using Maxwell’s equations by (4.13) and (4.14) for constant complex refractive index.

In fact, taking the real and imaginary components of (4.19) will obtain differential

equations for qR(z) and qI(z) respectively, up to a constant. The equation for qR(z)

is given by,

dqR(z)

dz
=
c

nb

(
dE(z)B(z)∗

dz
+
dE(z)∗B(z)

dz

)
,

=− ω

cnb
(2n2

bκa + Im(χg(z)))(qA(z) + qS(z)), (4.28)

and for qI(z),

dqI(z)

dz
=− i c

nb

(
dE(z)B(z)∗

dz
− dE(z)∗B(z)

dz

)
,

=− 2ωnb
c

qS(z) +
ω

nbc
(n2

bκ
2
a − Re(χg(z)))(qA(z) + qS(z)), (4.29)

where we used (4.25). Using (4.13) and (4.14), the differential equation for qS(z) is

given by,

dqS(z)

dz
=
d|E(z)|2
dz

− c2

n2
b

d|B(z)|2
dz

,

=
2ωnb
c

qI(z)− ω

nbc
(n2

bκ
2
a − Re(χg(z)))qI(z)

+
ω

cnb

(
2n2

bκa + Im(χg(z))
)
qR(z), (4.30)

and the equation for qA(z) is written as,

dqA(z)

dz
=
d|E(z)|2
dz

+
c2

n2
b

d|B(z)|2
dz

,

=
ω

nbc
(n2

bκ
2
a − Re(χg(z)))qI(z)− ω

nbc
(2n2

bκa + Im(χg(z))qR(z). (4.31)

Now we have obtained the above four differential equations which describe the elec-

tromagnetic field for an active medium without the need of using the phases of both

field amplitudes E(z) and B(z) but just knowing their difference. In the next section,

we will introduce SALT which has been used to model coupled-cavity lasers with open

boundaries in the steady-state scenario. With what we will introduce, we can show

the same can be obtained with less variables using the q-basis. Given the relation

between qA(z) and the other variables, we essentially have three differential equations

and even (4.31) can be represented in terms of the other equations and variables.
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However, for the methods involved later in this chapter using the q-basis, it is in fact

easier using (4.31) to generate a transfer matrix with linear equations. It is worthy

to note that the same results are attainable using (4.24).

4.2 Steady-State ab-initio Laser Theory

We now introduce an overview of SALT which is the steady-state situation for the

electromagnetic field for strongly coupled cavities with open boundaries where active

medium is derived from quantum mechanics. When we use the term steady-state, this

is the same way as we introduced in the beginning of the chapter. Luckily, to derive

the equations used in SALT, we can use the electric field equation, the adiabatic

elimination of gain polarisation and the dynamical equation for population inversion

from Chapter 2. We will introduce the idea from SALT of Threshold Constant Flux

(TCF) [19] states that will produce a nice modal picture close to threshold. With

SALT, we introduce a unit change, known as SALT units where they relate to the

electric field, gain polarisation and population inversion by [19] (Note that the authors

use a convention different from ours by a factor 2),

E+
S (z, t) =

℘√
γNγP~

E+(z, t) (4.32)

P+
S (z, t) =

℘√
γNγP ε0~

P+
g (z, t) (4.33)

NS(z, t) =
℘2

~γP ε0
N(z, t) (4.34)

where E+(z, t), P+
g (z, t) and N(z, t) are introduced in Chapter 2. Given we are

considering this steady-state scenario, we now write the decomposition of the positive

frequency electric field (2.67),

E+
S (z, t) =

∑
n

En(z)e−iωnt, (4.35)

where for each mode, En(z) is the electric field amplitude with SALT units for the

steady-state solution of the electric field. As a result the gain polarisation term (2.78)

can be written as,

P+
S (z, t) ≈ −NS(z)

∑
n

L (∆n) (∆n + i)En(z)e−iωnt, (4.36)
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where NS(z) is the stationary population inversion and ∆n = ω0−ωn
γP

is the detuning

parameter for the nth mode. Like (2.79), L (∆n) = (1 + ∆2
n)
−1

. (4.36) is valid in the

case that γP , |ωn − ωm| � |ωn + ωm| where ωm and ωn are two modal frequencies.

The stationary inversion approximation is used to obtain the stationary population

inversion NS(z). To do this, we consider the stationary solutions of (2.83) which is

given by,

NS(z) =
NS

0 (z)

1 +
∑∞

n=0 |En(z)|2L (∆n)
, (4.37)

where NS
0 (z) is the stationary pump term in SALT units and L (∆n) is given by

(2.79). The stationary inversion approximation is valid here provided that γN �
|ωn − ωm| � |ωm + ωn|. Moreover, the denominator term for NS(z) with the electric

field amplitude represents spatial hole burning and close to threshold is small. We

will use this idea to introduce the TCF states.

4.2.1 Electric Field Equation Close to Threshold

We will consider a situation very similar to the derived electric field equation in terms

of the positive frequency components given by (2.71). In our model, suppose that

the cavities have no losses apart from the open boundaries and the absorption in the

active medium and as a result, σ = 0 . To account for the absorption, we introduce

the complex refractive index ñb(z) in the same way as what was carried out when

deriving the q-basis. Thus we can write (2.71) as,

∂2E+
S (z, t)

∂z2
=
ñ2
b(z)

c2

∂2E+
S (z, t)

∂t2
+ µ0

∂2P+
S (z, t)

∂t2
. (4.38)

We can use the electric field decomposition (4.35), gain polarisation (4.36) and sta-

tionary inversion (4.37), with the electric field equation to find lasing modes En(z)

such that [19], {
d2

dz2
+
ω2
n

c2

(
ñ2
b(z)− (∆n + i)L (∆n)

× NS
0 (z)

1 +
∑∞

m=0 L (∆n)|Em(z)|2

)}
En(z) = 0.

(4.39)

The interaction between modes arises via the spatial hole burning term [19] in the

form (1 +
∑∞

m=0 L (∆n)|Em(z)|2)
−1

. However, we can neglect such a term close to
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threshold as the magnitude of the electric field is small and thus the term with the

intensity terms |Em(z)|2 can be neglected. The lasing modes which satisfy this con-

dition are known as threshold lasing modes (TLMs) [19] with electric field ETLM
n (z).

For these modes, (4.39) becomes,{
d2

dz2
+
ω2
n

c2

(
ñ2(z)− (∆n + i)L (∆n)NS

0 (z)

)}
ETLM
n (z) = 0. (4.40)

Moreover, we would like to connect these TLMs with open boundary conditions.

To do this, we will suppose that these TLMs are constant flux states [19]. To be

specific, suppose that ECF
n (z) is the constant flux state of the electric field for the nth

mode. Inside the cavity, with some complex-valued permittivity ε(z) which includes

gain and loss, the electric field inside the laser is given by,{
d2

dz2
+
ω2
n

c2
ε(z)

}
ECF
n (z) = 0 (4.41)

while outside the laser, for some real-valued refractive index na,{
d2

dz2
+
ω2
nna
c2

}
ECF
n (z) = 0 (4.42)

For TLMs to be equivalent, although only at threshold, to the constant flux states,

then the ETLM
n (z) satisfies the following equation outside the laser,{

d2

dz2
+
(ωnna

c

)2
}
ETLM
n (z) = 0. (4.43)

We now are able to obtain the boundary conditions by solving for (4.43). Suppose

that the laser structure we are considering starts at z = z− and finishes at z = z+.

This equation is equivalent to the Helmholtz equation given in (2.86). Solving (4.43)

with only outgoing waves results the following boundary conditions,

d

dz

(
ETLM
n (z±)

)
= ±iωn

c
ETLM
n (z±). (4.44)

4.2.2 Threshold Constant Flux States (TCFs)

In this chapter, we have so far derived steady-state equations which describe the

electromagnetic field distribution for a complex laser setup such as coupled-cavities

with open boundaries. We want to see what the spatial variation of the electro-
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Figure 4.1: Mode picture in the xn complex plane where threshold is shown in blue
while two modes above and below threshold are shown in green and red respectively.
The projection of both modes at threshold is shown as a black square.

magnetic field looks like close to threshold. Thus we will introduce an electric field

ETCF (z) which satisfies the constant flux condition (4.44). At threshold, ETCF
n (z)

satisfies (4.40) inside the laser structure and the Helmholtz equation outside. We

would like to further understand what occurs around the threshold region, such as

slightly above or below threshold. To do this, we will look at the pre-factor of the

population inversion, (4.40) which we will call xn(ωn) for each ωn,

xn(ωn) = −L (∆n) (∆n + i) , (4.45)

which also can be written in the form xn(ωn) = −1
∆−i . All points for different ∆n of

xn(ωn) form a circle in the complex plane shown in Figure 4.1. In Figure 4.1, we see

that the blue circle represents what we will call the threshold of the laser. Points

along this circle are possible solutions for different ∆n values where xn(ωn) satisfies

(4.40). However we can also use xn(ωn) to approximate the electromagnetic field

above and below threshold also. To consider such modes, we will seek solutions for

eigenvalues xn(ωn) which corresponds to each electric field ETCF
n (z) for a particular

pump profile NS
0 (z) that satisfies [19],{

d2

dz2
+
ω2
n

c2

(
ñ2(z) + xn(ωn)NS

0 (z)

)}
ETCF
n (z) = 0. (4.46)

The difference between (4.46) and (4.40) is that we find for every NS
0 (z) and ETCF

n (z),

an xn(ωn) which may not equal (4.45). As (4.45) represents xn(ωn) at threshold, then

the solution for xn(ωn) obtained from solving (4.46) is thus an approximation of

possible modes above or below threshold.
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In Figure 4.1, we see a particular xn(ωn) as a black square at threshold. We see

a line drawn between xn(ωn) = 0 and this black square. We can approximate any

mode away from the circle along this line by suitably scaling both xn(ωn) and the

pump profile. For this scaling to work, we have to keep xn(ωn)NS
0 (z) constant to

maintain the spatial profile approximation. Suppose that the amplitude for xn(ωn)

is larger than if it was at threshold, for example the red dot in Figure 4.1. Then for

xn(ωn)NS
0 (z) to be constant, we must have NS

0 (z) be smaller than if the mode was

at threshold. As a result of the inversion NS
0 (z) being smaller, the mode in red is

considered below threshold.

If we now suppose that the magnitude for xn(ωn) is lower than at threshold, then

we have a similar situation as the green dot in Figure 4.1 which is inside the circle.

For xn(ωn)NS
0 (z) to remain constant, this would require NS

0 (z) to be higher than at

threshold. This is what we will term as above threshold. Thus, to summarise, modes

on the blue circle in Figure 4.1 are at threshold as they fulfil the electromagnetic field

equation (4.46) with (4.45) being true. If a mode is located inside the circle, this is

above threshold as this mode has typically higher NS
0 (z). Finally, if a mode is located

outside the circle, this is below threshold as the mode typically has lower NS
0 (z).

We can determine whether a mode is below or above threshold mathematically by

using (4.45) in a similar way as [20]. With (4.45), we derive a self-consistent equation

for xn(ω), that is the key to determining if a mode is above or below threshold. We

can further write a second equation which relates back to the physics of the laser.

These equations are given by,

|xn(ωn)|2 = −Im(xn(ωn)), (4.47)

ωn = ω0 + γP
Im(xn(ωn)) + 1

Re(xn(ωn))
. (4.48)

where (4.47) is still implicitly dependent on the modal frequencies ωn. Using (4.47),

we can determine whether a laser is above, below or at threshold. We note three

possibilities as explained above that xn(ωn) tells us about threshold which are,

|xn(ωn)|2 < −Im(xn(ωn)) → Above threshold,

|xn(ωn)|2 = −Im(xn(ωn)) → At threshold, (4.49)

|xn(ωn)|2 > −Im(xn(ωn)) → Below threshold.

We see that if |xn(ωn)|2 < −Im(xn(ωn)), this is inside the circle we have shown in

Figure 4.1. This is above threshold. When |xn(ωn)|2 = −Im(xn(ωn)), this means that
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Figure 4.2: Open boundaries with a coupled-cavity laser system with two cavities of
length l1 and l2 with pump profiles Λ1 and Λ2 respectively with a gap of length lg in
between.

the mode is on the circle. This is threshold. Finally when |xn(ωn)|2 > −Im(xn(ωn)),

this means the mode is outside the circle. This is below threshold. We will use the

self consistent equation, (4.47), along with (4.46) to determine the value of xn(ωn)

for a given frequency ωn. For the first part of our analysis, we will explore the first

condition, (4.47), and later will return to the second condition, (4.48) which modes

can be relate back to physical characteristics ω0 and γP .

4.3 Coupled-Cavities and Exceptional Points us-

ing the q-basis

In this section, we would like to obtain modes of frequency ω that can be approximated

above or below threshold by using the self-consistent equation for eigenvalues, (4.47).

We will determine these modes by generating a transfer matrix which describes the

spatial variation of the electromagnetic field throughout the laser using the q-basis.

To do this, we will use the open boundary conditions and also determine interface

conditions between all sections.

4.3.1 Transfer Matrix using the q-basis

In the same way as the previous section, we consider a coupled laser structure with

open boundaries located at z = 0 and z = L. Taking Figure 4.2 into account, the
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real refractive index for each section, nb(z) is given by,

nb(z) = ni =


nc if 0 < z < l1

na if l1 < z < l1 + lg

nc if l1 + lg < z < L

(4.50)

where the length of cavity 1 is l1 (cavity 1), the gap between, lg (gap section) and

the final cavity, l2 (cavity 2). Outside the coupled system where z < 0 is the left

section while z > L is the right section. Note that outside the cavity has background

refractive index the same as the gap, na. Note that we will take ni as the refractive

index for each section.

To connect the gain susceptibility term in the q-basis with the active medium

presented in SALT and SLT, we can use adiabatic elimination which can be obtained

a relation between the gain polarisation, population inversion and electric field. For

a single frequency ω, we can relate the gain susceptibility from (4.35) to (4.36) and

thus,

χg(z) = −L (∆)(∆ + i)NS(z) (4.51)

where ∆ is the detuning factor such that ∆ = ω0−ω
γP

. the population inversion is

constant in each cavity, given by,

NS
0 (z) =


Λ1 0 ≤ z ≤ l1

0 l1 ≤ z ≤ l1 + lg

Λ2 l1 + lg ≤ z ≤ L

,

where as a result of considering modes close to threshold, NS
0 (z) = NS(z). Like in

the previous section, we will consider TCF states and thus the gain susceptibility for

the ith section with gain, χ
(i)
g , is written as follows,

χ(i)
g = xn(ω)Λi, (4.52)

where Λi is either Λ1 and Λ2. The complex refractive index ñb(z) is made up of the

real refractive index and the extinction coefficient given by (4.8). We note κi as the

extinction coefficient for the ith section which is κa for both cavities or zero otherwise.

To use the q-basis, we consider the electric field which satisfies the TCF states,

whose amplitude is ETCF (z). Moreover the magnetic induction will satisfy the TCF
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condition too, denoted by BTCF (z). Inside the cavity, ETCF (z) and BTCF (z) satisfy

the following equations for a single frequency ω,

dETCF (z)

dz
=iωBTCF (z), (4.53)

dBTCF (z)

dz
=
iω

c2

(
ñb(z)2 + xn(ω)N(z)

)
ETCF (z). (4.54)

Outside the laser structure, ETCF (z) and BTCF (z) satisfy the following,

dETCF (z)

dz
=iωBTCF (z), (4.55)

dBTCF (z)

dz
=
iωn2

a

c2
ETCF (z). (4.56)

We can use the q-basis to write ETCF (z) and BTCF (z) for each section. We define

q(i), which contains all elements of the q-basis for the ith section, as,

q(i) =


q

(i)
A

q
(i)
S

q
(i)
R

q
(i)
I

 . (4.57)

Thus we have the following differential equation to solve:

dq(i)

dz
= T (i)q(i). (4.58)

The matrix T (i) for each section is obtained from the differential equations derived

for each element of the q-basis, namely (4.29)-(4.31). Using these, we write,

T (i) =


0 0 A(i) B(i)

0 0 −A(i) 2ωni
c
−B(i)

A(i) A(i) 0 0

B(i) −2ωni
c

+B(i) 0 0

 (4.59)

where A(i) and B(i) are,

A(i) = − ω

nic
(2n2

iκi + Im(xn)Λi) (4.60)

B(i) =
ω

nic
(n2

iκ
2
i − Re(xn)Λi) (4.61)
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As T (i) is not dependent on position or q(i) for each section, this is easily solved. Let

this section be from z = lj to z = li. Thus,

q(i)(li) =M(i)(li − lj)q(i)(lj) (4.62)

where M(i)(li − lj) = e(li−lj)T (i)
and corresponds to the transfer matrix inside each

section between lj and li.

4.3.2 Interface Conditions in terms of the q-Basis

We now would like to describe the q-basis accurately across different interfaces inside

the laser. This is not possible without looking at the interface conditions at the

boundaries of each section. While the electromagnetic field is continuous at each

interface, this is not true with the q-basis as it is dependent on the refractive index

which changes in each section. Suppose the equations governing the left side of the

interface are q
(i)
A , q

(i)
S , q

(i)
R and q

(i)
I and on the right side, q

(j)
A , q

(j)
S , q

(j)
R and q

(j)
I . Then

the interface conditions are as follows,

q
(j)
A (li) =

1

2

(
1 +

n2
i

n2
j

)
q

(i)
A (li) +

1

2

(
1− n2

i

n2
j

)
q

(i)
S (li) (4.63)

q
(j)
S (li) =

1

2

(
1− n2

i

n2
j

)
q

(i)
A (li) +

1

2

(
1 +

n2
i

n2
j

)
q

(i)
S (li) (4.64)

q
(j)
R (li) =

ni
nj
q

(i)
R (li) (4.65)

q
(j)
I (li) =

ni
nj
q

(i)
I (li) (4.66)

The interface conditions for q(i) and q(j) with refractive indices ni and nj respectively,

is given by the following matrix,

J(nj, ni) =


1
2

(
1 +

n2
i

n2
j

)
1
2

(
1− n2

i

n2
j

)
0 0

1
2

(
1− n2

i

n2
j

)
1
2

(
1 +

n2
i

n2
j

)
0 0

0 0 ni
nj

0

0 0 0 ni
nj

 . (4.67)

Now we have assembled all the pieces together to create the transfer matrix to describe

the q-basis from one end of the coupled-cavities to the other. Denoting the index for

each section as (l) for the left section outside the laser (z < 0), (1) will denote the

first cavity (0 < z < l1), (g) will denote the gap length (l1 < z < l1 + lg), (2) is the
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second cavity (l1 + lg < z < L) and (r) is the right section outside the cavity (z > L).

Thus for the coupled laser system is given by,

q(r)(L) = J(na, nc)M(2)(l2)J(nc, na)M(g)(lg)J(na, nc)M(1)(l1)J(nc, na)q
(l)(0)

(4.68)

4.3.3 Boundary Conditions in terms of the q-Basis

We have now obtained a transfer matrix which goes from the boundary at z = 0

to z = L. The next step is to obtain the boundary conditions for each term of the

q-basis. Outside the laser, the electric field term ETCF (z) has left-going waves of the

form e−ikz and right-going of the form eikz. We can thus write,

ETCF (z) = ELe−inakz + EReinakz (4.69)

where EL and ER are complex constants for the left and right-moving waves respec-

tively. Note k = ω
c
. These are valid solutions to the Helmholtz equation with refrac-

tive index na. Outside the laser, we can use both (4.53) and (4.69) while noting at

z = 0 only has left-going waves and z = L only has right-moving waves. Thus the

boundary conditions for the TCF states for the electromagnetic field are given by,

BTCF (0) = −na
c
ETCF (0), (4.70)

BTCF (L) =
na
c
ETCF (L), (4.71)

as at the boundaries, there are only outgoing waves. In terms of the q-basis and using

(4.20)-(4.23), at z = 0, we have the following,

q
(l)
A (0) = 2|ETCF (0)|2, (4.72)

q
(l)
S (0) = 0, (4.73)

q
(l)
R (0) = −2|ETCF (0)|2, (4.74)

q
(l)
I (0) = 0, (4.75)
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while at z = L,

q
(r)
A (L) = 2|ETCF (L)|2, (4.76)

q
(r)
S (L) = 0, (4.77)

q
(r)
R (L) = 2|ETCF (L)|2, (4.78)

q
(r)
I (L) = 0. (4.79)

We can also write these boundary conditions independent of the electric field as such

that,

q
(l)
A (0)

q
(l)
A (0)

= −q
(r)
A (L)

q
(r)
A (L)

= −1, (4.80)

q
(l)
S (0) = q

(l)
I (0) = q

(r)
S (L) = q

(r)
I (L) = 0. (4.81)

4.3.4 Transfer Matrix Condition using the q-basis

So far, we have derived the general form of a transfer matrix which can describe the

electromagnetic field throughout for each individual cavity and the gap between them.

Then we were able to connect all sections together to use the interface conditions.

We also discussed the open boundary conditions at each end of the laser. With all

of these in mind, we can obtain a matrix condition that laser modes must satisfy. In

particular, we can now obtain a condition for finding the eigenvalue xn(ω) with the

boundary conditions along with (4.68) and (4.47). Thus we have the following,

|E(L)|2
|E(0)|2


1

0

1

0

 = J(na, nc)M(2)(l2)J(nc, na)M(g)(lg)J(na, nc)M(1)(l1)J(nc, na)


1

0

−1

0


(4.82)

where the complex xn can be solved while noting the boundary conditions. Solving

this equation obtains numerous xn’s for a single ω (with wavenumber k), albeit with

different physical parameters ω0 and γP , as (4.82) is independent of these physical

parameters. We can see for an individual ω a selection of modes which satisfy (4.82)

as black dots in Figure 4.3. We see one mode inside the circle for this example which

indicates that this mode is above threshold while the other modes are outside the

circle, meaning they are below threshold. The choice of whether these modes are
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Figure 4.3: Modes of a system (in black) where Λ1 = 1.3, Λ2 = 0.5, l1 = l2 = 0.1 mm,
lg = 0.01 mm and k = 95 mm−1. Modes at threshold would be located on the edge
of the circle (in blue), while inside the circle, modes are above threshold (in green)
and outside, below threshold (in red).

above or below threshold is determined using (4.47). Let g = |xn|2 + Im(xn) and

comparing this to (4.47), g > 0 indicates that a mode is below threshold, g = 0

means at threshold and finally, g < 0, which indicates a mode is above threshold.

Thus we can obtain an EP when two of these xn terms coalesce. To see this, we

will consider the EP when the two closest xn values to threshold meet. Moreover for

the following discussion, the closest mode to threshold will be examined to determine

the effect of an EP has on the lasing condition. Instead of using ω, we will use

wavenumber k = ω
c
. Examining the closest xn, we obtain Figure 4.4 which shows the

effect of EPs over a range of k and Λ2 while keeping Λ1 fixed. For each EP shown

in the figure, there appears to be different situations for the coupled system. In the

k = 70-80mm−1 range of Figure 4.4, we see an EP that moves the threshold region

further up for similar k. A more interesting case appears between k = 80-90mm−1

where two threshold regions are separated by an EP. Thus in this region, we see

that with a fixed k, increasing Λ2 will result in the closest mode to threshold going

below threshold and thus go above threshold. The same phenomenon, albeit for less

k is seen in the k = 90-100mm−1 range. This is a similar reproduction of what was

obtained from SALT [20], albeit a different way of treating the pump parameters.

For EPs in the ranges of k = 100-110mm−1 and k = 110-120mm−1, we see that the

EP has little or no effect on whether a laser is above or below threshold. However,

for these above threshold regions, g close to the EPs is less negative or even above

zero meaning the EP increases the value of g. Overall, this means that each EP is a

local maximum for the function g in each of the ranges in Figure 4.4. It is important

to mention again that the determination of these modes above or below threshold

Christopher P.J. O’Connor 66



Chapter 4. q-Basis and Exceptional Points using the Steady-state ab-initio Laser
Theory

Figure 4.4: Plot of wavenumber ranges for a coupled laser system with l1 = .1mm,
l2 = .01mm and l3 = .1mm. The laser sections have complex refractive index ñb =
3(1 + .043i) and Λ1 = 1.2. The x axis represents the wavenumber, k = ω

c
and y

axis the 2nd pump Λ2. Green indicates above threshold region while red is below
threshold. There are multiple EPs shown with black dots. The bold black line is
threshold for the coupled system.

do not take into account the permissible values of ω0 and γP . For a fixed k, these

will be different values of ω0 and γP which can be determined using (4.48). We will

explore the connection between these modes with constant k in the next section with

a change in Λ2 in the next sections along with relating modes to ω0 and γP .

4.4 Analysis of Coupled-Cavity Laser Modes and

Exceptional Points

In this section, we provide an analysis on coupled-cavity modes and EPs obtained

using the q-basis for a variety of physical situations and perspectives. This will be

done by focusing on the intensities of the modes, the power flow, the length of the gap

between both cavities. We will also look into the second threshold condition given by

(4.48), along with the first (4.47).

4.4.1 Intensity of Coupled Cavities at Exceptional Points

We have seen that in the previous section that for some fixed k values that the closest

mode to threshold results in the counter-intuitive phenomenon of with increasing Λ2,

modes go below threshold. We will investigate this result by considering the EP
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(a) Mode lasing condition (b) Eigenvalue branches with varying Λ2

Figure 4.5: A closer look at the region k = 80mm−1 to k = 90mm−1 where the relative
intensity is shown for Λ2 = .4 (orange), Λ2 = .5 (green), Λ2 = 0.659265306122 (blue),
Λ2 = .1 (red) and Λ2 = 1.2 (purple) for k = 84.5968367347mm−1, Λ1 = 1.2 and the
same lengths of the laser and gap and refractive index as Figure 4.4. (a) shows the
lasing condition of the first lasing mode where light green region is above threshold and
light red region is below threshold. (b) shows both modes with different xn(ω) where
inside the circle (dashed line), the mode is above threshold. At Λ2 = 0.659265306122,
there is an EP.

shown in Figure 4.5. In this case, as before, we vary the second pump from zero to

when Λ1 = Λ2.

In Figure 4.5, we see that an EP is located at k = 84.5968367347mm−1 and

Λ2 = 0.659265306122. We will study the effects of this EP to the threshold regions,

to see what occurs to the intensity and power flow of the laser. Taking it step by step,

we will consider the two closest modes to the threshold condition (4.47). In particular,

Figure 4.5(b), we see a pictorial view of the changing two modes with increasing Λ2.

One mode starts above threshold and reduces below threshold to meet the second

mode where the coalesce to form an EP and both deviate, one in positive Re(xn) and

the other with negative Re(xn). What will determine the nature of the mode is the

power flow which is related to qR(z). Note that if qR(z) < 0, this indicates that the

power is moving to the left while qR(z) = 0 indicates there is no power flow. On the

other hand, qR(z) > 0 indicates the power is moving to the right.

Let us now take a step-by-step guide of what happens to both modes. We will

start discussing Λ2 = 0.4 for both modes. Looking at Figure 4.6, the closest mode
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(a) First mode intensity. (b) Second mode intensity.

(c) First mode power flow. (d) Second mode power flow.

Figure 4.6: Plots of two modal relative intensities ((a) and (b)), with power
flow (qR(z)) shown for (a) and (b) in (c) and (d) respectively. Parameters are
k = 84.5968367347mm−1, Λ1 = 1.2 and Λ2 = .4. In reference to Figure 4.5.

to threshold, Figures 4.6(a) and 4.6(c), has more intensity in the first cavity than in

the second. However, if we look at the power flow of the first mode, qR(z), we see

that the power flows in both directions for the first cavity. This means some power

is flowing from the first cavity into the second. Thus, even though the laser is above

threshold, the first cavity compensates the low pump of the second by transferring

power into it. Furthermore, we see that in the second cavity, with increasing z, qR(z)

reduces which tells us the second cavity is absorbing. The second closest mode, seen

in Figures 4.6(b) and (d) shows a mode well below threshold. This is still worthwhile

to study as a mode similar to this can be seen at threshold for higher Λ1 and Λ2. We

will discuss this in the next section. We see that the intensity of the second cavity

is far higher than the first. This is due to the majority of the power flowing into the

second cavity from the first.

In fact, when we increase the pump to Λ2 = 0.5, both modes shown in Figure

4.7 are below threshold, the first being just below the threshold level. This mode

shown in Figures 4.7(a) and (c), more power flows into the second cavity from the

first. This means less power is flowing outside the laser as the second cavity still has

net absorption. As a result, the mode is below threshold. The second mode shown in
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(b) Second mode intensity.
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(d) Second mode power flow.

Figure 4.7: Plots of two modal relative intensities ((a) and (b)), with power
flow (qR(z)) shown for (a) and (b) in (c) and (d) respectively. Parameters are
k = 84.5968367347mm−1, Λ1 = 1.2 and Λ2 = 0.5. In reference to Figure 4.5.

Figures 4.7(b) and (d) is similar to the second shown in Figures 4.6(b) and (d) where

the intensity of the first cavity is still smaller than the second, but the difference is

not as dramatic as Λ2 = 0.4.

The next pump level considered is given by Figure 4.8. This is the approximate

location of the EP and both modes have coalesced into a single mode with the same

relative intensity and power flow. The intensity of the coupled laser is now greater in

the second cavity, even though the first still has a greater pump. This is the result

of the power flow once again, as power flows mostly into the second cavity from the

first. Notice that the second cavity has nearly constant power flow throughout which

means the gain is approximately equal to absorption. In all cases for the first mode

previously, the second cavity had net absorption while the second closest mode has

net gain in the second cavity.

Focusing on Λ2 = 1, Figure 4.9 shows both modal intensities just above threshold

and the power flow. Both modes are equivalent a part from half a wavelength differ-

ence. This is the result of the real part of the eigenvalue which changes the refractive

index. Consulting with Figure 4.5(b), we see that one mode has a positive Re(xn)
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Figure 4.8: Plot of modal relative intensity (a), located at the EP, below threshold
and the power flow (qR(z)) (b). Parameters are k = 84.5968367347mm−1, Λ1 = 1.2
and Λ2 = 0.659265306122. In reference to Figure 4.5.

and the other has negative Re(xn). This results in the difference in the number of

wavelengths permitted in the cavity between the two modes. This will be discussed

further in later sections. In terms of intensity, the first cavity still has more pump,

but the intensity is still less than the second cavity. This is still true because of the

power flow. The first cavity, its power is moving in both directions while the second,

as with all before, the power flow throughout its structure, moves to the right.

We now consider when both pumps are the same where Λ2 = 1.2. In this instance,

both modes are similar but as before differ by half a wavelength. However, because

both pumps are the exact same, the power flow is only left moving for the first cavity

and only right moving for the second. The relative intensity for both modes and both

cavities are the same at the boundaries. Furthermore, we see that both modes have

net gain in both cavities as seen in Figures 4.10 (c) and (d).

In this subsection, we have seen how the two closest modes to threshold change

as they are in the region of the exceptional point. We see that the laser goes below

threshold in Figure 4.5 as a result of the power of the first cavity flowing into the

second where the second is a net absorbing cavity. We see this as the possible ex-

planation for this phenomenon. However, as we have mentioned throughout, these

modes assume constant k and without relating to the physical parameters ω0 and γP .

With increasing Λ2, this means xn will change for both modes discussed. But, with

a fixed k, like in Figures 4.5-4.10 where k = 84.5968367347mm−1, when the mode

passes two threshold regions, this means ω0 and γP are different for when the modes

hit threshold for different Λ2. This means, we must have a varying k such that the

physical parameters ω0 and γP can remain constant to study dynamics. This issue is

addressed and solved in Chapter 6 when we introduce a dynamical description of the
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Figure 4.9: Plots of two modal relative intensities ((a) and (b)), with power
flow (qR(z)) shown for (a) and (b) in (c) and (d) respectively. Parameters are
k = 84.5968367347mm−1, Λ1 = 1.2 and Λ2 = 1. In reference to Figure 4.5.
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Figure 4.10: Plots of two modal relative intensities ((a) and (b)), with power
flow (qR(z)) shown for (a) and (b) in (c) and (d) respectively. Parameters are
k = 84.5968367347mm−1, Λ1 = 1.2 and Λ2 = 1.2. In reference to Figure 4.5.
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Figure 4.11: Range of wavenumbers which show various EPs (black dots) where
Λ1 = 1.2, ñb = 3(1 + 0.043i) with l1 = 0.1mm, l2 = 0.1mm and l3 = 0.1mm. Green
indicates above threshold region while red is below threshold.

Figure 4.12: Range of wavenumbers which show various EPs (black dots) where
Λ1 = 1.2, ñb = 3(1 + 0.43i) with l1 = 0.1mm, l2 = 0.001mm and l3 = 0.1mm. Green
indicates above threshold region while red is below threshold.

laser setup.

4.4.2 Exceptional Points with different Gap lengths

We have shown so far that where EPs are located, the laser goes below threshold

with increasing pump and even without going below threshold, changes the intensity

of each mode due to the power flow. In this case, we would like to investigate whether

EPs exist if we increase or decrease the gap between both laser cavities and whether

they cause the same effects shown in the previous subsection.

In Figure 4.11, it shows a coupled cavity system, where the only difference between

this laser and before is the distance of the gap has increased to lg = 0.1mm. Even with
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Figure 4.13: Range of wavenumbers which show various EPs (black dots) where
Λ1 = 1.2, ñb = 3(1 + 0.043i) with l1 = 0.1mm, l2 = 0mm and l3 = 0.1mm.Green
indicates above threshold region while red is below threshold.

a greater length, albeit for different wavenumbers, EPs still have the same effect of

causing the system to go below threshold with increasing pump. Although in Figure

4.11, we see an interesting result where between 90-100mm−1, we see three branches

meeting for higher pump where in all of figures for lg = 0.01mm, we see two branches

meet at higher Λ2.

For smaller gap sizes such as in Figure 4.12, the length of the gap between both

cavities has been decreased to lg = .001mm, EPs still cause the lasers to go below

threshold with increasing pump, although for larger k. In this case, we still see that

there are instances where increasing pump will result in a lasing mode going below

threshold around an EP. In Figure 4.12, we see two instances where this occurs.

Finally we consider where there is no gap between both lasers, lg = 0mm. Even

with no gap, we consider two separate cavities with different pumps as before. Even

here, we see the same idea happens where the lasing modes goes below threshold for

increasing pump which happens for numerous k as shown in Figure 4.13. In both

of the cases with smaller gap size than the main laser studied in this chapter, i.e.

Figures 4.12 and 4.13, we see that EPs occur at larger k. This interesting result is in

fact answered in the next chapter with the use of the Z-basis.

4.4.3 The second condition for Threshold

In the previous subsections, we have used (4.47) to determine whether a laser is above

or below threshold using the idea of TCFs. However, we have neglected so far the
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Figure 4.14: Plots where the points are using the conditions (4.47) and (4.48) showing
first a three dimensional plot where the lines in green, blue and red is when the laser
is at threshold for a given k, k0 and Λ2. In the background shows the view on each
plane. The second plot shows the k0,Λ2 plane where the points are discussed.

Figure 4.15: Intensity and power flow profile plots of coupled system where Λ2 =
0.43, k = 85.1 (cyan) and Λ2 = .87, k = 85.3 (magenta) and Λ2 = .99, k = 84.6
(black). At these points, Λ1 = 1.2 and k0 = 0.85.
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condition given in (4.48). Given a certain ω0 and γP , we can find suitable modes at ω

with pump Λ2 given Λ1 = 1.2. Figure 4.14 shows the solutions using both conditions.

We will deal with k0 instead of ω0 such that k0 = ω0

c
. In previous work [20], the

threshold was shown for when a single mode reaches it at a certain pump. However,

increasing pump further results in another mode entering above threshold. But, both

modes have different k0, meaning the physical characteristics are not the same.

Instead of focusing on the (k,Λ2) plane, we will instead look at (k0,Λ2). EPs exist

still for constant k0, in regions where suppression of laser output occurs and we can

see what happens with increasing pump to the intensity and power flow. The only

difference is that at constant k0, we see that the frequencies change each time threshold

is passed, as shown in Figure 4.15. The intensity at low Λ2 (cyan) (k = 85.1mm−1) is

highest in the first laser with higher pump. However the power flow in the first laser

is in both directions, and not just outgoing. In magenta (k = 85.3mm−1), the plots

show that intensity in the second laser is higher even with lower pump. This is most

likely due to the result of the power flow in the first laser being in both directions

and the second is only outgoing. The same description is true for the plots in black

(k = 84.6mm−1).

4.5 Unequal Pumping and the q-Basis

So far we have discussed SALT using the q-basis and the existence of EPs for different

cavity structures and with absorption. We derived, with the q-basis, equations (4.28)-

(4.31) are obtained assuming the modes are close to threshold. Clearly, with the Λ1

and Λ2 values used in the previous sections, some modes were considerably above

or below threshold. One might think this makes these modes not worthy of being

studied. However, this is not the case. If we change the pumps but keep the proportion

between them the same, the gain susceptibility remains the same. As a result, electric

field and q-basis spatial variations remain constant as long as the proportion between

the pumps is constant. This is a result of the fact that changing the pumps this way,

inversely changes the eigenvalues of xn. Thus let η be the proportional difference

between both pumps such that,

Λ2 = ηΛ1 (4.83)

With this we can explore what the electric field and the q-basis look like and explain

what happens to each mode around an EP with different scaling of each pump.
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4.5.1 Power Outflow and Exceptional Points

As mentioned previously, qR(z) represents up to a constant the power flow (or Poynt-

ing’s vector) inside the cavities. We will investigate the two closest modes with the

same wavenumbers k, albeit different k0. These modes we consider will reach thresh-

old for sets of pump values Λ1 and Λ2. This is where η becomes useful. For each of the

modes studied, we will consider how the power flow at the boundaries at threshold

changes for a given η. We can see in the previous sections, the two modes which

satisfy (4.47) first, at low Λ2 and increasing it will have power flowing into the sec-

ond cavity which, for the closest mode result in Im(xn) become more negative and

reduces below threshold but then increases when the Im(xn) becomes equal. For the

second, increasing the pump will increase Im(xn) and the power flow into the second

cavity from the first will decrease with increasing pump. In the case of the pumps in

both cavities equalling, this results zero power flow in the gap while the flow in both

cavities is purely outgoing.

Let us focus on the boundaries and the power flow. Let q
(1)
R (0) and q

(2)
R (L) be

that power flow at the left and right boundaries respectively, with the design of the

coupled cavities the same as previous sections. We will look at the outflow proportion

on each side i.e.
q
(2)
R (L)

q
(1)
R (0)

. Typically, one would expect the power flow to be greater at

the edge of the first cavity when its pump is higher. However, close to an EP, the

opposite occurs. That is, around an EP, q
(2)
R (L) > q

(1)
R (0). However, away from the

EP, q
(2)
R (L) < q

(1)
R (0) as expected with increasing η.

Specifically talking about the first mode in Figure 4.16, q
(2)
R (L) < q

(1)
R (0) for low

η while close to the EP, q
(2)
R (L) > q

(1)
R (0) (red and green) while far away, we still have

the case that q
(2)
R (L) < q

(1)
R (0). Finally when both cavities have equal pumping, we see

the case that the power flow at the boundaries are equal for all three wavenumbers.

However the second mode is quite interesting. From very low η, the power flow at

the right boundary is far greater than the left. With increasing η, q
(2)
R (L) gets closer

to q
(1)
R (0) but at the EP, the modes coalesce, result in a sharp point seen in the

first mode. Then both modes deviate again and become equal when the pumps are

equivalent. For the second mode, away from the EP will always have q
(2)
R (L) > q

(1)
R (0)

until η = 1.

Consider what occurs to the power flow at the boundaries at various k values

shown in Figure 4.17. At the EP k = 74.2mm−1, we can see the sharp point when

to modes coalesce. With varying k, the maximum instead of sharp becomes smooth

as both modes do not meet. The maximum also decreases and moves to the right

with increasing η until far away from the EP, when the maximum occurs when the
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Figure 4.16: The scaling parameter is η with varying wavenumber k with k =
84.6mm−1, k = 86.6mm−1 and k = 87.6mm−1 in red, green and blue respectively.
The full line is the first mode while the dashed line is the second.

Figure 4.17: Power flow at the boundaries at varying k for the first mode at (in
mm−1) k = 74.2 (blue,EP), k = 75.2 (pink), 76.2 (red), 77.2 (green), 79.2 (purple),
81 (brown) and 84.6 (orange,EP).
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Figure 4.18: Both modes with the same k = 84.5968367347mm−1 as an EP with
varying η. The top left is the intensity for the closest mode while the bottom left is
a zoomed in picture of the gap. The top right is the intensity for the second closest
mode while the bottom right is a zoomed in picture of the gap.

pumps are equal. This means the highest power flow to the right only occurs when it

is equivalent to the left. However, closer to the second EP, this maximum increases

once more until it reaches the sharp maximum as shown.

4.5.2 Changes in Refractive Index at an EP

Now we turn our attention to the real part of the eigenvalues xn(ω). While the

imaginary part is related to gain of the medium, the real part changes the refractive

index. Recall that Re(χg(z, t)) results in a changing of the refractive index and as

a result, Re(xn) reflects this too. When both modes coalesce, such as in figure 4.5,

we see that after the modes meet, one increases in Re(xn) while the other decreases.

As a result, the amount of wavelengths for one mode decreases while for the other

increases. From what is seen in Figure 4.18, the first mode decreases in the number

of wavelengths after the EP as two peaks coalesce into one in the gap. For the second

mode, the two modes peaks closest to the gap move away from it and a trough

develops in the gap.
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4.5.3 Eigenvalue Branches with varying η

In Chapter 3, we investigated the eigenvalues of coupled modes for weakly coupled

oscillators. We have seen that by varying the detuning parameter, we got an idea

of how the eigenvalues change. We seen three cases shown in Figures 3.2, 3.3 and

3.4 that, depending on various parameters, can result in the two eigenvalue branches

meeting which results in an EP. While these results were obtained using a more basic

description of coupled cavities, we can obtain similar effects using the q-basis for the

two closest modes to threshold as we have used in previous sections. In Figures 4.19

and 4.20, we keep k fixed and increase η to determine how the two closest modes

to threshold move. We will look at the first scenario seen in Figure 4.19. In Figure

4.19(a), starts just below Im(xn) = −1, and first gets more negative as the second

mode comes from very negative Im(xn). Then as the second mode continues to

increase with in Im(xn) and the first mode starts to increase towards zero. While this

first mode moves towards zero, the second settles close to Im(xn) = −1. Looking at

Figures 4.19(b) and (c), we see that for the η we investigated, both modes never meet

in terms of Re(xn) but in fact meets for Im(xn).Note that this is similar to Figures

3.2(b), 3.3(b) and 3.4(b).

The more interesting scenario arises for in Figure 4.20. The only difference between

Figures 4.20 and 4.19 is a different k. Looking at Figure 4.20(a), the one mode which

we will call the first mode closest to threshold starts close to Im(xn) = −1. Then this

mode decrease in Im(xn) while the second closest mode from threshold increases in

Im(xn). Both coalesce to form an EP. This is confirmed by looking at Figures 4.20(b)

and (c). After they both modes meet, we see one diverges to positive Re(xn) and

the other negative Re(xn), both with increasing Im(xn). Then both modes meet once

again at higher Im(xn) which is a second EP. Both modes thus diverge, one decreases

in Im(xn) while the other moves towards zero. This result is similar to Figures 3.2(c),

3.3(c) and 3.4(c).

4.6 Conclusions

In this chapter, we have investigated in detail the EPs which occur due to unequal

pumping in an open boundary, steady-state coupled-cavity laser using the q-basis.

With the q-basis, we formulated spatial differential equations which include the com-

plex geometrical nature of lasers with gain. With these equations, we were able

to approximate modes above or below threshold by introducing the eigenvalue xn.

Christopher P.J. O’Connor 81



Chapter 4. q-Basis and Exceptional Points using the Steady-state ab-initio Laser
Theory

(a) Real and imaginary parts of xn(ω). (b) Real part of xn(ω) with varying η.

(c) Imaginary part of xn(ω) with varying η.

Figure 4.19: Two eigenvalue branches for
varying η for k = 85.5mm−1 and in this
case Λ1 = 1
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(a) Real and imaginary parts of xn(ω). (b) Real part of xn(ω) with varying η.

(c) Imaginary part of xn(ω) with varying η.

Figure 4.20: Two eigenvalue branches for
varying η for k = 84.5968367347mm−1

and in this case Λ1 = 1
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Moreover, EPs are shown in various cases using the q-basis and also exist for different

gap lengths. In particular, we have seen that even if there is no gap between two

cavities, there is still the possibility for EPs to exist for some frequencies. One of the

key elements of this chapter has been the physical description of how with unequal

pumping, a lasing mode can go below threshold with increasing pump. We concluded

that this is due to the power of one cavity transferring into the other to compensate

the other cavity’s low pump. We have related the determined modes using the q-basis

to physical characteristics such as ω0 and γP . We have also seen the effects on the

power output of coupled-cavities around an EP and how increasing pump changes

the amount of wavelengths permissible inside the cavity. Finally, we have shown that

we can obtain a similar profiles for varying two eigenvalues by a single parameter as

we have done in Chapter 3.
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Chapter 5

The Z-Basis and Threshold EPs

for Open Coupled Cavities

In this chapter, we will introduce another basis which we will title the Z-basis. This

basis provides a simple way to express the electic field equation as a first order complex

differential equation which makes calculations far easier, with even less information

required. As a result, we can present more complicated features in steady-state

coupled-cavities using the Z-basis. While the q-basis is extremely useful to describe

physical ideas such as total energy and power flow, the equations are more complicated

for what is required in this chapter, hence the introduction of the Z-basis.

With the Z-basis, we can solve the steady-state electric field equation analytically

using the elegant approach of the Möbius transformation [93] which has been used in

physics in such areas as in modelling electromagnetic waves using the finite difference

time domain technique [94–96] and proves quite useful with Green’s functions too [97].

These transformations can be adopted to understand interesting phenomenon that

occurs in a coupled-cavity laser with open boundaries. We can show an interesting

mathematical result which is that the Z-basis can produce a loxodrome [93] which

is spiral on a complex Riemann sphere that crosses all longitude lines at the same

angle. This can be seen for both the Fabry-Perot cavity and the more complicated

coupled-cavity laser. Loxodromes are also seen throughout physics such as relativity

where they appear for different surfaces known as space-like and time-like loxodromes

[98–100], in ray dynamics [101]and in domain wall fermions [102]. In particular, we see

applications in optics and lasers such as a transfer matrix approach for an absorbing

system [103] and polarisation dynamics in a semiconductor laser [104].

We apply this analytical approach of the Möbius transformation to both a simple

Fabry-Perot laser and to more complex coupled-cavity lasers. We compare and con-
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trast the analysis of both types of lasers to see how the threshold branches look and

change depending on a number of parameters. We can even show that one cavity can

have net gain while the other can have net absorption at threshold which depends

heavily on the parameters used and also on EPs. Recall from the previous chapter,

we investigated EPs with the use of threshold constant flux states and solving the

eigenvalue problem given by (4.82). Moreover, these eigenvalues were a mathematical

construct which is used to approximate the change in refractive index and the gain of

the medium slightly away from threshold. However, in this chapter, we will introduce

another type of EP, which we will call Threshold Exceptional Points (TEPs). The

TEPs arise from the threshold constant flux states and are at threshold, which means

for TEPs, we do not require the eigenvalues used in the previous chapter. As a result,

these EPs use the semiclassical description of the laser medium at threshold which

allows them to be more physically accurate. We will use the Z-basis to show the

existence of TEPs.

This chapter is structured as follows. In the first section, we will introduce the

Z-basis and connect it with the electric field equation while using a transfer matrix

approach. From there, we will discuss the threshold constant flux states without the

use of the eigenvalue approach of the previous chapter. This will lead to the TEPs

which we will investigate in detail.

5.1 The Z-basis

In this section we will introduce the Z-basis which will allow us to write the steady-

state electric field equation in terms of a first order differential equation, which is able

to be solved analytically. Using the electric field composition in the SALT units, given

by (4.3), we will write the electric field equation (4.38) with complex permittivity ε(z)

as, {
d2

dz2
+ k2ε(z)

}
E(z) = 0, (5.1)

where k = ω
c
, the wavenumber is in terms of some frequency ω. The complex per-

mittivity includes both gain of the laser medium and changes to the refractive index

which were both discussed in the previous chapter. Moreover it includes the steady-

state term for the population inversion at threshold, and will satisfy the TCF states

for a laser structure with open boundaries. However, for this section, when introduc-

ing the Z-basis, we will keep it as general as possible. We now introduce the Z-basis
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which is made up of the complex term Z(z) which is a function on the Riemann

Sphere in the complex space Ĉ = C ∪ {∞} which is defined as,

Z(z) =


E′(z)
kE(z)

for E(z) 6= 0,

∞ else.
(5.2)

Moreover, we can obtain a differential equation for Z(z) independent of the electric

field too which is given by,

dZ(z)

dz
= −k(Z(z)2 + ε(z)). (5.3)

We can turn our attention to the boundary conditions that will be used throughout

this chapter. Like in Chapter 4, we will use the idea of constant flux states where at

the boundary of the laser, we only have outgoing waves at each end like the conditions

seen in (4.70) and (4.71) where na = 1. Using (4.13) with these boundary conditions,

we can write these constant flux conditions in terms of Z(z) as,

Z(0) = −i, (5.4)

Z(L) = i. (5.5)

5.1.1 Permittivity of a Laser Medium

Now we will turn our attention to the electric field inside some laser structure to help

us understand the permittivity of a laser medium that we will use throughout this

chapter. As with the q-basis, we will consider each section of the laser separately.

Let us write εc as the permittivity of some laser section. We write the electric field

solution to (5.1) for ε(z) = εc as,

E(z) = E+e
ikzRe(

√
εc)e−kzIm(

√
εc) + E−e

−ikzRe(
√
εc)ekzIm(

√
εc), (5.6)

which is a valid solution to the wave equation given by (5.1) for an individual section

with E+ and E− being the right and left moving electric field constants respectively.

In this case, we will take
√
εc as one of the two square roots of εc. To be more

specific, let us take the branch cut such that Re(
√
εc) > 0 for all values of εc which

are not on the negative real axis and Im(
√
εc) > 0 for εc on the negative real axis.

We can therefore identify the first (second) term in (5.6) with the right (left) moving

component as before. On the other hand, the factor e−kzIm(
√
εc) in the right moving
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term means that for Im(
√
εc) > 0 the right moving term exponentially decays as we

move to larger z. Physically this is associated with the effect of absorption of the right

moving component. Similarly the left moving component also decays with decreasing

z. On the other hand, the branch cut ensures that if Im(
√
εc) > 0, then Im(εc) > 0.

As a result we see that for Im(εc) > 0, it represents absorption but for Im(εc) < 0, it

represents gain.

5.1.2 Z-Basis Spatial Fixed Points

We now obtain fixed points in a similar way to dynamical systems except these will

be fixed points in space. To see this in action, consider a single permittivity εc once

again. Then the fixed points are as follows,

ZF1 = −i√εc, (5.7)

ZF2 = i
√
εc, (5.8)

where ZF1 and ZF2 are the two fixed points. By our chosen convention that Re(
√
εc) >

0, we see that Im(ZF1 ) < 0 and Im(ZF2 ) > 0. Moreover if the imaginary part of the

permittivity is negative, which is gain, then the Re(ZF1 ) > 0 while Re(ZF2 ) < 0. The

stability of these fixed points is obtained from the complex Jacobian J(Z) which is

given by,

J(Z) = −2kZ(z). (5.9)

Taking the first fixed point ZF1 , we see that Re(J(ZF1 )) = −2kIm(
√
εc) > 0 which

also means Im(εc) < 0. With this in mind, ZF1 is an unstable fixed point. From this,

we can also deduce that ZF2 is an stable fixed point.

5.2 Analytical Solution and the Z-basis

We can actually solve (5.3) analytically for constant permittivity εc. With this, we

will consider at an initial position z0, Z(z0) = Z0. We will now change our co-ordinate

system and introduce the variable Y(z), and this will allow us to solve for Z(z). Y(z)

is written as,

Y(z) =
Z(z)−ZF1
Z(z)−ZF2

=
Z(z) + i

√
εc

Z(z)− i√εc
. (5.10)
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With this composition, we obtain the following differential equation,

dY(z)

dz
=

−2i
√
εc

(Z(z)− i√εc)2

dZ(z)

dz
(5.11)

This can be written without Z(z) if we use (5.3) and the fact that both Z(z)−i√εc =

i
√
εc

2
Y(z)−1

and Z(z)2 + εc = −εc 4Y(z)
(Y(z)−1)2

, we get,

dY(z)

dz
= 2ik

√
εcY(z). (5.12)

Thus we can obtain the explicit solution,

Y(z) = Y(z0)e2ik
√
εc(z−z0). (5.13)

By looking at the composition of Y(z), we see that this is a logarithmic spiral as
√
εc

is a complex quantity. Turning our attention to Z(z) and without loss of generality,

let z0 = 0, where Z(0) = Z0. With this, Z(z) is written as,

Z(z) = i
√
εc
Y(z) + 1

Y(z)− 1
, (5.14)

=
√
εc
Z0 cos(k

√
εcz)−√εc sin(k

√
εcz)

Z0 sin(k
√
εcz) +

√
εc cos(k

√
εcz)

, (5.15)

=
√
εc
Z0 −

√
εc tan(k

√
εcz)

Z0 tan(k
√
εcz) +

√
εc
. (5.16)

Thus Z(z) is a loxodrome as a Möbius transformation of a loxodrome is also a lox-

odrome [93]. Thus we have solved analytically an equation which represents a laser

section with constant permittivity. Furthermore, for more than one section, we can

still solve it analytically but we will do so in an elegant way by making use of Möbius

transformations.

5.2.1 Möbius Transformation

The mathematics in the above derivation is quite arduaous and with multiple sections,

can be quite cumbersome. This is why we will introduce the Möbius transformations

and will result in a more elegant solution. We will use different notation to the

standard formalism. Let a11, a12, a21 and a22 be complex constants. Then as long as
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a11a22 − a12a21 6= 0, the transformation is given by [93],[
a11 a12

a21 a22

]
zc =

a11zc + a12

a21zc + a22

(5.17)

for some complex-valued zc where the right hand side of this equation is the standard

formalism and the left hand side is the notation we will use to represent this. Although

this is not a matrix, it has some characteristics of matrices.

With two Möbius transformations, we have a similar property to matrix multipli-

cation. Introducing b11, b12, b21 and b22 as complex constants where b11b22−b12b21 6= 0,

then, [
b11 b12

b21 b22

][
a11 a12

a21 a22

]
z =

[
b11 b12

b21 b22

]
a11zc + a12

a21zc + a22

, (5.18)

=
b11

a11zc+a12
a21zc+a22

+ b12

b21
a11zc+a12
a21zc+a22

+ b22

, (5.19)

=
(b11a11 + b21a21)zc + b11a12 + b21a22

(b21a11 + b22a21)zc + b21a12 + b22a22

, (5.20)

=

[
b11a11 + b12a21 b11a12 + b12a22

b21a11 + b22a21 b21a12 + b22a22

]
z, (5.21)

=

[(
b11 b12

b21 b22

) (
a11 a12

a21 a22

)]
zc. (5.22)

Thus applying a transformation to another transformation behaves in a similar way

to matrix multiplication as shown. Moreover, a transformation has the following

properties, [
a11 0

0 a22

]
zc =

a11

a22

zc, (5.23)[
a11 a12

a21 a22

]−1

=

[
a22 −a12

−a21 a11

]
, (5.24)
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and for some complex constant p,[
a11 a12

a21 a22

]
=

[
pa11 pa12

pa21 pa22

]
, (5.25)

p

[
a11 a12

a21 a22

]
=

[
pa11 pa12

a21 a22

]
=

[
a11 a12

a21
p

a22
p

]
, (5.26)[

a11 a12

a21 a22

]
p =

[
pa11 a12

pa21 a22

]
=

[
a11

a12
p

a21
a22
p

]
. (5.27)

Finally the derivative over z of the Möbius transformation is given as follows,

d

dz

{[
a11 a12

a21 a22

]
zc

}
=
a11a22 − a12a21

(a21zc + a22)2
. (5.28)

5.2.2 Solving Z(z) using the Möbius Transformation

Previously, we solved for Z(z) which will prove not as elegant of a solution in com-

parison to the use of our notation for the Möbius transformation. Firstly, we can use

this transformation to write the equality between Y(z) and Z(z), given by (5.10),

which can be written as,

Y(z) =

[
1 i

√
εc

1 −i√εc

]
Z(z). (5.29)

Moreover (5.13) can be written in terms of this transformation too by taking note of

its properties (with z0 = 0),

Y(z) =

[
e2ik

√
εcz 0

0 1

]
Y(0). (5.30)

Thus we can write Z(z) in terms of Z0 by using (5.29) and (5.30) to obtain,

Z(z) =

[
1 i

√
εc

1 −i√εc

]−1 [
e2ik

√
εcz 0

0 1

][
1 i

√
εc

1 −i√εc

]
Z0 (5.31)

=

[
cos(k

√
εcz) −√εc sin(k

√
εcz)

sin(k
√
εcz)√
εc

cos(k
√
εcz)

]
Z0. (5.32)

While this solution is valid for a single section, we can use it in a similar way to the

transfer matrix approach for coupled cavities.
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5.2.3 Electric field Intensity

We will now introduce a method where results from the Z-basis can be seen in terms

of the electric field intensity, |E(z)|2. Firstly, the differential equation for |E(z)|2 is

given by,

d|E(z)|2
dz

=
|E(z)|2
E(z)

dE(z)

dz
+
|E(z)|2
E(z)∗

dE(z)∗

dz

= 2k|E(z)|2Re(Z(z)), (5.33)

where we have used the composition of Z(z) in terms of E(z) and its derivative.

Thus, if we let the initial position for the electric field intensity to be |E(0)|2,

|E(z)|2 = |E(0)|2 exp

(
2k

∫ z

0

Re(Z(z′))dz′
)
. (5.34)

With this connection, we can provide greater understanding of the Z-basis for Fabry-

Perot cavities and also more complicated structures, all with open boundaries.

5.2.4 Power Flow with the Z-basis

Another physical quantity we can relate the Z-basis to is the power flow. The same

equivalence was carried out in the previous chapter by matching the time averaged

complex Poynting vector, S(z) to the real quantities qR(z) and qI(z). Recall the

definition of S(z) given by (4.18), we can write this in terms of the electric field and

its derivative by using (4.14). As a result we have the following equation,

S(z) =
i

2µ0ω
E(z)E ′(z)∗. (5.35)

Comparing this with the composition of Z(z), we obtain the following relation,

S(z) =
i

2µ0c
|E(z)|2Z(z)∗ (5.36)

The power flow is the real part of this quantity which is similar to the quantity which

in the previous chapter we called qR(z). We thus introduce a new variable ZP (z)

which represents up to a constant the power flow and is related to S(z) by,

Re(S(z)) =
1

2µ0c
ZP (z), (5.37)
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where ZP (z) is given by,

ZP (z) = |E(z)|2Im(Z(z)). (5.38)

Now we can use this quantity, along with Z(z) to investigate modes at threshold for

a simple Fabry-Perot and coupled-cavity lasers.

5.3 Fabry-Perot with the Z-Basis

Before we investigate more complicated structures, first we will use the Z-basis to

study the well known Fabry-Perot cavity. We will discuss the threshold branches

using the threshold condition obtained with the Möbius transformation and the Z-

basis. Moreover, we will show that varying Z(z) will be a loxodrome on the complex

Riemann sphere. We will also confirm that the cavity must have net gain to be at

threshold, which is not always true for a cavity in the coupled-cavity system.

5.3.1 Threshold Condition for Fabry-Perot

With this Z-basis, we can obtain a good model for the Fabry-Perot cavity with open

boundaries. Consider a simple single cavity structure of length L from z = 0 to z = L

where we can use the boundary conditions given by (5.4) and (5.5). With constant

permittivity εc, along with the boundary conditions, we can write (5.32) as,

i =

[
cos(k

√
εcL) −√εc sin(k

√
εcL)

sin(k
√
εcL)√
εc

cos(k
√
εcL)

]
(−i). (5.39)

In particular, we would like to analyse the situation for laser modes at threshold. We

can thus use (5.39) along with the fact that Z(z) satisfies the threshold constant flux

condition (4.47). Like the previous chapter in (4.40) and in Chapter 2 with (2.78),

where close to threshold we can remove terms with spatial hole burning, we can write

εc as,

εc = ñ2
b − iL (∆)(∆ + i)Λc (5.40)

where Λc is the pump of the cavity and ∆ is the frequency detuning factor. We will

describe ∆ > 0 as positive detuning and ∆ < 0 as negative detuning. Before we

treated εc as a complex quantity, we have thus related it to the complex background
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(a) Λc, k plane (b) ∆, k plane

Figure 5.1: Two threshold branches for a range of k from k = 0.15 to k = 0.40 shown
in red and green for L = 10.

refractive index ñb including absorption and the remaining terms form the gain in the

medium.

With all of this, we can investigate the threshold branches for a single cavity laser.

Consider Figure 5.1 for a simple Fabry-Perot cavity of length 10. We can see two

distinct branches shown in green and red which do not meet which can be seen in

the ∆, k plane. In 5.1(a), we see both branches decrease and increase once again,

although the green threshold branch decreases even further than the red. In fact in

5.1(b), we see the same behaviour in both branches as they both go from positive

detuning to negative detuning with increasing k. An important point to note also is

that for a Fabry-Perot, there is no phenomenon where with increasing pump, you can

go above or below threshold and this is shown here.

5.3.2 Loxodrome and the Fabry-Perot

We are now going to show that the Z-basis produces a loxodrome when we vary

position for a Fabry-Perot type laser with open boundaries. Noting the condition

for a single cavity (5.39) along with the permittivity given by (5.40), we can see a

loxodrome when looking at Z(z) from z = 0 to z = L.

Consider Figure 5.2, which corresponds to a value on the red threshold branch

in Figure 5.1, where we see a loxodrome with boundary conditions Z(0) = −i and

Z(L) = i. Notice that ,with increasing z starting at Z(0) = −i in the complex plane,

that Z(z) orbits around the unstable fixed point. Then it is attracted by the second

stable fixed point and as a result orbits around it before finishing at Z(L) = i. We

can actually obtain a condition that this orbit must satisfy mathematically. As Z(z)

is a loxodrome and the boundary conditions are symmetric in terms of Re(Z(z)) axis,
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Figure 5.2: The left figure shows the variation of Z(z) from z = 0 to z = L which
shows a loxodrome. On the right is the corresponding electric field intensity. Param-
eters used are k = 0.20124, Λc = 3.08992, ñb = 3 + 0.13i, ∆ = 0.313618 and L = 10.
The green dots are the fixed points. The black diamond and square are the boundary
conditions.

then we have the case that Z(z) passes through the origin when z = L
2
. To obtain

this condition, we set Z0 = Z
(
L
2

)
= 0, and thus choose the new origin to be at L

2
.

As a result we can obtain a condition for a single cavity open-boundaried laser which

is easier than (5.39). Using (5.32),

i = −√εc tan

(
k
√
εcL

2

)
. (5.41)

This condition is only valid for some modes where the electric field intensity is at

a local maximum at L
2
, as seen in Figure 5.2. However, there is a second situation

where at the centre, L
2
, there is the case that we have |E(z)|2 = 0, which would be

the absolute minimum. In this instance, we see that Z
(
L
2

)
=∞. In fact we can get

a similar condition for these modes too. Letting Z0 = Z
(
L
2

)
with the new choice of

origin to be L
2

as we have done for the other condition. As a result we can use (5.32)

to obtain at Z(L),

i =

√
εc

tan
(
k
√
εcL

2

) . (5.42)

As we can see in Figure 5.3, which corresponds to the green branch in Figure

5.1, we have a second scenario as z increases from z = 0 to z = L in this Fabry-
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Figure 5.3: The left figure shows the variation of Z(z) from z = 0 to z = L. On the
right is the corresponding electric field intensity. Parameters used are k = 0.32339,
Λc = 2.1513, ñb = 3 + 0.13i, ∆ = −0.21077 and L = 10. The green dots are the fixed
points. The black diamond and square are the boundary conditions.
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(a) ZP (z)corresponding to Figure 5.2
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(b) ZP (z)corresponding to Figure 5.3

Figure 5.4: Power flow represented by ZP (z) for Fabry-Perot.

Perot type cavity. Given the initial condition is Z(0) = −i, Z(z) orbits around the

unstable fixed point and then goes towards minus infinity in the real of Z(z). It

thus comes from infinity in the Re(Z(z)) and orbits around the attractive fixed point

until it reaches the boundary condition Z(L) = i. This behaviour corresponds to the

absolute minimum at L
2

for the electric field intensity as shown in the figure.

5.3.3 Power Flow for Fabry-Perot

Now we will turn our attention to the power flow which we have derived in the

previous section. Note that if Z(z) < 0, this indicates power moves to the left and

Z(z) > 0 means power moves to the right. We have seen the existence of loxodromes
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for the Fabry-Perot cavity with the Z-basis which occurs when either Z
(
L
2

)
= 0 or

Z
(
L
2

)
=∞. In fact, when there is no power flow either side, ZP (z) = 0, this means

that either Im(Z(z)) = 0 or |E(z)|2 = 0. We see that in Figure 5.2, we see that Z(z)

crosses the real axis only once at L
2

as at this point, Im(Z(z)) = 0. The power flow

for this situation is shown in Figure 5.4(a). We see here that in the cavity, the power

flow is to the left throughout the cavity until z = L
2
. At L

2
, the power flow is zero

and greater than L
2
, we see that ZP (z) is positive and thus the power flow moves to

the right and outward-going. This symmetric behaviour is the same as the symmetric

behaviour shown by the loxodrome in Figure 5.2.

The second situation is when the electric field is zero. This is the case shown in

Figure 5.3. Instead of Z(z) crossing the real axis at zero, we see instead that from

below goes to negative infinity and above the real line goes to infinity. Both of these

occur at z = L
2
. This is when the power flow is zero at L

2
, meaning Zp

(
L
2

)
= 0 because∣∣E (L

2

)∣∣2 = 0. Consider Figure 5.4(b). When z < L
2
, we see the power flow moving

outward from the left. At z = L
2
, we see no power flow and then greater than L

2
, we

see that the power is flowing outward to the right.

5.3.4 Permittivity and the Fabry-Perot Laser

So far, we have investigated the active medium in terms of the absorption coefficient,

frequency detuning and the population inversion. However, we can also develop

interesting conclusions by looking at the permittivity of the medium as a whole such

as whether the cavity is has more gain than absorption. We can also investigate

the threshold branches in terms of the permittivity of the cavity. Recall that the

imaginary component of the permittivity corresponds to the net gain of the medium

if less than zero or net absorption if greater than zero. In a Fabry-Perot cavity,

at threshold, one would expect that that the medium would have more gain than

absorption or else it would not be lasing. This is in fact true if we look at Figure

5.5. We see that the red threshold branch starts at higher gain for lower k. With

increasing k, the gain decreases. The same is true for the green branch, we see that it

increases with increasing k. However, both branches are below zero which indicates

that there is net gain in the medium. This is an expected result due to the fact the

laser must have effective gain in the cavity to replenish the losses at the ends of the

cavity as we have open boundary conditions. Thus using the Z-basis, we have shown

the standard behaviour that occurs in a Fabry-Perot cavity at threshold.
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Figure 5.5: Threshold branches that correspond to the red and green branches seen
in Figure 5.1 in the εc, k plane for L = 10.

5.4 Coupled-Cavities at Threshold and TEPs

Now that we have shown that the Z-basis is a good model to replicate results in the

steady-state situation for the Fabry-Perot cavity, we can turn our attention to a more

complicated geometrical structure. As in the previous chapter, we consider a two

cavity coupled laser with open boundaries where the electromagnetic field satisfies

the threshold constant flux state condition when we investigate at threshold. In this

section, the cavities are separated by the gap. With all this in mind, we can in fact

show the existence of TEPs when two threshold branches coalesce. In addition to

this, we can also show loxodromes in both cavities by varying Z(z). Finally, we are

able to show a very important result which is that a laser can be at threshold if one

cavity has net gain and the other net absorption and we discuss the conditions for

this to happen.

5.4.1 Coupled-Cavity Lasers with the Z-basis

In a similar way to the coordinate system used with SALT, we will take a separate

co-ordinate system for each section of the laser. As a result, consider a laser of two

cavities of lengths l1 and l2 with coordinates z1 and z2 respectively. Each cavity has

a constant permittivity given by ε1 and ε2 respectively. The gap in between is of

length lg with permittivity εg = 1 with coordinate zg. Moreover, let Z(1)(z1), Z(g)(zg)

and Z(2)(z2) be the Z-basis functions for the first cavity, gap and second cavity

respectively. Another important idea to note is that Z(i)(zi) is continuous across

the boundaries of each section such that Z(i)(li) = Z(j)(0). Using the boundary

conditions where Z(2)(l2) = −Z(1)(0) = i, we can write the Z-basis from one end to
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the other of a laser as follows,

i =

[
cos(k

√
ε2l2) −√ε2 sin(k

√
ε2l2)

sin(k
√
ε2l2)√
ε2

cos(k
√
ε2l2)

][
cos(klg) − sin(klg)

sin(klg) cos(klg)

]
[

cos(k
√
ε1l1) −√ε1 sin(k

√
ε1l1)

sin(k
√
ε1l1)√
ε1

cos(k
√
ε1l1)

]
(−i).

(5.43)

To do this, we calculated the Z-basis for each section like (5.32). Thus, we have now

obtained a condition which is like the transfer matrix equation with SALT and the

q-basis equations.

5.4.2 Exceptional Points at Threshold

In the previous chapter, we have shown that EPs exist where the modes are close

to threshold and are referred to as threshold constant flux states that satisfy the

eigenvalue problem given by (4.82) for xn(ω). However, a second type of EP occurs

along what we will term the threshold branches which are the threshold lines shown

in the the Λ2, k plane in the previous chapter. As we have also seen, these branches

appear to meet, for example in Figure 4.5, however this is not the case when you

consider Figure 4.14. In this figure, it is visible that there are three distinct branches.

Here, we would like to see if it is possible that these branches can merge. In fact, if

we define the permittivities ε1 and ε2 in the same way as in Chapter 4, we are able to

use the Z-basis to obtain the same threshold lines, and by tweaking the parameters,

show when these branches merge.

Recall from chapters 3 and 4, that an EP is when eigenvalues coalesce with the

variation of parameters, along with eigenvectors. In this subsection, we consider each

of the branches to act like the eigenvalues seen in previous chapters in such a way

that when two distinct branches coalesce, this corresponds to a TEP, a threshold

exceptional point. This TEP specifically is the point where both of the branches

coalesce, following the variation of parameters. To connect with the threshold lines

in Chapter 4, we write the permittivities ε1 and ε2, while taking note of (2.78) and

(4.40), as

ε1 = ñ2
b −L (∆)(∆ + i)Λ1, (5.44)

ε2 = ñ2
b −L (∆)(∆ + i)Λ2, (5.45)

where Λ1 and Λ2 are the pumps for the first and second cavities respectively. We note
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that both cavities have the same complex refractive index too. Therefore, the only

difference we will consider between ε1 and ε2 are the different pumps.

Using (5.43), we can obtain the same threshold regions as in the previous chapter

as shown in Figure 5.6. In these figures, we have taken length values of 10 for each

cavity and 1 for the gap with ñb = 3 + 0.13i. Firstly, two examples are shown for

TEPs with one TEP shown in Figures 5.6(c) and (d) where the blue and red branches

meet and the second in Figures 5.7(a) and (b) where the blue and green branches

meet. We will now go through the journey of how these TEPs effect the threshold

branches. Moreover, in these figures, we have changed the first pump parameter,

Λ1. In Figure 5.6 (a) and in (b), we see three distinct branches. While two of these

branches, green and red, in (a) cross, it is clear this is not the case and is the result

of the projection. This is seen when we consider (b) which takes ∆ into account and

it is clear none of the branches cross. In Figure 5.6(c) and in (d), we see that with

a higher pump in the first cavity, the blue and red threshold branches meet and we

have a TEP as a result. Increasing further will result in two branches split to form

new blue and red branches where we have three distinct branches shown in Figures

5.6(e) and (f).

Moreover, we can also see a meeting between the green and blue branches by

increasing Λ1 even further which results in a second TEP. If we increase the pump for

the first cavity from the situation shown in Figures 5.6(e) and (f), we arrive at the

second TEP which is given Figures 5.7(a) and (b). What has happened here is the

blue branch and green branch move closer together until they merge at a single point

which is the TEP. From there, the two branches split which forms the new green and

blue branches which are shown in Figures 5.7(c) and (d).

5.4.3 Loxodromes and Coupled-Cavity Lasers

In the previous subsection, we have shown the existence of loxodromes for the steady-

state scenario for modes at threshold for the Fabry-Perot laser. We now wish to

extend this to coupled-cavities where we also see loxodromes. If we use the condition

given by (5.43), we can see how a mode at threshold looks like with the Z-basis and

corresponding electric field intensity. Note that we will write ZFj1 as the fixed point

one below the real axis in the Z(z) complex plane and ZFj2 fixed point is above the

real axis. Note that j is the index of which cavity we are considering. Recall that the

fixed pints in each cavity are given by ZFj1 = −i√εj and ZFj2 = i
√
εj where εj is the

permittivity of the section. Furthermore, the stability of each point was derived and
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(a) Λ2, k plane with Λ1 = 1.15. (b) ∆, k plane with Λ1 = 1.15.

(c) Λ2, k plane with Λ1 = 1.189. (d) ∆, k plane with Λ1 = 1.189.

(e) Λ2, k plane with Λ1 = 1.2. (f) ∆, k plane with Λ1 = 1.2.

Figure 5.6: Threshold branches for a range of k from k = 0.90 to k = 0.98. The
three possible branches shown in green, blue and red for different Λ1 where (a) and
(b) have Λ1 = 1.18, (c) and (d) have Λ1 = 1.189 and (e) and (f) have Λ1 = 1.2.
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(a) Λ2, k plane with Λ1 = 1.2122. (b) ∆, k plane with Λ1 = 1.2122.

(c) Λ2, k plane with Λ1 = 1.22. (d) ∆, k plane with Λ1 = 1.22.

Figure 5.7: Threshold branches for a second TEP for the range of k from k = 0.90
to k = 0.98. The three possible branches shown in green blue and red for different
Λ1 where (a) and (b) have Λ1 = 1.2122, (c) and (d) have Λ1 = 1.22
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given by the Jacobian in (5.9).

Consider Figure 5.8 which shows three pictures of the electric field intensity and

Z(z) for coupled cavities. Each of the three parts of this figure correspond to the

threshold branches shown in Figures 5.6(a) and (b). Firstly, let us look at Figure

5.8(a). We can see that the pump of the first cavity is higher than the second and as

a result, the intensity is higher in the first section. Moreover in the first cavity, we

have fixed points ZF11 = −0.0454− 3.0494i and ZF12 = 0.0454 + 3.0494i. In the second

cavity, we have fixed points ZF21 = −0.0279−3.044i and ZF22 = 0.0279+3.044i. Using

the Jacobian, we see that ZF11 and ZF21 are unstable while ZF12 and ZF22 are stable. In

terms of the Z-basis, we see that loxodromes appear in a similar way as the Fabry-

Perot laser. Starting with z = 0, we have the condition that Z(1)(0) = −i. From that

point, Z(1)(z) spirals out from the unstable fixed point and starts to spiral into the

second stable fixed point for this first cavity. Then at the boundary, we move into the

gap and we see that Z(g)(z) moves slightly towards the second fixed point above the

real axis in the complex Z plane. Then we move into the second cavity and Z(2)(z)

spirals towards the second fixed point and then finishes at the boundary Z(2)(L) = i.

We see in this example that for both cavities, the fixed point stability is the same.

This indicates that both cavities have more gain than absorption. Moreover, the left

cavity, its loxodrome changes orbit of the fixed points before reaching the gap.

Let us move onto Figure 5.8(b). We see a similar situation as the previous

discussion with a subtle difference. In this case we have a higher pump in the

second cavity over the first. Note that in the first cavity, we have fixed points

ZF11 = −0.0154 − 2.914i and ZF12 = 0.0154 + 2.914i. Using the Jacobian, we see

that ZF11 and ZF21 are unstable while ZF12 and ZF22 are stable. In the second cavity, we

have fixed points ZF21 = −0.0487 − 2.8953i and ZF22 = 0.0487 + 2.8953i. Starting as

before at Z(1)(0) = −i, we see that Z(1)(z) spirals away from the unstable fixed point.

Then Z(g)(z) spirals around the same fixed point before reaching the boundary of the

second cavity. Z(2)(z) starts orbiting away from the first unstable fixed point until

the loxodrome goes around the second stable fixed point before reaching Z(2)(L) = i.

In this case, we see again that both cavities have the same stability in terms of fixed

points. However, as a result of the pump in the second cavity being higher, we see

the orbit of fixed points changing for the second cavity, rather than the first.

The most interesting case arises when we consider Figure 5.8(c). In this instance,

the second pump is far lower than the first. Note that in the first cavity, we have fixed

points ZF11 = −0.0604 − 2.9799i and ZF12 = 0.0604 + 2.9799i. In the second cavity,

we have fixed points ZF21 = −0.0487 − 2.8953i and ZF22 = 0.0487 + 2.8953i. Using
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(a) Z(z) and |E(z)|2 where k = 0.9231, Λ2 = 1.0336
and ∆ = 0.29678
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(b) Z(z) and |E(z)|2 where k = 0.9925, Λ2 = 1.4039
and ∆ = −0.5672
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(c) Z(z) and |E(z)|2 where k = 0.95687, Λ2 = 0.5221
and ∆ = −0.09402

Figure 5.8: Z(z) and |E(z)|2 plots for coupled-cavities where the first cavity is shown
in blue, the gap in orange and the second cavity in green. (a) corresponds to the green
branch of Figures 5.6(a) and (b), while (b) and (c) correspond to a mode profile on
the red and blue branches respectively. Parameters used were l1 = l2 = 10, lg = 1,
Λ1 = 1.18 and ñb = 3 + 0.13i. The blue and green dots are the fixed points for the
first and second cavity respectively. The black diamond and square are the boundary
conditions.
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the Jacobian, we see that ZF11 and ZF22 are unstable while ZF12 and ZF21 are stable.

Again, we start from Z(1)(0) = −i and from there Z(1)(z) spirals away from the first

unstable fixed point and switches orbit towards the second which is a stable fixed

point. Then across the gap boundary, Z(g)(z) then pushes Im(Z(g)(z)) above the

final condition Z(2)(L) = i, the boundary of the second cavity. Then Z(2)(z) spirals

out to Z(2)(L) = i which indicates the second fixed point is unstable for the second

cavity. We see in this case that the stability changes for both fixed points depending

on the cavity. This means that while the first cavity has more gain than absorption,

the second has more absorption than gain.

5.4.4 Power Flow for Coupled-Cavities

As we have seen in the case of the Fabry-Perot cavity, when the power flow crosses

the real axis in the complex plane for Z(z), that the power flow is zero. In this easier

case, it occurred at z = L
2
. However, with coupled cavities, which were shown in

the previous chapter, the power flow is far more complex. As we have also derived

previously, we can write the Poynting vector in terms of the Z-basis, namely ZP (z).

We can use this now to differentiate between the cases shown in Figure 5.8. Recall that

in Figure 5.8(a), the loxodrome for the first cavity, labelled as Z(1)(z), first orbited

the stable fixed point and starts orbiting the unstable fixed point before reaching the

gap. The same behaviour of the loxodrome is seen in Figure 5.8(c). In contrast, we

see in Figure 5.8(b) that Z(1)(z) only orbits one unstable fixed point while Z(2)(z)

orbits first this unstable fixed point then is attracted to the stable fixed point. This

difference in behaviour can be seen by looking at when ZP (z) = 0. In all cases, unless

with equal pumping, this does not occur at L
2
.

In Figure 5.9, we see three power flow diagrams which are in reference to the three

different plots seen in Figure 5.8. If we first consider Figure 5.9(a) which is related to

5.8(a). We see that in the first cavity, we have the situation where there is power flow

towards the boundary and towards the gap. As a result, in terms of the loxodrome,

for Z(1)(z), it passes the real axis in the first cavity such that ZP (z) = 0. This results

in the orbit changing from one fixed point to the other in this cavity. In Figure 5.9(b),

which relates to Figure 5.8(b), we see the opposite where the power flow is zero in

the second cavity which means while the first cavity is purely outgoing, the second

has power flowing out and towards the gap. This means that ZP (z) = 0 crosses zero

in the second cavity, rather than the first. Finally in Figure 5.9(c), which is related

to Figure 5.8(c), has the same behaviour as 5.9(a) meaning that ZP (z) = 0 occurs
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(a) ZP (z) corresponding to Figure 5.2(a).
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(b) ZP (z) corresponding to Figure 5.2(b).
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(c) ZP (z) corresponding to Figure 5.2(c).

Figure 5.9: Various examples showing
the power flow inside a coupled laser
cavity with Λ1 = 1.18, l1 = l2 = 10,
lg = 1 and ñb = 3 + 0.13i.

in the first cavity. However, there is a slight difference in the second cavity where

the power outflow decreases closer to the boundary. This indicates a that this is an

absorbing cavity due to the pump of the second cavity being far lower than the first.

We will discuss this in terms of permittivities ε1 and ε2 in the next subsection.

5.4.5 Permittivities of Coupled-Cavities with the Z-basis

Like with the Fabry-Perot cavity, we can analyse the active mediums of both cavities

just by focusing on the permittivities in the laser which are related to the refractive

index, pump and absorption by (5.44) and (5.45). Using this formalisation, we can see

whether a cavity is predominantly absorbing or not. As a result, we can determine if

along any of the eigenvalue branches whether a cavity goes from gain to absorption by

changing parameters. We can also see how the TEPs effect these threshold branches.

In particular, we would like to focus on the imaginary component of the permittivities

to determine whether each of these cavities are absorbing or have gain.

Let us consider each case in Figures 5.10 and 5.11 in detail. These figures are

related to those shown in 5.6 and 5.7. We start off with Figures 5.10(a) and (b). We

find that in the first cavity, the green branch as lower k has Im(ε1) > 0 which indicates
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(a) Λ2, k plane with Λ1 = 1.15. (b) ∆, k plane with Λ1 = 1.15.

(c) Λ2, k plane with Λ1 = 1.189. (d) ∆, k plane with Λ1 = 1.189.

(e) Λ2, k plane with Λ1 = 1.2. (f) ∆, k plane with Λ1 = 1.2.

Figure 5.10: Threshold branches in terms of the permittivities for a range of k from
k = 0.90 to k = 0.98. The three possible branches shown in green, blue and red for
different Λ1 where (a) and (b) have Λ1 = 1.18, (c) and (d) have Λ1 = 1.189 and (e)
and (f) have Λ1 = 1.2.
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(a) Λ2, k plane with Λ1 = 1.2122. (b) ∆, k plane with Λ1 = 1.2122.

(c) Λ2, k plane with Λ1 = 1.22. (d) ∆, k plane with Λ1 = 1.22.

Figure 5.11: Threshold branches in terms of the permittivities for the range of k
from k = 0.90 to k = 0.98. The three possible branches shown in green blue and red
for different Λ1 where (a) and (b) have Λ1 = 1.2122, (c) and (d) have Λ1 = 1.22
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that the cavity is absorbing. With increasing k, we see that the green branch has

net gain in the first cavity. The other branches in the frequency range shown have

net gain also. For the second cavity we see that both the green and red branches

have net gain while the blue branch has net absorption. Thus we can conclude that

for all modes shown on the blue branch, the second cavity is absorbing. We can

also compare these results with the detuning in Figure 5.6(b), for all branches, the

detuning can be both positive and negative. However, this is not always the case.

In Figures 5.10(c) and (d), we see the first instance of TEPs as discussed before.

In this case we see again for low k, the green branch shows the first cavity is absorbing

for the range shown and net gain otherwise. For higher k, and for both the red and

blue branches, we have net gain in the first cavity. But the TEP effects the second

cavity as the red branch moves to positive Im(ε2) for a small range of k to meet the

blue branch. The green branch for the range we are investigating, always has net gain.

Looking at these branches in terms of detuning, in Figure 5.6(b), again all branches

go from positive to negative detuning.

In Figures 5.10(e) and (f), we see the same situation as before with all branches

having net gain apart from low k where the green branch goes slightly above. In the

second cavity the red and blue branches split with both, depending on the frequency,

either has a net gain or absorption for the medium. The green branch has Im(ε2) < 0

for all frequency values shown. Looking at the detuning in Figure 5.6(f), we see that

on the green branch, the detuning goes from positive to negative. In contrast, the

blue branch is mainly above zero in terms of detuning while the red branch is below

zero.

The next TEP effects the green and blue branches of the second cavity in Figure

5.11(b). We see that the green branch has a small range of k that indicates absorption

to meet the blue branch at the TEP. The red branch for a small range of k shown

goes between net gain and absorption. In the first cavity, we have the same situation

as mentioned previously which is shown in Figure 5.11(a). Looking at the detuning in

Figure 5.7(b), only the green branch goes from negative detuning to positive detuning

while the blue and red branches have positive and negative detuning respectively.

In the final set of diagrams, we see the effect of both TEPs with increasing pump

shown in Figures 5.11(c) and (d). In this case we see again the same situation for

the first cavity. In the second cavity the green and blue branches split as shown. In

the case of the green and red branches, for a set of k, the cavity is either absorbing

or has net gain. The blue branch has most threshold values that have net gain for

most values of k shown. In terms of the detuning as shown in Figure 5.7(d), the blue
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branch goes between positive and negative detuning while the other two have either

positive or negative detuning.

Thus we can summarise how the two TEPs have effected the three branches with

increasing pump in the second cavity. Firstly, we see that these EPs have not much

effect in changing whether the first cavity has net gain or is absorbing at threshold.

However what it does effect is both the detuning and whether the second cavity has

absorption or net gain. At first we see that all three branches have detuning going

from positive and negative. After the two TEPs, this is only true for the blue branch

and the green and red have positive and negative detuning respectively. In terms of

gain and absorption, the second cavity has only absorption for the blue branch and

for red and blue has only net gain for the range of k. After both TEPs, we green and

red change from absorption to gain with changing k and blue mostly remains as just

gain.

5.4.6 Comparison to the Fabry-Perot Laser

We can now compare the threshold branches above with the Fabry-Perot cavity and

notice some similarities and differences between them. In Figure 5.6(a), we see that

in this range of k, there are three distinct branches which we have talked about

previously. By investigating the lower branch (blue) in terms of the permittivity of

the second cavity, we saw that in all cases, the first cavity has net gain while the second

has net absorption. This is the reason that the lower branch here is not possible in the

Fabry-Perot case and this is why Figure 5.1 has only the upper branches. Moreover,

for the most part in Figure 5.6(a), these branches are Fabry-Perot like except at high

Λ2 where the first cavity can have net adsorption. When increasing the first pump,

we see that the two upper branches are no longer like the Fabry-Perot laser as these

branches coalesce at a TEP and then splits and differ quite considerably from the

single cavity laser, which can be seen Figure 5.7(c).

5.5 Analysis of Coupled-Cavities with no gap

So far, we have discussed two geometrical types of lasers namely the Fabry-Perot laser

and coupled-cavities with a gap between them. In between both of these lasers, is

another type we would like to focus on, which are coupled-cavity lasers with no gap

between them. We will see that there are differences from both Fabry-Perot lasers

and coupled-cavity lasers with a gap. It turns out we see the phenomenon where one
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(a) Λ2, k plane with Λ1 = 1.1865. (b) ∆, k plane with Λ1 = 1.1865.

(c) Im(ε1), k plane with Λ1 = 1.1865. (d) Im(ε2), k plane with Λ1 = 1.1865.

Figure 5.12: Threshold branches in terms of the pump, permittivities and ∆ for the
range of k from k = 0.90 to k = 1.025. The two possible branches shown in green
and blue with l1 = l2 = 10 and lg = 0 with ñb = 3 + 0.13i.

cavity can have net gain and the other for net absorption except it occurs at higher k

and has similar characteristics as the coupled-cavity with a gap. Moreover, for lower

k, we see similar behaviour as to the Fabry-Perot lasers. We will look into both of

these connections in detail.

In the Fabry-Perot laser, we have seen that the threshold branches are given by

Figure 5.1. In this figure, we have seen two branches as shown but in contrast to

a coupled-cavity laser with a gap, there is no lower branch. The same is true for a

suitable choice of Λ1, which is close to ones chosen previously, that we also only have

the situation which is similar as the Fabry-Perot laser. Consider Figure 5.12 where

we have shown a range of diagrams which show the threshold branches in terms of

the second pump, the frequency detuning and the permittivities of each cavity. In

particular, Figure 5.12(a) shows two distinct threshold branches in green and blue.

In contrast to the coupled-cavity situation with a gap, here we do not see the lower

branch. At this particular k, the coupled-cavity without a gap is quite similar to

the Fabry-Perot situation. However, at higher Λ2, we see there are parts of the

green branch where the first cavity can have net absorption. This is because the
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(a) Λ2, k plane with Λ1 = 1.1865. (b) ∆, k plane with Λ1 = 1.1865.

(c) Im(ε1), k plane with Λ1 = 1.1865. (d) Im(ε2), k plane with Λ1 = 1.1865.

Figure 5.13: Threshold branches in terms of the pump, permittivities and ∆ for the
range of k from k = 3.2 to k = 3.6. The three possible branches shown in red, green
and blue with l1 = l2 = 10 and lg = 0 with ñb = 3 + 0.13i.

second pump is far greater than the first and the gain in the second cavity is able to

compensate the first for the laser to be at threshold.

In the previous chapter, we derived the eigenvalue transfer matrix equation using

the q-basis, 4.82 which determined whether a laser is above or below threshold. We

then used this to show that EPs exist in terms of these eigenvalues that create the

three different threshold branches one below and two above the EP. From there, we

investigated whether these EPs exist for smaller gaps including no gap at all. As

a result, we obtained at a higher range of k, EPs which are shown in Figure 4.13.

Although there is no TEP in this figure, if we reduce Λ1 slightly, we can obtain a TEP

as shown in Figure 5.13. We see here a very similar situation as the coupled-cavity

laser with a gap as the red branch here has the situation where for all permissible

values of k, Im(ε2) > 0 meaning the second cavity has net absorption. As a result of

the TEP, for the red branch to connect with the blue branch, the blue branch pushes

up allowing some permissible values on this branch to have net absorption. It is also

worthy to note that both the green and blue branches have parts of net absorption

in the first cavity when the pump in the second cavity is large.
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(a) Z(z) and |E(z)|2 plots.
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(b) ZP (z) power flow plot.

Figure 5.14: Z(z), |E(z)|2 and ZP (z) plots for coupled-cavities where the first cavity
is shown in blue, the gap in orange and the second cavity in green. They correspond
to the black dot in Figure 5.13. Parameters used were k = 3.401153, Λ1 = 1.1865,
Λ2 = 0.48194, ∆ = −0.028204, l1 = l2 = 10, lg = 0 and ñb = 3 + 0.13i. The blue and
green dots are the fixed points for the first and second cavity respectively. The black
diamond and square are the boundary conditions.
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There does remain a question from the previous chapter that why do these three

branches occur for a much higher value of k, given that the only difference between

the coupled-cavity systems is one has the gap and the other does not. We can see in

Figure 4.4, which is a coupled-cavity system with a gap, that the threshold branch

below the EPs is in a smaller range of k than the ones shown in Figure 4.13, which

is the coupled cavity system without the gap. This actually can be answered by

looking at the loxodrome diagrams obtained from Z-basis. Recall the example on

the lower branch of Figure 5.6(a) shown in Figure 5.2(c). As discussed, this scenario

is not possible in the Fabry-Perot type situation and the gap plays a central role in

connecting the two cavity boundaries inside the laser in the figure. We thus consider

the plots shown in Figure 5.14 which shows an example of the an upper threshold

branch (the blue branch from Figure 5.13) where the second cavity has net absorption

and the first having net gain. We see in this figure that the blue loxodrome for the first

cavity orbits both fixed points. In particular, the blue orbit passes by the boundary

condition of the outside of the second cavity so it can meet the boundary between

both cavities. Recall that when ZP (z) = 0, the loxodrome, we have the case that

for some z, Im(Z(z)) = 0 and the line shifts from the orbit of one fixed point to the

other. As a result, Figure 5.14(b) shows that in the first cavity, the power flow to

outside the laser is far less than the power flow to the other cavity. This means the

orbit of Z(1)(z) changes from one fixed point to the other for a small value of z. Also

given the second cavity has decreasing power flow outside the laser to the right, this

would indicate absorption in it. This is why Im(Z(2)(0)) > Im(Z(2)(l2)) = 1. It is

also worthy to note that the losses due to absorption in the second cavity are quite

large given the decrease in ZP (z) with increasing z in the second cavity.

Thus we arrive at the difference between coupled-cavities with a gap and with out.

In Figure 5.2(c), we see that the gap jumps from the end of the first cavity (blue)

and the start of the second (green). For the cavities with no gap, the blue curve (first

cavity) is expected to orbit until it meets the start of the green curve (second cavity).

Given there are more orbits required for the blue and green curve to meet, this means

we must have a higher k as more wavelengths need to fit into the cavity. This is why

we have the three branch situation for a higher k where the coupled-cavities have no

gap.

Christopher P.J. O’Connor 114



Chapter 5. The Z-Basis and Threshold EPs for Open Coupled Cavities

5.6 Conclusion

In this chapter we have introduced a new basis which we have titled as the Z-basis.

This allowed us to express the electric field and its derivative in terms of a single

complex quantity given by Z(z). We were able to use this quantity to solve the

stationary electromagnetic field equation analytically using the nice mathematical

formalism known as the Möbius transformation. From there we used the Z-basis

to investigate the simplest open boundaried laser, the Fabry-Perot cavity. We have

shown that Z(z) is in fact a loxodrome and have discussed this phenomenon with the

power flow inside the cavity. We also showed with the Z-basis that for the laser to be

at threshold, we need to have net gain in the cavity. We thus extended this analysis

to coupled cavities with a gap and introduced a new type of EP, which we called a

TEP. We showed how TEPs effect the threshold branches and whether a single cavity

of a coupled system has net absorption or has net gain. To add to this, we have

also shown that there are loxodromes shown in each cavity too. We then compared

this situation to when there is no gap between the cavities to show the three branch

coupled-cavity phenomenon exits for higher k than when there is a gap between the

cavities.
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Chapter 6

Open Coupled Cavity Dynamics

In this chapter, we would like to introduce dynamical equations for coupled cavity

lasers with open boundary conditions. This is accomplished by combining the design

of coupled open cavity modes from the time independent q-basis formalism while

using the idea of energy balance within the modes. This will give rise to a complete

set of dynamical equations for the amplitude and the population inversions in each

cavity.

To introduce the dynamics, we will use the idea of energy balance. With the

q-basis so far, there is no change in energy of the mode at threshold in time as it

uses the steady-state condition. However, with the open boundary conditions from

SALT [19] and the dynamics arising from the two level atom model [12] which results

in the population inversion equation (2.83) and a scaling dynamical term for the

electromagnetic field, via the power balance equation, we can obtain equations which

effectively describe the dynamics of an open coupled-cavity laser.

This chapter is structured as follows. Firstly we introduce how dynamics will be

included by scaling the electromagnetic field while using the q-basis to describe the

spatial distribution in the coupled cavity system. Although some simplifications are

made here, in terms of the relationship between the dynamics and spacial variation,

it never the less introduces dynamics which is valid close to threshold. Then we

consider a single cavity laser and we derive the dynamical equations for population

inversion and the scaling variable of the electromagnetic field. We further introduce

the eigenvalue problem from the previous chapter [20] which will aid the solving of

the spatial distribution in the cavity off threshold. Finally, all of these concepts are

collected together to derive dynamical equations for the open coupled cavity laser.

Christopher P.J. O’Connor 116



Chapter 6. Open Coupled Cavity Dynamics

6.1 Scaling Dynamics for the Electromagnetic field

We will introduce the time dependence for the electromagnetic field by the following

composition for the complex electric field and magnetic induction. Consider the

ansatz for the electromagnetic field given by (4.3) and (4.4). These compositions,

for the electric field and magnetic induction respectively represent the steady-state

solution for the electromagnetic field. By scaling these electric field and stationary

magnetic induction compositions for a single-mode, with frequency ω, by a common

time-dependent variable, G(t), we thus make the following ansatz for the physical

electric field and magnetic induction respectively,

E(z, t) =
1

2
G(t)E(z)e−iωt + c.c (6.1)

B(z, t) =
1

2
G(t)B(z)e−iωt + c.c (6.2)

where G(t) is a real, slowly-varying quantity. We further note the assumption that

the phases of E(z) and B(z) do not vary in time and are included in these complex

spatially varying quantities. The electric displacement amplitude, D(z, t) given by

(4.10) is written with the scaling amplitude G(t) as follows,

D(z, t) =
1

2
ε0(ñ(z)2 + χg(z, t))G(t)E(z)e−iωt + c.c (6.3)

where ñ(z) is the complex refractive index defined the same way was the previous

chapters, ñ(z) = n(z)(1+ iκ(z)) where n(z) is the real refractive index and κ(z) is the

extinction coefficient. χg(z, t) is the gain susceptibility which is now time dependent

and given by the following noting (4.51),

χg(z, t) = − N(z, t)

1− iω0−ω
γp

(6.4)

= −L (∆)(∆(ω) + i)N(z, t) (6.5)

where we have previously introduced the Lorentzian (2.79), L (∆) = 1
1+∆(ω)2

and

detuning factor ∆(ω) = ω0−ω
γP

with time-varying population inversion N(z, t). We will

describe ∆ > 0 as positive detuning and ∆ < 0 as negative detuning.

Note that we use the SALT units for E(z), B(z) and N(z, t) [19] which are given
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by,

E(z) =
℘

~√γPγN
ESI (6.6)

B(z) =
℘

~√γPγN
BSI (6.7)

N(z, t) =
℘2

~γP ε0
NSI (6.8)

where ESI , BSI and NSI are the SI unit variables for the electric field, magnetic

induction and population inversion respectively. The same factor is used for E(z)

and B(z). Note that E(z) and N(z, t) are dimensionless while B(z) is unit time per

unit distance. As we have done in the previous chapter, we will set the length of gaps

used to be 1 and laser cavities of length 10. All other variables involving units of

distance will be scaled accordingly.

6.1.1 Maxwell’s Equations

We will consider the following Maxwell’s equations (4.1) and (4.2),

∂E(z, t)

∂z
= −∂B(z, t)

∂t
(6.9)

∂B(z, t)

∂z
= −µ0

∂D(z, t)

∂t
(6.10)

Here we will use the RWA. If we multiply (6.9) and (6.10) by eiω0t, in a similar

way to [12], after using the compositions of the electromagnetic field, (6.1), (6.2)

and (6.3), we have exponential terms ei(ω0−ω)t and ei(ω0+ω)t. We will only consider

modes where frequencies are close to the atomic transition frequency which indicates

|ω0− ω| � |ω0 + ω|. Thus we can remove terms where the exponential is of the form

ei(ω0+ω)t. This is all provided that G(t) and N(z, t) are slowly varying functions. This

means the RWA can be used where (6.9) and (6.10) become,

G(t)
dE(z)

dz
=iωG(t)B(z)−B(z)Ġ(t) (6.11)

G(t)
dB(z)

dz
=

1

c2
[(ñ(z)2 −L (∆)(∆(ω) + i)N(z, t))(iωG(t)− Ġ(t))

+ L (∆)(∆(ω) + i)Ṅ(z, t)G(t)]E(z)

(6.12)
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6.1.2 Q-time Basis

The goal is to obtain a power balance equation, and this can be done by using the

q-basis from the previous chapter. We will use the same qA(z), qS(z), qR(z) and qI(z),

given by (4.20)-(4.23), for the spatial variation. Moreover, the time dependence of

the electromagnetic field will be accounted for by the scaling variable, A(t). Thus we

can define the Q-time Basis with variables QA(z, t), QS(z, t), QR(z, t) and QI(z, t)

such that,

QA(z, t) = A(t)qA(z) = A(t)

(
|E(z)|2 +

c2

n2
|B(z)|2

)
(6.13)

QS(z, t) = A(t)qS(z) = A(t)

(
|E(z)|2 − c2

n2
|B(z)|2

)
(6.14)

QR(z, t) = A(t)qR(z) = A(t)
c

n
(E(z)B(z)∗ + E(z)∗B(z)) (6.15)

QI(z, t) = A(t)qI(z) = −iA(t)
c

n
(E(z)B(z)∗ − E(z)∗B(z)) (6.16)

where the slowly varying real amplitude A(t) is related to G(t) by,

A(t) = G(t)2. (6.17)

As the q-basis are a set of discontinuous functions with changing refractive index, we

will thus calculate the Q-time basis for each section. Note that n is the refractive

index of the given section. Recall in Chapter 4, the physical significance for all terms

in the q-basis were explained. The same explanations can be used for the terms in

the Q-time basis. Thus we can say that up to a constant that QA(z, t) represents up

to a constant the sum of the electromagnetic intensities, which represents the energy

density for a non-active medium, scaled by a factor A(t). Similarly scaled with A(t),

QS(z, t) represents the difference in the electric field and magnetic induction energy

densities. QR(z, t) is related to the real part of the time-averaged Poynting vector

scaled with A(t). Finally QI(z, t) is related to the imaginary part of this complex-

valued Poynting vector.

6.1.3 Dynamics for Scaling and Population Inversion

In this chapter, the main aim is to introduce a set of self-consistent equations which

describe the dynamical effects of the electromagnetic field and population inversion

of open-boundary lasers. We will derive these equations with the following format.

For a single-cavity laser, we can write two equations, one for the scaling amplitude
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A(t) and global population inversion over the entire cavity, Nc(t) where we use all of

the assumptions made already in this section. Thus, these equations are written in

the following form,

Ȧ = cFc(Nc)NcA (6.18)

Ṅc = −γN (Nc − Λc +Hc(Nc)NcA) , (6.19)

where Λc is the pump of the cavity. In the next section, we will derive the functions

Fc(Nc) and Hc(Nc). The A(t) equation will be derived from the idea of power balance

we have seen throughout this thesis. This will arise from computing ∂QR(z,t)
∂z

along with

using some steady-state properties from the q-basis in Chapter 4. The population

inversion equation Nc(t) comes from (2.83) which we will use to derive the above

equation.

For the coupled-cavity laser with open boundaries, we will derive three self-

consistent equations for the global scaling amplitude A(t), along with global popula-

tion inversion terms N1(t) and N2(t) which correspond to the first and second cavities

respectively. Similar to the single-cavity equations, we will use the assumptions in

this section to write the following equations,

Ȧ = cF12(N1, N2)A, (6.20)

Ṅ1 = −γN [N1 − Λ1 +H1(N1, N2)AN1] , (6.21)

Ṅ2 = −γN [N2 − Λ2 +H2(N1, N2)AN2] . (6.22)

where Λ1 and Λ2 are the pumps of the first and second cavities respectively. In later

sections, we will determine values for F12(N1, N2), H1(N1, N2) and H2(N1, N2). These

equations will be derived with the same principles as the single-cavity case but with

the added complexity of multiple sections and population inversions.

6.2 Power Flow Dynamics for a Single Cavity Open

Laser

6.2.1 Power Flow Equation

In this subsection, we will derive the power flow equation in terms of the dynamical

scaling term A(t) which has a similar composition to the steady-state condition given

by (4.19) but for a single cavity and in terms of the Q-time basis. It is worthy to
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note that in the simple case of a single cavity, Fabry-Perot type cavity, there is not

a distinct advantage over other models. However, when it comes to more than one

inversion, we will show this power balance equation method has an advantage over

other models. But first, let us look into the Fabry-Perot case as a start.

To discuss the dynamics here, we will consider a single cavity laser with length L

from z = 0 and z = L. The refractive index is nc , constant population inversion in

space, Nc(t) and extinction coefficient κc. Rather than dealing with the local N(z, t),

we characterise the Nc(t) term as the global population inversion or the spatially-

averaged inversion over the entire cavity which are related by,

Nc(t) =
1

L

∫ L

0

N(z, t)dz. (6.23)

To use the spatial averaged inversion instead of N(z, t), we consider the local variation

in the population in version as either small enough to have a negligible effect or that

if these variations occur, they will level out quite fast in comparison to the remaining

dynamics.

If we calculate the spatial derivative of QR(z, t), we are able to obtain a power

balance equation. Using (6.11)-(6.15) to calculate this, we obtain,

∂QR(z, t)

∂z
=A(t)

c

nc

(
d

dz
(E(z)B(z)∗) + c.c

)
.

=− nc
c
Q̇A(z, t) +

1

2ncc
(n2

cκ
2
c + L (∆)∆(ω)Nc(t))(Q̇A(z, t)

+ Q̇S(z, t))− ω

ncc
(2n2

cκc −L (∆)Nc(t))(QA(z, t) +QS(z, t))

+
L (∆)∆(ω)

ncc
Ṅc(t)(QA(z, t) +QS(z, t))

(6.24)

We will make a couple of assumptions to simplify our equation. First, we assume that

κc and ∆(ω) are small such that terms with (n2
cκ

2
c + L (∆)∆(ω)Nc(t))(Q̇A(z, t) +

Q̇S(z, t))� (2n2
cκc − L (∆)Nc(t))(QA(z, t) + QS(z, t)) are negligible. Secondly, we

further note ∆(ω)Ṅc(t)� ωNc(t) as the detuning between the modal frequency and

transition frequency is small. Taking these assumptions into account, (6.24) becomes,

Q̇A(z, t) = − c

nc

∂QR(z, t)

∂z
− ω

n2
c

(2n2
cκc −L (∆)Nc(t))(QA(z, t) +QS(z, t)). (6.25)
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Taking the integral over the cavity, we obtain,∫ L

0

Q̇A(z, t)dz =− c

nc
(QR(L, t)−QR(0, t))− ω

n2
c

(2n2
cκc

−L (∆)Nc(t))

∫ L

0

(QA(z, t) +QS(z, t))dz,

(6.26)

which is the power balance equation. The term of the left hand side is the change in en-

ergy density of the mode, QA(z, t), which decreases due to absorption, 2ωκc
∫ L

0
(QA(z, t)+

QS(z, t))dz and leakage from the boundaries of the cavity, c
nc

(QR(L, t) − QR(0, t)).

However the energy of the mode increases due to the population inversion from

L (∆)Nc(t)
∫ L

0
(QA(z, t) + QS(z, t))dz. Using (6.13)-(6.15), in terms of A(t), this

power balance equation becomes,

Ȧ(t) = −A(t)

ζLI

(
c

nc
(qR(L)− qR(0)) +

ω

n2
c

(2n2
cκc −L (∆)Nc(t))ζAM

)
, (6.27)

where

ζLI =

∫ L

0

qA(z)dz, (6.28)

and

ζAM =

∫ L

0

(qA(z) + qS(z))dz. (6.29)

This equation is analogous to the derivation of Poynting’s theorem where the energy

density equation of the electromagnetic field is obtained in [22].

6.2.2 Population Inversion Dynamical Equation

There are two dynamical variables we are considering, one for the amplitude which

corresponds to the scaling of the electromagnetic field, A(t) and the population in-

version. We can now introduce the dynamical equation for local N(z, t) which comes

from the Maxwell-Bloch equations (2.83). In the Q-time basis,

Ṅ(z, t) = −γN
(
N(z, t)− Λc +

1

2
L (∆)N(z, t)(QA(z, t) +QS(z, t))

)
, (6.30)

where Λc is the constant pump and using the relation |E(z)|2 = qA(z)+qS(z)
2

. As

discussed previously, we will replace N(z, t) with the global population inversion,
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due to the small or negligible local variations or the variations are fast and level

out quickly in terms of the population inversion dynamics. As a result, we instead

consider the spatially averaged, or global population inversion, denoted as Nc(t) for

the entire cavity. We thus write the dynamical equation of Nc(t) with reference to

(6.30), as,

Ṅc(t) = −γN
(
Nc(t)− Λc +

1

2L
L (∆)Nc(t)A(t)ζAM

)
, (6.31)

where, we have integrated over the entire cavity of length L which results in ζAM .

6.3 Spatial Variation of Cavity and the q-basis

So far we have discussed the composition of dynamical equations for both A(t) and

Nc(t). However, this does not take into account the spatial dependence of the mode

which would satisfy the open boundary conditions. First let us discuss what happens

at threshold. As mentioned throughout, we have a steady-state solution for this

situation. Thus (6.25) becomes,

dqR(z)

dz
= − ω

ncc
(2n2

cκc −L (∆)Λc)(qA(z) + qS(z)), (6.32)

where Λc is a constant pump rate that is calculated by using the stationary inversion

approximation. This is assuming the electric field intensity is small and thus spatial

hole burning can be neglected. The electric field satisfying this is known as TCF

states [19], as used in the previous chapter.

Now let us consider (6.32) in terms of the eigenvalues xn calculated in the previous

chapter and let χg = xn(Nc(t))Nc(t). In this instance Nc(t) becomes time dependent

and for each Nc(t), there exists an xn(Nc(t)) which satisfies the following equation,

dqR(z)

dz
= − ω

ncc
(2n2

cκc + Im(xn)Nc(t))(qA(z) + qS(z)). (6.33)

To maintain (6.33) in the steady-state form in the same way as (6.32), the gain

susceptibility χg must remain constant. As a result, if Nc(t) > Λc, then −Im(xn) <

L (∆) and vice versa. This indicates that as Nc(t) scales, Im(xn) must counteract the

scaling of the population inversion to still allow the gain susceptibility to be constant,

thus maintaining (6.33). This discussion of is analogous to Chapter 4, in particular

Figure 4.1.
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The fact that the mode no longer is in the stationary situation is accounted for by

the amplitude A(t). Although this is an assumption, it is still valid close to threshold.

We similarly obtain the spatial profiles for the remaining variables qA(z), qS(z) and

qI(z) which are given by (4.31), (4.30) and (4.29) respectively,

dqA(z)

dz
=
ω

ncc

(
(n2

cκ
2 − Re(xn)Nc(t))qI(z)

− (2n2
cκ+ Im(xn)Nc(t))qR(z)

)
,

(6.34)

dqS(z)

dz
=

2ωnc
c

qI(z)− ω

ncc
(n2

cκ
2
c − Re(xn)Nc(t))qI(z)

+
ω

cnc

(
2n2

cκc + Im(xn)Nc(t)
)
qR(z),

(6.35)

dqI(z)

dz
=− 2ωnc

c
qS(z) +

ω

ncc
(n2

cκ
2
c − Re(xn)Nc(t))(qA(z) + qS(z)). (6.36)

We can determine the value of xn by using the transfer matrix method from Chapter

4. Then we are able to determine if a mode is above or below threshold as follows,

if L < −Im(xn), a mode described by (6.33) is below threshold and L > −Im(xn)

signifies a mode above threshold. Moreover, when L = −Im(xn), (6.33) is the same

as (6.32). This is because if this arises, the laser is at threshold.

6.3.1 Dynamics of A(t) with xn

It is quite simple to relate the dynamics of A(t) to the eigenvalue xn by using (6.33).

Integrating it over the laser cavity, one obtains,

qR(L)− qR(0) = − ω

ncc
(2n2

cκc + Im(xn)Nc(t))ζAM . (6.37)

Rearranging yields,

− ω
n2
c

Im(xn)Nc(t)ζAM =
c

nc
(qR(L)− qR(0)) +

ω

n2
c

2n2
cκcζAM . (6.38)

With this and (6.27), we obtain the following dynamical equation for A(t),

Ȧ(t) =
ω

n2
c

(Im(xn) + L (∆))A(t)Nc(t)
ζAM
ζLI

. (6.39)
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Since Im(xn) < 0, (6.39) acts like a gain and loss dynamical equation. To explain the

significance of the eigenvalue consider Figure 4.3. Recall that the circle in this figure

refers to whether you are at, above or below threshold. Suppose −Im(xn) > L (∆),

this indicates the laser is below threshold as mentioned, then Ȧ(t) < 0 and as a

result, will decay. In the figure, this is when the mode outside the circle. Conversely,

−Im(xn) < L (∆) indicates the mode above threshold and amplitude increases as

Ȧ > 0, or in the circle. The steady-state solution occurs when the mode is at threshold

as Ȧ(t) = 0, or on the circle. Thus (6.39) physically makes sense using the idea of the

eigenvalue problem in the previous chapter. This means that we now have dynamical

equations for a time-dependent electromagnetic field and population inversion where

a single cavity laser satisfies with open boundaries. If we look at the integral terms

which were defined previously which were ζAM and ζLI , we see that with a single

population inversion varying in time, these terms will remain constant. This will

only be true in the case of a single population inversion. This will be discussed in

further detail in later sections. For the coupled-cavity case, these will vary and as a

result, we can see interesting spatial changes as a result of the dynamics.

6.3.2 Single-Cavity Dynamical Equations

In this subsection and for the Fabry-Perot cavity, we will write A(t) and Nc(t) as A

and Nc. We will also write ∆ as,

∆ =
k0 − k
γ̃P

, (6.40)

where k0 = ω0

c
and γ̃P = γP

c
. We will now consider the single cavity laser equations

which we derived earlier and are given by (6.27) and (6.31). We can write these

equations in a self-consistent way as follows. We first define two functions Fc(Nc) and

Hc(Nc) which relates to the dynamical equations for A and Nc respectively. They are

given by,

Fc(Nc) =
k(Nc)

n2
c

(Im(xn(Nc)) + L (∆))
ζAM(Nc)

ζLI(Nc)
, (6.41)

Hc(Nc) =
1

2L
L (∆)ζAM(Nc). (6.42)
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(a) Fc(Nc) varying around threshold.
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Figure 6.1: Variation of Nc for Fc(Nc) and Hc(Nc). For both plots, k0 = 0.95, γ̃P = 1
and k = 0.94407. Note the laser structure has L = 10 with ñb = 3 + 0.13i.

With these functions in mind, we can write the dynamical equations (6.39) and (6.30)

for A and Nc as,

Ȧ = cFc(Nc)NcA, (6.43)

Ṅc = −γN (Nc − Λc +Hc(Nc)NcA) . (6.44)

Thus we have arrived at a set of self-consistent dynamical equations for variables

A and Nc. It is worthy to investigate the behaviour of the newly defined functions

Fc(Nc) and Hc(Nc) close to threshold by varying Nc. To do this, we first fix the atomic

transition wave number k0 = 0.95, and for simplicity choose γ̃P = 1, and using the q-

basis, with (4.82), (4.47) and (4.48), we can determine when Fc(Nc) = 0, to find when

(6.43) is zero. We can see Figure 6.1(a) shows the variation of Fc(Nc) close to the

lasing threshold. In the case of Figure 6.1(b), we see that close to threshold, Hc(Nc)

does not change with respect to a changing Nc. As a result of this, the dynamical

equations for both A and Nc become easier to solve.

6.4 Coupled-Cavity Open Laser

So far, we have derived the dynamical equations for an open single-cavity laser. Now

we can turn our attention to a more complicated structure, namely a coupled cavity

open laser system given by Figure 6.2. For this example, we will take the refractive

index and extinction to be equivalent in both cavities, nb and κb respectively. Cavity

1 is of length L1 with time-varying population inversion N1(t), which is spatially

constant. The second cavity is of length L2 with time varying population inversion
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Figure 6.2: A single open laser with coupled cavities of length L where each cavity
has refractive index nb and extinction coefficient κb. The population inversions for
cavity 1 and cavity 2 are N1(t) and N2(t) respectively. The gap and outside the laser
have refractive index na.

N2(t). In between there is the “Gap” region which has length LG−L1 and refractive

index n1. We make the assumption that there is no loss in the gap or absorption.

Let A(t), as discussed in the previous sections be the scaling amplitude over the

entire laser. In terms of the Q-time basis, we will denote (6.13)-(6.16) as Q
(s)
A (z, t),

Q
(s)
S (z, t),Q

(s)
R (z, t) and Q

(s)
I (z, t) where the index denotes each section. s is either 1,

G or 2 and the first cavity, the gap and the second cavity respectively. The same

applies to the q-basis denoted by q
(s)
A (z), q

(s)
S (z), q

(s)
R (z) and q

(s)
I (z). Furthermore, A(t)

describes the scaling of the mode over the entire coupled laser structure. Although

there exist separate changes to the mode in time in each cavity, we assume they are

small in comparison to changes of the entire mode.

6.4.1 Dynamics of Population Inversion

For each cavity, we can obtain the the population inversion the same way as (6.31).

For the first/second cavity with N1/2(t), its dynamical equation is given by,

Ṅ1/2(t) = −γN
(
N1/2(t)− Λ1/2 +

A(t)

2L1/2

L (∆)N1/2(t)ζ
(1/2)
AM

)
, (6.45)

where Λ1 and Λ2 are the pumps of the first and second cavities. The integral over

the intensity of the electric field in the first and second cavities respectively are

ζ
(1)
AM =

∫ L1

0

(q
(1)
A (z) + q

(1)
S (z))dz, (6.46)
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and

ζ
(2)
AM =

∫ L

LG

(q
(2)
A (z) + q

(2)
S (z))dz. (6.47)

6.4.2 Power Balance Equation

The power balance equation for each section of the laser is obtained from the results

of the one cavity laser. For 0 < z < L1, (6.27) with some reordering becomes,

A(t)(q
(1)
R (L1)− q(1)

R (0)) = −nb
c
ζ

(1)
LI Ȧ(t)− A(t)

ω

nbc
(2n2

bκb −L (∆)N1(t))ζ
(1)
AM , (6.48)

where

ζ
(1)
LI =

∫ L1

0

q
(1)
A (z)dz. (6.49)

For LA < z < LG, since there is no absorption or gain, (6.48) for the gap can be

written as,

A(t)(q
(G)
R (LG)− q(G)

R (L1)) = −na
c
ζ

(G)
LI Ȧ(t) (6.50)

where

ζ
(G)
LI =

∫ LG

L1

q
(G)
A (z)dz. (6.51)

Finally the same equation can be written for the final section, cavity 2,

A(t)(q
(2)
R (L)− q(2)

R (LG)) = −nb
c
ζ

(2)
LI Ȧ(t)− A(t)

ω

nbc
(2n2

bκb −L (∆)N2(t))ζ
(2)
AM , (6.52)

where

ζ
(2)
LI =

∫ L

LG

q
(2)
A (z)dz. (6.53)

Due to the fact each function from the q-basis is dependent on the refractive index,

the boundaries are discontinuous. For example q(1)(L1) 6= q(G)(L1). However, we have

already calculated the boundary conditions in the previous chapter namely (4.63)-

(4.66). As a result, we can relate qR terms at the boundary. We see that q
(1)
R (L1) =

na
nb
q

(G)
R (L1) and q

(G)
R (LG) = nb

na
q

(2)
R (LG). Using these conditions, we can relate (6.48)-
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(6.52) to obtain,

Ȧ(t) =− A(t)c

ζM

(
q

(2)
R (L)− q(1)

R (0) +
2nbκbω

c
[ζ

(1)
AM + ζ

(2)
AM ]

− ω

nbc
L (∆)[N1(t)ζ

(1)
AM +N2(t)ζ

(2)
AM ]

) (6.54)

where ζM = nbζ
(1)
LI + n2

a

nb
ζ

(G)
LI + nbζ

(2)
LI .

6.4.3 Steady-state solution and scaling with xn

As in the previous section with a single cavity laser, we will introduce the xn term

the same way however it scales to satisfy the change in both population inversion

terms N1(t) and N2(t). We will use the same formalisation here. Firstly, (6.54) is the

following at threshold,

ω

nbc
L (∆)[Λ1ζ

(1)
AM + Λ2ζ

(2)
AM ] = q

(2)
R (L)− q(1)

R (0) +
2nbκbω

c
[ζ

(1)
AM + ζ

(2)
AM ], (6.55)

where the population inversion is equal to the pumps Λ1 and Λ2 in the first and

second cavities respectively. The q-basis satisfies the conditions for TCF states in the

equation above. However, this no longer applies off threshold where the population

inversions are no longer pumps and with eigenvalue xn satisfy the following equation,

− ω

nbc
Im(xn)[N1(t)ζ

(1)
AM +N2(t)ζ

(2)
AM ] = q

(2)
R (L)− q(1)

R (0) +
2nbκbω

c
[ζ

(1)
AM + ζ

(2)
AM ],

(6.56)

which is equivalent to (6.38).

With all this in mind, we can write the dynamical equation for A(t) as,

Ȧ(t) =
A(t)ω

ζMnb
(Im(xn(N1(t), N2(t))) + L (∆))[N1(t)ζ

(1)
AM(N1(t), N2(t))

+N2(t)ζ
(2)
AM(N1(t), N2(t))].

(6.57)

Using the fact that ζM and both ζ
(1)
AM and ζ

(2)
AM are positive, we see the same explana-

tion for the effect of the term (Im(xn)+L (∆)) as the single cavity Fabry-Perot laser.

We see that at threshold, −Im(xn) = L (∆) and as a result Ȧ(t) = 0. We see that the

scaling factor for the electromagnetic field decreases over time if −Im(xn) > L (∆).

Finally, A(t) will increase if −Im(xn) < L (∆). With all this in mind, we have now
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obtained a full set of dynamical equations which can be used to describe complex

phenomenon involving dynamics close to threshold. Moreover, we can also provide

further insight into the behaviour of the spatially integrated terms ζM(N1(t), N2(t))

and ζ
(i)
AM(N1(t), N2(t)). We can determine xn for N1(t) and N2(t) for a particular ω

by using the transfer matrix condition from Chapter 4, namely (4.82). In Chapter

4, we took constant ω (or k) to determine modes above and below threshold and

varied the pump. This time, we would like to be more accurate and change ω with

the changing of dynamical variables N1(t) and N2(t). To do this, we will determine

ω by finding the closest mode at threshold with the same proportion for N1(t) and

N2(t). Thus this ω can be used with (4.82) along with N1(t) and N2(t). To be more

specific, recall from Chapter 4 when we introduced the term η such that,

Λ2 = ηΛ1, (6.58)

that all elements of the q-basis spatial distribution. will be the same for all combina-

tions of Λ1 and Λ2 as long as η is the same. Thus we will approximate modes above

and below threshold to have the same ω as modes at threshold with the same η. Thus

we can say that for some positive real constant ϑ, we can write,

ζM(N1(t), N2(t)) = ζM(ϑN1(t), ϑN2(t)), (6.59)

ζ
(i)
AM(N1(t), N2(t)) = ζ

(i)
AM(ϑN1(t), ϑN2(t)). (6.60)

However, for changing η, we see that ζM(N1(t), N2(t)) and ζ
(i)
AM(N1(t), N2(t)) are not

constant when N1(t) and N2(t) varies. We will see this in the next section.

6.5 Coupled-Cavity Dynamical Equations

For this section,we will write the time-dependent quantities for the coupled cavities

A(t), N1(t) and N2(t) as A, N1 and N2 respectively. In a similar way to the single

cavity regime, we can write the dynamical equations for A, N1 and N2 as a set of

three self consistent set of equations. Firstly we define the function F12(N1, N2) such

that,

F12(N1, N2) =
k(N1, N2)

ζM(N1, N2)nb
(Im(xn(N1, N2)) + L (∆))

×[N1ζ
(1)
AM(N1, N2) +N2ζ

(2)
AM(N1, N2)]

(6.61)
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Figure 6.3: Zero branches for F12(N1, N2) for varying N1, N2 and k for a fixed k0 = .95
and γ̃P = 1 for a coupled cavity laser with l1 = l2 = 10, lg = 1 and ñb = 3 + 0.13i.

which corresponds to the dynamical equation for A where we have written the fre-

quency in terms of the wavenumber k. We further define two functions H1(N1, N2)

and H2(N1, N2) which correspond to the dynamical equations for N1 and N2 respec-

tively. They are given by,

H1(N1, N2) =
1

2L1

L (∆)ζ
(1)
AM(N1, N2), (6.62)

H2(N1, N2) =
1

2L2

L (∆)ζ
(2)
AM(N1, N2). (6.63)

Thus we arrive at the three self-consistent equations which are written as,

Ȧ = cF12(N1, N2)A, (6.64)

Ṅ1 = −γN [N1 − Λ1 +H1(N1, N2)AN1] , (6.65)

Ṅ2 = −γN [N2 − Λ2 +H2(N1, N2)AN2] . (6.66)

To provide greater understanding for these equations, we will discuss some behaviour

given by the functions F12(N1, N2), H1(N1, N2) and H2(N1, N2).
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6.5.1 Dynamics of N1 and N2 when Ȧ = 0

Firstly, let us consider the situation such that F21(N1, N2) = 0. This means that

for certain values of the population inversion in each cavity and k, we can determine

when Ȧ = 0. We can investigate this by using the q-basis to determine for which

combination of N1, N2 and k, we have F21(N1, N2) = 0 for a fixed k0 = ω0

c
and

γ̃P = γP
c

. For modes located in the range k = 0.92 to k = 0.97 for a fixed k0 = 0.95

and for simplicity take γ̃P = 1. We then use the transfer matrix condition (4.82)

along with (4.47) and (4.48) to determine when F21(N1, N2) = 0. The results are

shown in Figure 6.3 for modes located in the k region we are considering. We can

see that in Figure 6.3(a), that there are two branches for values of N2 with varying

N1 that meets another branch which appear to coalesce where multiple modes exist

in this straight line region and these to branches separate again for higher N1. In

fact, we can see this picture has similar characteristics as the figures shown with the

simple CMT, Figure 3.2(c) and the eigenvalue branches shown in 4.20(c). However,

the idea of these branches coalescing is not true, as seen in Figure 6.3(b). We can

clearly see that there are two distinct branches and they do not coalesce because of

the k. This is also confirmed by looking at Figures 6.3(c) and (d). We also note

that the two branches created in Figure 6.3(c) and 6.3(d) are also similar to the

shapes seen in when we discussed CMT, such as Figure 3.4(b) and 4.20(a) for the

eigenvalue branches using the q-basis. These figures show clearly how k changes on

both branches with k0 = 0.95. Taking Figure 6.3(d), we see that the green branch has

almost the k as the atomic transition wavenumber at high N1. Then it decreases in k

when approaching the red branch and reaches about N1 = 0.75, where the inversion

in the first cavity starts increasing at k close to k0. A similar situation occurs for the

red branch where at low N1, k ≈ k0 but when it approaches the green branch k > k0.

At about N1 = 1.2, we see k being close to k0 once again as N1 slightly decreases.

Let us focus in on what can happen for the dynamics of N1 and N2 by assuming

a stationary electromagnetic field which means F21(N1, N2) = 0. Let us consider now

the effect of a changing of N1 and N2 by looking at Figure 6.3(b). We can see that the

dynamics of N1 and N2 can only stay on either the green or red branch when Ȧ = 0.

For the red branch, it starts at low N1 and increases while N2 varies little until about

N1 = 1.2, then N2 goes towards zero. Thus the red branch goes from zero N1 to zero

N2. The other branch is quite the opposite. We can see that on the green branch, we

first come from large N1 for with fairly constant N2 until about N1 = 0.75 where N1

starts to slightly increase once more but N2 increases more dramatically.
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The next question that Figure 6.3(a) can answer is how will the population in-

version change in each cavity with a slight deviation from F12(N1, N2) = 0. First let

us consider what happens moving slightly away from the red branch. If we consider

moving away from the red branch to region (1), we will see an increasing A along with

regions (2) and (3). We only see a deceasing A in region (4) and this is because both

inversions are too low to maintain the overall laser to be above threshold. However,

the green branch proves more interesting. If we slightly deviate from the green branch

into region (1), we see that even for high N2, we have the case that A will decrease

over time. This is because for these particular modes, a high N2 is not sufficient for

the laser to be above threshold because of low N1. The same is true for region (3)

except for low N2 and high N1. For regions (2) and (4), we see the same outcome as

the red branch.

6.5.2 Approximation of modes above and below threshold

We will call the red and green modes, those which correspond to the red and green

threshold branches respectively in Figure 6.4. We will investigate how the the green

and red modes shown in Figure 6.4 vary around their threshold branches. We use the

following method to determine modes around threshold for both the green and red

modes. Firstly, we fix the k0 and γP , along with the remaining physical constants we

have done in previous chapters. Then for each mode (green or red), we determine the

k from the threshold branch (green or red depending on mode) that has the same ratio

η as the relation between N1 and N2 for the mode away from threshold. Examples of

these modes mapped from the threshold branches to above and below threshold are

shown for the red branch in Figure 6.4(b) and for the green branch in Figure 6.4(c).

With this method for choosing k, we can now get our first idea of how k changes

with moving N1 and N2. To relate to work completed in previous chapters, we will

fix N1 = 1.2 and vary N2 for both the green and red modes. This corresponds to the

dashed vertical line in both Figures 6.4(b) and (c). These corresponding modes can

be seen varying in k as the dashed green and red lines in Figure 6.4(a) for green and

red modes respectively. We can thus relate the threshold lines obtained in Chapters

4 and 5 to these green and red dashed lines in this figure. The green full line is the

threshold line for the green mode while the red full line is the threshold line for the

red mode. These are the same same threshold lines as those seen in Figures 5.6(e) and

4.4. For the chosen k we are exploring, we can divide Figure 6.4(a) into four distinct

regions. We see that for region 1, both the green and red modes are above threshold,
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(a) Threshold region from Chapter 4 with
the variation of F12(N1, N2) along the red
dashed line (red mode) and green dashed
line (green mode). The four different re-
gions are as follows: 1 is above threshold
for both the green and red modes, 2 is
above threshold for the red mode only, 3
is above threshold for the green mode only
and 4 is below threshold for both modes.

(b) Threshold modes along the red branch
where the modes off-threshold (vertical
black line) are mapped to threshold (black
dots mapped to cyan dots)

(c) Threshold modes along the green
branch where the modes off-threshold
(vertical black line) are mapped to thresh-
old (black dots mapped to cyan dots)

Figure 6.4: Variation of N2 and k with fixed N1 = 1.2. For all plots, k0 = 0.95,
γ̃P = 1. Note the laser structure has l1 = l2 = 10 and lg = 1 with ñb = 3 + 0.13i.
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regions 2 and 3 correspond to the red and green modes only above threshold. Finally

in region 4, we see both modes are below threshold.

With all of this in mind, we can predict how the sample modes shown as green

and red dashed lines behave around threshold. Taking the green mode first, we see

that for low N2, k is close k0 = 0.95 and is below threshold. However with increasing

N2, the green mode goes from region 2 to region 4 but is still below threshold. At the

same time, k decreases. Then the green mode enters region 3 and is above threshold,

still with decreasing k. After this, the mode remains above threshold in region 1

where k returns to approximately the same value as k0. For the red mode, it starts

at approximately at the same k as the green, close to k0. In contrast, the red mode

is above threshold in region 2. With increasing N2, we see k starts to increase also

but more importantly, the red mode goes below threshold as it is in region 4. Then

the red mode continually increases in k as it enters region 2 and thus goes above

threshold again. Finally, k reduces close to k0 once again with increasing N2 and goes

into region 1.

We can already draw a few conclusions from the analysis presented here. In terms

of both modes, we see that both modes act differently with increasing N2. The green

mode is below threshold until a higher N2 than the red mode which was already above

threshold due to a sufficiently high N1. Moreover, for the red mode, we see the same

counter-intuitive effect of an increasing N2 where the red mode goes below threshold

and above once again. The green mode does not show the same effect as the red, as

it started below threshold.

6.5.3 Variation of F12(N1, N2), H1(N1, N2) and H2(N1, N2)

The next avenue we would like to explore is investigating how F12(N1, N2), H1(N1, N2)

and H2(N1, N2) change when we vary N1 and N2 close to threshold. With the k

from the previous subsection, we use it, along with N1, N2 and the transfer matrix

condition (4.82) from Chapter 4, to find xn(N1, N2) for both the red and green modes.

F12(N1, N2) is an important function for an analysis into the dynamics of the scaling

term of the electromagnetic field, A. As mentioned previously, if F12(N1, N2) > 0, this

indicates that the intensity of the mode increases in time, Ȧ > 0. If F12(N1, N2) < 0,

this indicates that the intensity of the mode decreases in time, Ȧ < 0. We have

already discussed in detail the threshold condition which is F12(N1, N2) = 0. With

the determination of xn(N1, N2), we use the q-basis equations in matrix form, (4.68),

to determine (6.61), (6.62) and (6.63).
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Figure 6.5: Variation of N2 with fixed N1 for F12(N1, N2), k, H1(N1, N2) and
H2(N1, N2) for the green mode. For all plots, k0 = 0.95, γ̃P = 1. Note the laser
structure has l1 = l2 = 10 and lg = 1 with ñb = 3 + 0.13i.

We will now discuss how, for both the green and red mode, F12(N1, N2), H1(N1, N2)

and H2(N1, N2) vary with a changing population inversion. Like in the previous sub-

sections and chapters, we will fix multiple N1 values and increase N2 from N2 = 0.4 to

N2 = 1. We see how the green mode varies in Figure 6.5. In the case of F12(N1, N2),

this is below zero for all N1 values investigated for low N2 which means a decaying

mode as Ȧ < 0. Only at later values of N2, these F12(N1, N2) go above threshold.

In terms of k, this decreases from k0 with increasing N2 for the interval we are con-

sidering. In the case of H1(N1, N2) and H2(N1, N2), there is a significant decrease

in these as N2 increases, for all N1 values shown. It seems for the green mode here,

both H1(N1, N2) and H2(N1, N2) are quite large below threshold than above. Finally

in terms of k, we see that the value of it increases with increasing N2.

The red mode for various N1 with increasing N2 is shown in Figure 6.6 for

F12(N1, N2), H1(N1, N2) and H1(N1, N2). We see that for F12(N1, N2), at low N2,

F12(N1, N2) > 0 which indicates an increasing mode and would equate to a mode

above threshold for N1 = 1.15 and N2 = 1.2. For the other N1 values, there is a de-

crease in F12(N1, N2) but both are less than zero already. However, as N2 increases,

we see that for N1 = 1.15, 1.2, F12(N1, N2) becomes negative which is a decaying mode

and would be considered below threshold. For all values of N1, F12(N1, N2) increases
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Figure 6.6: Variation of N2 with fixed N1 for F12(N1, N2), k, H1(N1, N2) and
H2(N1, N2) for the red mode. For all plots, k0 = 0.95, γ̃P = 1. Note the laser
structure has l1 = l2 = 10 and lg = 1 with ñb = 3 + 0.13i.

until it it positive and above threshold for a higher N2. In terms of the remaining

diagrams in this figure, we see that k increases for all N1 values for the interval of N2

shown. For H1(N1, N2), we see an increase function the larger the N2 until the same

N2 as the minimum of F12(N1, N2). From there, the function acts like a parabola for

the N2 range shown. For H2(H1, H2), it behaves like H1(N1, N2) until the N2 point

where F12(N1, N2) is at a minimum. Then there is a slight decrease from there for

the N2 range shown. It is worthy to note that H2(H1, H2) varies quite significantly

in comparison to H1(N1, N2).

Overall, we can get an idea of what happens when we vary these functions with a

changing N1 and N2. As we have seen in Chapter 4, where it is possible to go below

threshold with increasing pump, the same is seen here for the red branch and confirms

the analysis completed in the previous subsection. In region 4 of Figure 6.4(a), that

the red branch goes below threshold when F12(N1, N2) < 0. Then when the red mode

is in regions 1 and 2, we see that F12(N1, N2) > 0. In terms of the green mode, when

this mode is in regions 2 and 4, F12(N1, N2) < 0 and is below threshold. Thus we

can say that the analysis of F12(N1, N2) matches the results obtained in Chapters 4,

5 and in previous subsections in this chapter.

Christopher P.J. O’Connor 137



Chapter 6. Open Coupled Cavity Dynamics

6.6 Conclusion

In this chapter, the aim was to derive a set of dynamical equations for both the elec-

tromagnetic field and the gain medium while satisfying the open boundary conditions

for complex laser structures such as coupled cavities with a gap. To do this, we used

the q-basis which can describe the spatial distribution of the electromagnetic field

inside a laser. We introduced dynamics along with this q-basis by G which scales the

electric field and magnetic induction equally. With this idea, we were able to derive a

dynamical equations for A which is the square of G by using energy conservation and

Poynting’s theorem. We were able to connect this with the two-level model descrip-

tion of the laser medium where we derived for a single cavity laser an equation for the

population inversion Nc. We derived the single-cavity self-consistent equations for

the scaling variable A and inversion Nc. For the coupled-cavity scenario, we derived

to separate equations for the population inversion in both cavities, N1 and N2. More-

over, instead of writing the dynamical equations in both types of cavities in terms

of absorption and power flow, we were able to derive all of the dynamical equations

mentioned in terms of the eigenvalues xn seen in Chapter 4. We have also shown the

self-consistency equations for A, N1 and N2. We discussed the dynamics of N1 and

N2 under the condition that the mode is a threshold, which is Ȧ = 0. We showed

under this analysis the existence of two separate modes at Ȧ = 0 and how they vary

along these branches with a changing population inversion. This lead to a discussion

in determining modes above and below threshold which were based on the scaling

parameter η seen in Chapter 4. The final element of this chapter showed these modes

agree with previous work in this thesis where the counter-intuitive phenomenon is

observed, that with increasing inversion, the mode can go below threshold.
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Conclusion and Future Work

In this thesis, we have explored various aspects of laser physics and different models

that describe the physics behind such devices. In particular, the focus of this work

was to expand on existing knowledge of two laser cavities which are strongly-coupled

which has open boundary conditions. This is important to analyse as modern de-

vices like photonic integrated circuits require closely interacting laser cavities. In the

case of the boundary conditions, we need open boundary conditions to accurately

describe the loss of light due to leakage. While previous models have been designed

that describe these strongly coupled-cavities, such as lasers that use composite-cavity

modes, they use closed boundary conditions. In other models, such as those involving

delay differential equations (DDEs), we see that these cannot describe lasers which

are strongly-coupled as we have discussed in Chapter 2. However, models like the

steady-state ab-intio laser theory (SALT) have addressed the idea of open boundaries

for strongly coupled-cavities but in the steady-state case. Thus we arrive at what

this thesis has aimed to achieve, which was to understand the steady-state scenario

for strongly-coupled laser cavities with this open boundaries at threshold while also

designing a dynamical model that can describe these laser modes off-threshold.

To further understand the steady-state scenario, we needed to get an intuition

of a phenomenon obtained using SALT which were exceptional points (EPs). We

have seen that EPs, which are the coalescing of two eigenvalues, occur in a variety

of physical models, such as those seen in SALT and in a more simplistic model like

Coupled Mode Theory (CMT). In Chapter 3, we looked into CMT to develop a greater

understanding of this model, along with uncovering the behaviour of EPs. We first

showed the existence of these EPs for the coupled modes and how they behave with

the variation of parameters. Interestingly, it turns out the movement of these EPs in

CMT with changing a parameter also occurs in Chapters 4 and 6 in the same way.

Christopher P.J. O’Connor 139



Chapter 7. Conclusion and Future Work

Thus with this preliminary analysis we undertook with a more simplistic model as

CMT, we obtain the same behaviour as with more complicated models like SALT.

Moreover, we also were able to show the limitations of this model in the context of

weakly-coupled resonators.

We then moved on from this model to further investigate the openness of strongly

coupled-cavities in the steady-state scenario, which was SALT. In Chapter 4, we

first found a more elegant approach to represent the steady-state electromagnetic

field, which we titled the q-basis, an inspiration from the idea of power balance and

Poynting’s theorem. Instead of using the complex representation of the electric field

and magnetic induction, which is four variables, we instead wrote them in terms

of this q-basis, which is three. With this new basis, we then explored the idea of

EPs which were already calculated through SALT. In pervious work, SALT showed

a counter-intuitive phenomenon, which was that around an EP, it was possible with

increasing the pump, that a laser had the potential to go from above threshold to

below. This was replicated and explained in Chapter 4. Interestingly, it turns out

this effect was due to the power flow, where the power from a cavity in one pump

flows into the second which is absorbing. This results in the mode reducing below

threshold. We further completed a detailed analysis of coupled cavities including

introducing new questions which included how EPs occur for a higher frequency with

no gap between the cavities. This in fact was answered by developing a new and more

efficient method for calculating these threshold branches in Chapter 5.

The q-basis was extremely useful to gain some physical insight into how the elec-

tromagnetic field behaves in a coupled-cavity laser with open boundaries. However,

in Chapter 5, we developed another mathematical method to represent the electro-

magnetic field which was used to gain insight into the threshold branches of each laser

while also uncovering a new type of EP at threshold, which we titled the threshold

exceptional point. We called it the Z-basis. The main function in the Z-basis was

given by Z(z) which was the projection of the electromagnetic field onto a complex

Riemann sphere. In fact this basis is a Möbius transformation and the projection

of this transformation onto a complex Riemann sphere is a loxodromic logarithmic

spiral. This spiral led to explain why there are three distinct threshold branches,

separated by an EP in the previous chapter, for higher frequencies when there is no

gap. Moreover, what proved fascinating was the fact that the the lower branch (for

high pump in one cavity and low pump in the other) can only exist for more than one

cavity. This was due to one cavity absorbing while the other cavity has enough gain to

result in the laser to be at threshold. With this detailed analysis of the steady-state,
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this could be used to introduce dynamics into the situation.

In Chapter 6, the aim is to use the previous work in this thesis on the steady-state

regime, to design a dynamical set of equations to describe the coupled-cavity laser

with open boundaries. The key element to do this was to introduce a scaling term

which scales the electromagnetic field with the variation of the population inversion

of both cavities. This was carried out using the same principle of power balance

and Poynting’s theorem, with this scaling term to derive these dynamical equations.

We calculated modes by comparing those at threshold with the same proportion of

population inversion in both cavities. This resulted in a nice description of modes

above and below threshold dynamically. for these coupled cavities with an accurate

spatial description by connecting the dynamics with the q-basis. We analysed the

regions around threshold and our model also confirmed the threshold branches showed

in Chapters 4 and 5. One of the most interesting parts of this thesis was that in

theory, with increasing population inversion, it is possible to go from above threshold

to below threshold, confirming the work done with SALT in the literature and the

phenomenon showing up in Chapter 4 with the q-basis.

In this thesis, we have added to the research of coupled-cavities where we ex-

plored the steady-state of the electromagnetic field at threshold and derived multiple

mathematical representations to aid us to describe and solve some of the intriguing

mysteries that surrounds how these coupled-cavities behave at threshold. Using this

knowledge, we fulfilled the task from the outset of the thesis to derive a set of self

consistent dynamical equations to describe this strongly coupled-cavity lasers with

open boundaries. With all this in mind, the question is where can we go from here.

The first possible avenue to take is trying to develop further understanding of com-

plex laser structures with the dynamical equations derived in the previous chapter.

With them, one can uncover the dynamical effects and intriguing complexities that

are possible close to threshold for coupled cavities with outward flowing open bound-

aries. While there has been previous work such as with composite cavity modes which

can already show many types of dynamical effects, they do not treat the boundary

correctly as mentioned.

Another area that could be investigated is how to describe the gain medium more

accurately such as for semiconductor gain material. This was beyond the scope of

what we were concerned about in this thesis, as we formulated the dynamics of

the electromagnetic field where we used the idea of the two-level atom or two level

semiconductor as discussed in Chapter 2. Instead of using the two-level atom or the

two level semiconductor model where we derived the population inversion from, one
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could connect the dynamics with the electromagnetic field from the previous chapter

to dynamical equations for electrons and holes. This could lead to a more accurate

understanding of the gain medium dynamics that can be connected with the scaling

dynamics for the electromagnetic field we have derived.
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Ẽ(t) Time-dependent complex-valued electric field amplitude for op-

tical injection
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[10] F. P. Schäfer, W. Schmidt, and J. Volze, “Organic dye solution laser,” Applied

Physics Letters, vol. 9, p. 306, 1966.

Christopher P.J. O’Connor 157



Bibliography

[11] W. E. Lamb Jr, “Theory of an optical maser,” Physical Review, vol. 134,

p. A1429, 1964.

[12] H. Haken, Laser light dynamics, vol. 1. North-Holland Amsterdam, 1985.

[13] T. L. Koch and U. Koren, “Semiconductor photonic integrated circuits,” IEEE

Journal of Quantum Electronics, vol. 27, p. 641, 1991.

[14] H. A. Haus and W. Huang, “Coupled-mode theory,” Proceedings of the IEEE,

vol. 79, p. 1505, 1991.

[15] H. Erzgraber, D. Lenstra, B. Krauskopf, and I. Fischer, “Dynamical properties

of mutually delayed coupled semiconductor lasers,” in Semiconductor Lasers

and Laser Dynamics, vol. 5452, p. 352, International Society for Optics and

Photonics, 2004.

[16] S. Wieczorek, B. Krauskopf, T. B. Simpson, and D. Lenstra, “The dynam-

ical complexity of optically injected semiconductor lasers,” Physics Reports,

vol. 416, p. 1, 2005.
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[85] L. Ge, Y. Chong, S. Rotter, H. Türeci, and A. D. Stone, “Unconventional

modes in lasers with spatially varying gain and loss,” Physical Review A, vol. 84,

p. 023820, 2011.

[86] S. Esterhazy, D. Liu, M. Liertzer, A. Cerjan, L. Ge, K. Makris, A. Stone,

J. Melenk, S. Johnson, and S. Rotter, “Scalable numerical approach for the

steady-state ab initio laser theory,” Physical Review A, vol. 90, p. 023816, 2014.
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