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Abstract 

In the last decades, various DNA hybridization probes have been developed that 

attempt to conquer the challenge of single-nucleotide-variants (SNVs) detection. Even 

though a powerful toolbox including the toehold-exchange reaction, the dynamic ‘sink’ 

design, and the polymerase chain reaction (PCR) has been built, it still faces practical 

problems. For example, the natural DNA is usually in double-stranded form whereas most 

hybridization probes aim for single-stranded targets; the concentration of extracted DNA 

samples is totally unknown thus may lay outside the optimal design of probes/primers. To 

achieve ultra-high sensitivity and specificity, expensive and sophisticated machines such 

as digital droplet PCR and next-generation-sequencing may be inapplicable in rural areas. 

Therefore, the quantitative PCR method is still the gold standard for clinical tests. Thus 

motivated, my PhD career was mainly focused on the fundamental understanding of the 

challenges in SNVs discrimination and developing robust, versatile, and user-friendly 

probes/strategies.  

In this thesis, Chapter 1 provides a general introduction of dynamic DNA 

nanotechnology and its representative applications in discriminating SNVs. Chapter 2 to 4 

describe three completed projects that aim to understand the thermodynamic and kinetic 

properties of strand displacement reactions and to circumvent the challenges of 

discriminating SNVs through finely tuned probes/assays.  
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Equation 4.2: 𝑊(𝑓,𝑟) + 𝐶𝑇𝑐𝑖𝑠 ⇌ 𝑊(𝑓,𝑟)𝐶 + 𝑇𝑐𝑖𝑠, Δ𝐺𝑐𝑖𝑠
°  𝑓𝑜𝑟 𝑐𝑖𝑠 − 𝑐𝐴𝐵 𝐷𝑁𝐴 𝑏𝑎𝑙𝑎𝑛𝑐𝑒  

Equation 4.3: Δ∆𝐺𝐶𝑇
° : = Δ𝐺𝑁

° − Δ𝐺𝑐𝑖𝑠
° = (∆𝐺𝐶𝑊

° + ∆𝐺𝑇𝑁

° − ∆𝐺𝑊
° − ∆𝐺𝐶𝑇𝑁

° ) 

−(∆𝐺𝐶𝑊
° + ∆𝐺𝑇𝑐𝑖𝑠

° − ∆𝐺𝑊
° − ∆𝐺𝐶𝑇𝑐𝑖𝑠

° ) ≈ ∆𝐺𝐶𝑇𝑐𝑖𝑠

° − ∆𝐺𝐶𝑇𝑁

°   

Equation 4.4: ∆𝐺𝐶𝑇𝑐𝑖𝑠

° = ∆𝐺𝐶𝑇𝑁

° + Δ∆𝐺𝐶𝑇
°   

Equation 4.5: 𝜂 =
𝐹𝐶𝑇−𝐹𝐵𝐺

𝐹𝑃.𝐶.−𝐹𝐵𝐺
  

Equation 4.6: ∆𝐺𝑖𝑠𝑜
° = ∆𝐺𝑡𝑟𝑎𝑛𝑠

° − ∆𝐺𝑐𝑖𝑠
° = −RT ∙ ln (𝐾2/𝐾3) ≈ −RT ∙ ln (𝑘2/𝑘3)  

Equation 4.7: ∆∆𝐺𝑡𝑟𝑎𝑛𝑠
° = ∆𝐺𝑁

° − ∆𝐺𝑡𝑟𝑎𝑛𝑠
° = (∆𝐺𝑁

° − ∆𝐺𝑐𝑖𝑠
° ) + (∆𝐺𝑐𝑖𝑠

° − ∆𝐺𝑡𝑟𝑎𝑛𝑠
° ) 

= ∆∆𝐺𝑐𝑖𝑠
° − ∆∆𝐺𝑖𝑠𝑜

°   

Equation 4.8: ∆𝐺𝐶𝑇𝑡𝑟𝑎𝑛𝑠

° = ∆𝐺𝐶𝑇𝑁

° + Δ∆𝐺𝑡𝑟𝑎𝑛𝑠
°   

Equation 4.9: 
𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
= −𝑘𝐸−𝑓[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] + 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑡𝑟𝑎𝑛𝑠] − 𝑘𝑖𝑠𝑜[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]  

Equation 4.10: 
𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
= −𝑘𝑍−𝑓[𝐶𝑇𝑐𝑖𝑠][𝑊] + 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑐𝑖𝑠] + 𝑘𝑖𝑠𝑜[𝐶𝑇𝑡𝑟𝑎𝑛𝑠] 

boundary condition [𝐶𝑇]𝑡𝑜𝑡𝑎𝑙 = [𝐶𝑇𝑡𝑟𝑎𝑛𝑠] + [𝐶𝑇𝑡𝑟𝑎𝑛𝑠] + [𝐶𝑊]  

Equation 4.11: 
𝑑𝐹

𝑑𝑡
=

𝑑[𝐶𝑊]

𝑑𝑡
= 𝑘𝐸−𝑓[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] + 𝑘𝑍−𝑓[𝐶𝑇𝑐𝑖𝑠][𝑊] 

−𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑡𝑟𝑎𝑛𝑠] − 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑐𝑖𝑠]  

Equation 4.12: 
𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
= −𝑘𝐸−𝑎𝑝𝑝[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] − 𝑘𝑖𝑠𝑜−𝑎𝑝𝑝  

Equation 4.13: 
𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
= −𝑘𝑍−𝑎𝑝𝑝[𝐶𝑇𝑐𝑖𝑠][𝑊] + 𝑘𝑖𝑠𝑜−𝑎𝑝𝑝  

Equation 4.14: 
𝑑[𝐶𝑊]

𝑑𝑡
= −

𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
−

𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
 

= −𝑘𝐸−𝑎𝑝𝑝[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] − 𝑘𝑍−𝑎𝑝𝑝[𝐶𝑇𝑐𝑖𝑠][𝑊]  

Equation 4.15: 𝜂 =
𝐹𝐶𝑇−𝐹𝐵𝐺

𝐹𝑒.𝑞.−𝐹𝐵𝐺
× 𝐾𝑒.𝑞.  
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List of Abbreviations 

DNA deoxynucleotide acid 

RNA ribonucleic acid 

ssDNA single-stranded DNA 

dsDNA double-stranded DNA 

ctDNA circulating tumor DNA 

SNVs single-nucleotide-variants 

CRNs chemical reactions networks 

PCR polymerase chain reaction  

DF discrimination factor 

DMT dimethoxytrityl 

PAGE polyacrylamide gel electrophoresis  

HPLC high-performance liquid chromatography 

UV ultra-violet 

ITC Isothermal Titration Calorimetry 

DSC Differential Scanning Calorimetry 

Tm melting temperature 

1D one-dimensional  

3D three-dimensional  

AuNP gold nanoparticle 

HBV hepatitis B virus  

CHA catalytic hairpin assembly 

3DDN three-dimensional DNA nanomachine 

AE activation efficiency 

WT wild-type 

DF discrimination factor 

RF robustness factor 

DEPs DNA equalizer probes 

DEG DNA equalizer gate 

RM reaction matrix 

STH soil-transmitted helminth  

TT trichuris trichiura 

D.R. drug resistance 

PM10 1×PBS buffer with 10 mM MgCl2 

TE 1×Tris-EDTA buffer 

SDR strand displacement reaction 

TER toehold-exchange reaction 
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Chapter 1  

Introduction of dynamic DNA nanotechnology and its 

applications for discriminating SNVs  

 

1.1 General introduction to DNA nanotechnology  

With the developments in molecular biology, chemical synthesis, and computer 

science, a multi-discipline field, DNA nanotechnology, has been growing rapidly. Rather 

than employing nucleic acids as biological engineering materials, DNA nanotechnology 

utilizes artificial nucleic acids as building blocks to construct various dynamic reaction 

networks,1–4 computation and logic circuits,5–8 and nanostructures9–12. This field can be 

roughly divided into dynamic and structural DNA nanotechnology. Dynamic DNA 

nanotechnology uses DNA-based reactions/reaction networks to achieve desired probe or 

computation architectures; in structural DNA nanotechnology, DNA strands are regarded 

as ‘LEGO’ building bricks to construct highly ordered self-assemble nanostructures. In this 

thesis, we are focusing on the studies of dynamic DNA nanotechnology and its specific 

application in detection of single-nucleotide-variants (SNVs) in target sequences.  

1.1.1 Dynamic DNA nanotechnology  

The fundamental building blocks in dynamic DNA nanotechnology are strand 

displacement reactions. The toehold-mediated strand displacement was first introduced by 

Yurke et al. (Fig. 1.1a).13 The term ‘toehold’ short single-stranded overhangs (Fig. 1.1a, 
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green sequence domains) that can initiate the hybridization between a single-stranded input 

and a duplex substrate (Fig. 1.1a, Input A and Duplex X). thereafter, the input strand 

displaces out the original complementary strand in a ‘random walking’ manner, called 

branch migration. As more base pairs are formed, this process is thermodynamically 

favored. Compared to the toehold binding step, branch migration is relatively much faster. 

Depending on the length and GC content of toehold region, the overall displacement rate 

is around the scale of 1 × 106 M-1 s-1.5 It should be pointed out that when mismatches exist 

between the input and duplex, the kinetics might be significantly slowed.14  

Inspired by the toehold-mediated strand displacement, alternative types of strand 

displacement reactions including remote toehold15 and allosteric toehold16 designs have 

been developed. In the remote toehold design, a spacer domain separates the toehold and 

branch migration domains (Fig. 1.1b). And in the allosteric toehold, the displacement 

reaction between input and duplex cannot occur in an indirect way. A regulator short strand 

opens the protected secondary toehold (Fig. 1.1c, orange domain) first, then the input reacts 

with the three-stranded complex to generate two duplex products (Fig. 1.1c). 

Of all toehold designs, toehold-exchange is one of the most powerful and widely 

used strategies for designing assays and probes that discriminate SNVs (Fig. 1.1d). This 

reaction was first introduced by Zhang et al.,17 and it contains two toehold regions which 

makes reaction reversible. By simply tuning the length of the forward and reverse toehold, 

one can control the thermodynamics of the reaction with high precision. Moreover, the 

toehold-exchange principle also effectively decouples the thermodynamics and kinetics of 

the strand displacement, allowing the reaction to progress rapidly regardless of the 

thermodynamics. 
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Figure 1.1. (a) The Schematic of the toehold-mediated strand displacement reaction. Input 

A hybridizes with the complementary toehold of complex X to initiate branching migration, 

and then A displaces B to form a new complex Y. (b) Schematic of remote toehold-

mediated strand displacement. The toehold and displacement domains on both the duplex 

substrate and a single-stranded input strand are separated by spacer domains (black 

domain). Bounding of the duplex substrate and the input strand by hybridization of the 

toehold domains is followed by an internal diffusion step, initiating the branch migration 

reaction by which the short strand of the substrate is displaced. (c) Schematic of allosteric 

toehold-mediated strand displacement. A short strand R first reacts with CP to form a 

reaction intermediate CPR, and the invading region of R exposes a short segment of C that 

serves as a secondary toehold to drive the strand-exchange between A and CPR to form 

AC and RP. (d) Schematic of the toehold exchange reaction. Hybridization of the duplex 

X to the input A strand is initiated at the 5′ toehold of X, proceeds through a branch 

migration process, and is completed via the spontaneous dissociation of the 3′ base pairs 

of the duplex to release original complementary strand. The toeholds allow the forward and 

reverse reactions to proceed with fast kinetics.  
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As the Watson-Crick base pairing is highly predictable and programmable, toehold-

mediated DNA strand displacement reactions can be easily simulated in silico. Currently, 

the free software NUPACK18 and oxDNA19 can accurately predict the thermodynamic 

properties of DNA strands. As for the simulation of kinetic process, the strand displacement 

reactions are always simplified as typical bimolecular reactions. Free software Visual 

DSD20 pioneers the work of implementing complex dynamic architectures in a 

programming-like language. Besides, custom and more specific simulation frames can be 

accomplished in MATLAB, Python, etc. 

With the high similarity between DNA-based reactions and electronic circuits, 

dynamic DNA nanotechnologies have been employed to construct catalytic amplifiers,3 

arbitrary chemical reactions networks (CRNs),1,2 complex logic circuits,5,8 and synthetic 

biology analogues4. Several representative works (mainly by Winfree and Qian’s groups) 

will be discussed here. 

In 2006, Winfree et al.5 designed an enzyme-free nucleic acids logic circuit to 

mimic the electronic ones (Fig. 1.2). For a basic AND gate, two inputs are required to be 

present simultaneously to produce the output signal. Reflected in the DNA architecture, 

the first input Gin reacts with the three-stranded complex GFEout to generate an intermediate 

duplex FEout that possesses an open toehold region to the second input Fin. The final output 

Eout is then produced by a strand displacement reaction. By labelling the termini of strands 

E and F with fluorophore and quencher, the reaction process can be monitored in real time. 

Only when two input strands Gin and Fin are added together, the fluorescence representing 

the output strand E can be generated. All together, this DNA-architecture resembles the 
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AND logic gate. The NOT gate, thresholding, and series circuits can also be constructed to 

achieve complex designs. 

 

Figure 1.2. The two-input AND gate made of DNA strands. (a) The scheme showing the 

DNA-based reactions within the AND gate. The first input Gin reacts with the substrate 

GFEout by collision of the toehold (red domain). The generated intermediate duplex FEout 

then reacts with the second input Fin to finally produce the output strand Eout. (b) In 

fluorescence experiments, carboxytetramethylrhodamine (TAMRA) fluorophore and Iowa 

Black RQ quencher were labelled at the 3′ and 5′ end of Ff and Eq, respectively. Only when 

both inputs were present, fluorescence signal can be generated. (c) The analog of the DNA 

circuit to electronical AND circuit.  

 

Signal amplification plays critical roles in biochemical reactions whereas it is 

difficult to complement for enzyme-free artificial systems. Zhang et al.3 designed an 

entropy-driven catalytic circle by displacement reactions in 2007. In this design, the total 

number of base pairs are constant, but the substrate are consumed to waste (S, W in Fig. 

1.3a). In the meanwhile, the fuel strands (F) release the loads (OB and SB, Fig. 1.3a) out 

in the substrate. Therefore, this process is driven by the entropy gain. Within the cycle, a 
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short single-stranded DNA initiates the reactions but is restored in the end of circle, thus 

termed as catalyst strand (C, Fig. 1.3b). 

 

Figure 1.3. The entropy-driven catalytic circle. (a) The participating components in the 

circle. Numerical labels denote the functional domains. (b) To start the catalytic circle, the 

catalyst strand reacts with substrate and generates intermediate I3 and a single-generating 

strand SB. The fuel strand displaces out the output strand thereafter and the catalyst strand 

will be restored.   

 

Another showcase of the programmability of dynamic DNA nanotechnology is that 

DNA can be utilized as a universal substrate for chemical kinetics.2 That is, an assembly 

of DNA strand displacement reactions sets can closely approximate the kinetic behavior 

almost arbitrary coupled chemical reaction networks. Complex kinetic pattens, such as 

Lotka-Volterra oscillator, chaotic system, and feedback digital logic circuit can be built. 

Figure 1.4 illustrates the compilation of a mathematically-inspiring whereas chemically 

not-existing oscillator, the rock-paper-scissors, by DNA reaction modules. It is a good 

example of the dynamic DNA nanotechnology to fill the gap between 

mathematics/computer science and the chemistry/biology. 
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Figure 1.4. Schematic of the mathematical model and corresponding DNA species to 

implement the rock-paper-scissors oscillation reaction. Oscillations were observed in the 

concentrations of DNA species that representing formal reactant species (A, B, and C). For 

a typical reaction module, an input strand initiates a cascade that displaces two output 

strands from a complex, in the process converting two “fuel molecules” into “waste.”   

 

Apart from implementation of chemical reactions, dynamic DNA nanotechnology 

is also capable of building more advanced biological functions and algorithms. For instance, 

memory storage is an important function for cells. The synthetic biology techniques can 

fulfill this function by rewiring the genetic systems in vivo. In contrast, DNA 

nanotechnology can construct simplified and artificial long-term memory circuits in a more 

controllable manner. Rondelez et al.4 constructed switchable circuits of bistable and 

updatable (push-push) memory patterns. A more fascinating example is the implementation 

of a winner-take-all neural network with DNA-strand-displacement reactions, by Qian’s 

group.8 In this design, handwritten digits ‘1’ to ‘9’ are abstracted to 100 bits in 10 × 10 

grids, and each grid unit corresponds to a particular DNA molecule. The digits are 
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characterized by 20 specific DNA molecules. The whole DNA grids set was then trained 

by picture bank of handwritten digits, through the DNA neural networks. For an unknown 

digit, the DNA neural network would compute the corresponding unknown DNA grids set 

with winner-take-all algorithm and predict the most-like digit (Fig. 1.5). 

 

Figure 1.5. (a) The circuit diagram for recognizing the ‘1’ to ‘9’ handwritten digits by two 

winner-take-all functions WTA1 and WTA2. (b) The pattern of nine digits are abstracted 

by two sets of characterization grids that relates to specific DNA strands. (c) Number of 

total DNA species used in this system. (d) Fluorescence kinetics data (dotted lines) and 

simulations (solid lines) of the circuit behaviour with nine representative input patterns 

(shown in the plots). (e) The fluorescence level of each pair of outputs.  
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1.2 Discrimination of SNVs by DNA hybridization probes  

1.2.1 Significance of SNVs detection and traditional methods  

A single-nucleotide-variant (SNV) is a genetic variation in a single nucleotide. 

SNVs occur at a frequency of 1 every 100–300 bases in the human genome, which may 

have important clinical consequences. Genetic SNV at coding regions are closely related 

to the causes of many somatic diseases such as cancer, Alzheimer’s disease, and many 

others.21-24 Therefore, disease-related SNVs found in the blood circulation, such as 

circulating tumor DNA (ctDNA) and microRNAs, may serve as important disease 

biomarkers for in vitro diagnosis, and can be used to monitor the development of the 

disease.25-29 However, many important disease-related nucleic acids only present in trace 

levels. For example, the abundance of ctDNA was estimated to be only 1% or even 0.01% 

of the entire circulating DNA. Discrimination of SNVs in such low abundant nucleic acid 

markers is often challenged by interference from the large excess of wild-type counterparts. 

Therefore, techniques capable of discriminating rare SNVs with high sensitivity and 

specificity in liquid biopsies are highly desired and hold great promise for disease diagnosis 

and prognosis. 

Current techniques for analyzing SNVs rely mainly on polymerase chain reaction 

(PCR) and nucleic acid sequencing. However, both techniques are challenged by tedious 

and lengthy operation procedures, the need for expensive infrastructure and special 

expertise, and high error-rate for discriminating SNVs. The use of nucleic acid 

hybridization probes, such as molecular beacons and Taqman probes, have helped improve 

assay speed and accuracy through exquisite Watson–Crick base pairing rules, but are 

generally difficult to design and operate, and extensive experimental validation and 
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optimization are required. This is because the thermodynamic difference between a SNV 

and its wild-type counterpart is only a few kcal mol−1, the discrimination of which requires 

a delicate balance between hybridization yield and sequence selectivity. Moreover, 

coexisting nucleic acids with high sequence similarity in liquid biopsies are often at 

concentrations 100–10,000 times higher than those of target SNVs. As high sequence 

interference may further comprise the analytical performance of hybridization probes, 

alternative strategies that are highly programmable and robust are thus urgently needed for 

the detection of SNVs over high abundance interfering sequences in real clinical samples. 

1.2.2 Methods based on dynamic DNA nanotechnology  

Facing these challenges, dynamic DNA nanotechnology offers unique solutions for 

analyzing SNVs with high sensitivity, specificity, programmability and robustness. 

Specifically, toeholds in DNA strand displacement reactions have remarkable tunability at 

both thermodynamic and kinetic levels. As such, in silico sequence design becomes 

possible for generating strand displacement beacons or even more sophisticated strategies 

capable of isolating or enriching rare SNVs. 

To quantitatively indicate the SNV detection performance, the parameters 

specificity and sensitivity are commonly used. Sensitivity, or detection limit, refers to the 

lowest analytical concentration detectable by the detection system. Specificity is usually 

assessed using the DF, indicating the discrimination degree of the method against false 

targets. The calculation formula of specificity and sensitivity is as follows:30  

Specificity (DF): =
𝜒𝑇

𝜒𝑁
≅

[𝑇∙𝑃𝑟𝑜𝑏𝑒]

[𝑇]0
[𝑁∙𝑃𝑟𝑜𝑏𝑒]

[𝑁]0

⁄  𝑜𝑟 𝐷𝐹 =
𝜒𝑇

𝜒𝑁
≅

∆𝐹𝑇

∆𝐹𝑁
 , (eq. 1.1)  
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Sensitivity(yield): =
[𝑇∙𝑃𝑟𝑜𝑏𝑒]

[𝑇]0
 , (eq. 1.2)  

where T and N represent the target and non-target molecules, respectively. χ is the 

hybridization yield. [T]0 and [N]0 represent the initial concentration of T and N molecules, 

respectively. [T⋅Probe] and [N⋅Probe] represent the product concentration of T and N 

molecules reaction, respectively. ΔF is the net increment of the signal. 

Ever since the toehold-exchange reaction been developed, it has become the critical 

tool to discriminate SNVs. The reversible nature of toehold-exchange makes it very 

sensitive to subtle changes in thermodynamic difference caused by SNVs. Reaction yield 

and discrimination factors (DFs) can be predicted accurately and tuned by altering the 

lengths of the forward and reverse toeholds. It is also possible to further improve the 

specificity for discriminating rare SNVs by introducing competitive “sink” probes.30 This 

“sink” strategy takes advantage of both kinetics and thermodynamics to enhance 

hybridization specificity, making it possible to detect a minute amount of SNVs with a 

large excess of wild-type interference. Zhang et al.31 achieved in vitro diagnosis of mutant 

nucleic acids such as EGFR-L858R by this strategy with a large excess of wild-type 

interference. 

The fundamental basis of discriminating SNVs using toehold-exchange was first 

established by Zhang and colleagues in 2012 (Fig. 1.6).31 The standard Gibbs free energy 

(ΔG°) of a toehold-exchange reaction between an input X and duplex CP was found to be 

tunable by altering the length of the forward and reverse toehold. When ΔG° is highly 

negative, this reaction has a high reaction yield but low sequence specificity (DF is close 

to 1). However, when ΔG° is tuned to be near 0, the reaction yield approaches 50% and the 
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DF increases dramatically. Hybridization probes making use of toehold exchange were also 

found to be highly robust, and resistant to changes in assays conditions such as buffer saline 

and temperature. In addition to toehold length, it is also possible to further fine-tune the 

toehold-exchange through auxiliary probes such as the protector probe (P) in Fig. 1.6. 

Because thermodynamic parameters of toehold-exchange probes are readily available, it is 

possible to achieve the in silico design of such probes without the need for experimental 

optimization. Such simulation-guided designs and operations of toehold-exchange probes 

make them highly attractive for practical application in SNV analyses. Zhang et al.31 

detected the let 7 g and other SNV nucleic acids through this design. 

 

Figure 1.6. Toehold exchange probes for SNV identification. (a) The probe reacts with an 

incorrect target X to release protector strand P. In this process, the standard free energy of 

the reaction is close to zero. (b) Hybridization of a spurious target S with one base change 

is thermodynamically less favorable by + 2.97 kcal mol−1.  
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One inherent restriction of typical toehold exchange reaction is that the 

hybridization probes can only recognize single-stranded targets with mutations sites. 

Therefore, Zhang et al. further expanded the target to double-stranded nucleic acids through 

the development of an X-probe (Fig. 1.7).32 In this design, two different toeholds are 

created at the same end of each complementary strand in a duplex. Upon binding with the 

probe, a quadruplex DNA structure will be formed. If the target contained a base pair of 

SNVs, two mismatch bubbles will be generated in the produced duplexes. 

Thermodynamically, SNVs in the double-toehold exchange reaction are less favorable than 

that in a single-toehold counterpart, resulting in the enhancement in specificity. 

 

Figure 1.7. Schematic representation of the double-stranded toehold exchange mechanism. 

(a) Reversible branch migration process of double-chain toehold exchange. (b) Highly 

specific variants identification based on double-stranded toehold exchange. The reaction 

with the intended target has ΔG°intended is close to zero. The reaction between the probe and 

the SNP target will result in two mismatch bubbles, and the reaction ΔG°SNP will be about 

8 kcal mol−1. (c) For a specific SNV the difference of reaction free energies is constant. To 
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optimize the discrimination performance, when the ΔG°intended is around zero the specificity 

is highest.  

 

Despite excellent performance for discriminating SNVs using toehold-exchange, it 

remains analytically challenging to detect rare SNVs in the presence of a large excess of 

somatic nucleic acids. To address the need for discriminating rare mutations, Zhang et al.30 

introduced a “sink” strategy, which dramatically improved the specificity of toehold-

exchange probes. Because of the complexity in the reaction network, they built a model to 

simulate and predict the yield and DF distribution as a function of probe and sink reaction 

free energy. The basic principle is to reduce the reaction potential between unexpected 

spurious targets and signal-generating probes by splitting the target-probe hybridization 

process. The perfect match target-probe pairs have faster kinetics than that with a SNV 

mismatch. Therefore, unwanted wild-type target will be annihilated by the sink instead of 

competing the SNV target to generate a signal. Seelig et al.33 further improve the sensitivity 

of the Sink design by introducing two fuel strands (Fig. 1.8). Using this strategy, both the 

sensitivity and specificity can be enhanced. In addition to linear probes, DNA hairpins may 

also be used as competitive “sink” probes to enhance the sequence specificity.34 For 

example, Liu and coworkers35 combined hairpin competitor and asymmetric PCR 

amplification with in vitro diagnostics. Eventually, they successfully detected mutant 

nucleic acids (KRAS-G12D) with only 0.2% abundance. 
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Figure 1.8. Using an engineered two step sink and catalytic probe, SNVs in any position 

of the input can be reliably identified. (a) Two-step reaction mechanism. The first reaction 

step is a reversible toehold exchange reaction between the input strand (I) and the waste 

strand (W1). In the second step, an auxiliary helper molecule (H) competes with W1 for 

binding to the magenta toeholds. Binding of H makes the overall reaction irreversible. (b) 

An amplification probe mechanism. Binding of the input strand is reversible, exactly as for 

the two step probe. In the second reaction step, the longer helper (or fuel) sequence 

hybridizes to the bottom strand using the pink toehold and displaces not only the waste 

strand W2 but also the input irreversibly. After the input is released, it can react with 

another probe to initiate the next catalytic cycle. (c) An amplification circuit with a 

competitive two-step sink exhibits dramatically increased specificity and sensitivity for 

SNVs.  
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Similar to the ‘Sink’ design, Zhao and Xiao36 proposed a ‘kinetic trap’ approach 

for uniformly sensitive and specific DNA hybridization probes without optimization. For 

a Standard-probe/Standard-blocker design, the target competes hybridization with the 

probe against to the blocker strand (Fig. 1.9a). The perfect base-paring between the mutant-

type target and probe or the wild-type target and blocker differentiates the thermodynamic 

difference between correct/spurious targets. However, this standard design needs to be 

carefully tuned to optimize the specificity. In their strategy, the hairpin probe is replaced 

by a duplex one (Fig. 1.9b). As such, the target, whichever wild-type or mutant-type, will 

be kinetically favored to react with the blocker strand first and a 4-way strand exchange 

reaction leads the signal-generating products (PMT+BS, Fig. 1.9b) back to non-signal state 

(PS+BMT, Fig. 1.9b). In this ‘4-way exchange’ manner, the specificity is uniformly high 

for a wide concentration range of blocker. As a demonstration of ultra specificity of this 

strategy, they successfully detect the KRAS G13D and KRAS G12S point mutation in low 

abundance (0.1%). 
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Figure 1.9. (a) The reaction pathways and the levels of associated free energy changes for 

the Standard probe/standard blocker system. (b) The reaction pathways and the levels of 

associated free energy changes for the probe/blocker system by using kinetic traps.  
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1.3 Synthesis and chemical modifications of nucleic acids  

The development of DNA nanotechnology is greatly promoted by the chemical 

synthesis of oligonucleotides. Nowadays, the production of artificial oligonucleotides is 

based on the phosphoramidite approach (Fig. 1.10). By using the highly optimized 

synthesis cycles, the coupling yield is more than 99% per cycle and the oligonucleotides 

can be as long as 200mer.37 The price per nucleotide has decreased from hundreds of USD 

to about $0.1.The nucleoside monomer is shown in Fig. 1a, where the 5’-hydroxyl group 

is protected by dimethoxytrityl (DMT), and a phosphoramidite group on the 3’-hydroxyl 

group of the deoxyribose sugar. The starting point of a cycle is typically a nucleoside-

modified solid support, such as controlled pore glass beads (Fig. 1.10b, blue spheres). DMT 

in the support-bound nucleoside is removed just before coupling step. A large excess of 

appropriate nucleoside phosphoramidite is mixed with tetrazole activator to remove the 

diisopropylamino group. Thereafter, a phosphorus-oxygen bond is formed with the 5’-

hydroxyl group of the support-bound nucleoside (Fig. 1.10b, coupling step). For unreacted 

support-bound nucleoside, the 5’-hydroxyl group is capped by an acetylating reagent thus 

rendering the unreacted nucleosides inert (Fig. 1.10b, capping step). The formed phosphite-

triester is unstable in the following acidic detritylation step and thereby must be converted 

to a stable phosphotriester form. This step is achieved by the iodine oxidation (Fig. 1.10b, 

oxidation step). This resultant support-bound oligonucleotide is ready to participate in the 

next cycle. At the end of synthesis, the newly synthesized oligonucleotide is cleaved from 

the solid support by ester hydrolysis. The truncated product is then purified by HPLC 

(40~80 nucleotides) or gel electrophoresis (>80 nucleotides). 
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Figure 1.10. Synthesis of oligonucleotide though Phosphoramidite approach. (a) A 

phosphoramidite nucleoside monomer. The reactive 5’-hydroxyl group is usually protected 

by dimethoxytrityl (DMT); nitrogenous bases, guanine, adenine, cytosine, are protected by 

N(2)-isobutyryl, N(6)-benzoyl, N(4)-benzoyl, respectively; a diisopropylamino group and 

a -cyanoethyl group are used to protect the hydroxyl groups on the phosphite. (b) The 

automated oligo synthesis cycle.28 Activator is 5-(ethylthio)-1H-tetrazole catalyst.  

 

To expand the functionality of canonical nucleic acids, different chemical moieties 

can be incorporated into the DNA/RNA strands during the phosphoramidite synthesis 

procedure. For example, introducing a photoswitchable functional group, such as 

azobenzenes, stilbenes, spiropyrans, can fulfill the modified nucleic acids photoregulation 

function.39,40 One of the most widely used photoresponsive chromophores is 

azobenzene.41,42 Figure 1.11a shows the azobenzene phosphoramidite monomer 

synthesized by Komiyama et al. in 2007.43 There exists two isomers of azobenzene: the 

stable trans-isomer (E) at room temperature and cis-isomer (Z) that can be photoswitched 

by UV light (Fig. 1.11b). The photoisomerization from trans- to cis-configuration occurs 

rapidly (femtoseconds) whereas the backward process is relatively slower. Azobenzenes 

and derivatives have been well studied and incorporated with DNA strands44,45 to build 
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light-induced constitutional dynamic network,46 hydrogel,47 photo-responsive origami 

nanostructures,48 nano/micro-capsules and drug delivery49,50. 

 

Figure 1.11. (a) The azobenzene phosphoramidite monomer. (b) The photoisomerization 

between trans-azobenzene(E) and cis-azobenzene(Z).  

 

With diverse modifications have been developed in the chemistry perspective, rare 

attention has been put on the characterization of the thermodynamic and kinetic properties 

within the DNA-based reactions. The commonly used methods are heavily dependent on 

expensive instruments of Isothermal Titration Calorimetry (ITC), Differential Scanning 

Calorimetry (DSC), and UV melting (Tm). However, those methods can only measure the 

thermally stable molecules/modifications and the kinetic information cannot be recorded. 

In this thesis (Chapter 4), we propose a dynamic method to probe both the thermodynamic 

and kinetic properties of chemically modified DNA-based reactions. 
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1.4 Objectives and hypothesis  

The overall objective is to understand the thermodynamic and kinetic properties of 

toehold-mediated strand displacement reactions and thereby develop dynamic reaction 

networks/architectures aiming to discriminate clinically important single-nucleotide-

variants (SNVs), and to probe hybridization properties of chemically modified DNA. 

Hypothesis: combine experimental and in silico simulation to develop well-tuned DNA 

hybridization probes/assays or desired reaction pathways. Three projects are descried here 

to demonstrate the progress of achieving the overall objective.  

The first project was our first theoretical study of the fundamental toehold-mediated 

strand displacement reaction, especially toehold exchange (Chapter 2). Under the 

theoretical guidance, we designed a noncovalent DNA catalysis circle and assembled it 

onto the surface of gold nanoparticles to build a three-dimensional DNA nanomachine 

(3DDN). Our 3DDN was capable of discriminating SNVs with high sensitivity and 

specificity.  

In the next project, we reinspected the current DNA hybridization probes and 

summarized the limitations as: 1) most of the probes were targeting single-stranded targets 

whereas the natural DNA strand preferred more stable double-stranded form; 2) there 

existed a range of target concentration, which we termed ‘detection window’, where the 

probes/assays can work properly. To expand the detection window for discriminating 

SNVs in double-stranded targets, we set out to construct a DNA Equalizer Gate (DEG) that 

makes the detection event more robust. Complex mathematical models along with 

simulation were used to guide the experimental design.  
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After the success of previous two projects, we then realized the fundamental 

similarity between SNVs and chemical modifications in oligonucleotides. Thus motivated, 

we intended to profile the thermodynamic and kinetic properties of chemically modified 

strand displacement reactions. A photoswitchable modification, cyclic-azobenzene (cAB), 

was chosen as testbed for our hypothesis. A reversible strand displacement DNA 

mainframe was employed to examine the properties change caused by cAB and a series of 

short DNA invader strands were used to alter the reaction conditions. Due to the high 

resemblance with balance scale, we termed the mainframe as DNA balance and invader 

strands as DNA weights. The thermodynamic changes caused by chemical modification 

could be weighed by DNA balance.   
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Chapter 2  

Simulation-guided engineering of an enzyme-powered three 

dimensional DNA nanomachine for discriminating single 

nucleotide variants  
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2.1 Introduction  

Nature has evolved highly complicated and hierarchical machines that perform 

diverse biological functions in living systems with remarkably high efficiency and 

precision. Inspired by nature, various artificial molecular machines have also been created 

with DNA as a primary choice of building blocks.1,2 In particular, DNA-based walking 

devices that convert chemical energy to mechanical motions hold great promises for smart 

drug delivery, biocomputing, and diagnostics.3–22 Despite the extraordinary nanometer 

precision in transporting payload along well-designed one-dimensional (1D),3–5 two-

dimensional (2D),6–11 or three-dimensional (3D) tracks,12 the real-world applicability of 

current DNA walking devices is challenged by the slow kinetics and low processivity.13,14 

Recent effort in designing stochastic DNA walkers that traverse on 3D tracks made of 

micro- or nanoparticles has greatly enhanced the walking speed and processivity and thus 

promoted their uses in biosensing and biodiagnostic applications.13–22 For example, 

Ellington group introduced a series of 3D stochastic DNA walkers that could take more 

than 30 continuous steps by integrating catalytic hairpin assembly (CHA) with 

microparticles.13,14 Our group developed a nicking endonuclease-powered stochastic 3D 

DNA walker that moves rapidly on a 20 nm gold nanoparticle (AuNP).15 A few other 

nanoparticle-based high-processive stochastic 3D DNA walkers that were propelled by 

DNAzymes,16–18 nucleases,19–21 and enzyme-free DNA catalysis,22 have also been recently 

created and found unique applications in amplified biosensing and imaging. Despite the 

recent advances for biomolecular analysis,13–22 assays making use of DNA walking devices 

often involve iterative empirical sequence-based optimization to achieve the desired 

analytical performance. So far, there is no simulation tool available to guide the design and 
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operation of DNA walking devices for bioanalytical applications. Herein, we introduce a 

simulation-guided strategy that programs the sensitivity and specificity of a 3D DNA 

walking device for discriminating single nucleotide variants (SNVs). 

SNVs are important biomarkers both clinically and biologically, as single base 

differences in nucleic acid sequences can lead to profound biological and clinical 

consequences.23 The discrimination of a single nucleotide mismatch in a given nucleic acid 

sequence can be technically very challenging. Although the hybridization with a fully 

complementary sequence is energetically more favourable than a SNV, the thermodynamic 

gain of many correctly paired bases can easily override the thermodynamic penalty of a 

single mismatch.24,25 Similarly, the high processivity of most stochastic 3D DNA walking 

devices relies on the high energy input through newly paired bases or enzymatic cleavage, 

and thus are generally not favourable systems to discriminate SNVs.15 To ensure the 

sequence specificity, the hybridization has to be performed at or near the melting 

temperature, where the free energy of the reaction is close to zero.24,25 However, commonly 

used tuning strategies including high assay temperatures and chemical denaturation are not 

practically feasible and difficult to be predicted for complexed dynamic DNA systems, 

such as DNA walkers. Here, we aim to address this challenge by engineering a 3D DNA 

nanomachine (3DDN) with frustrated complementary probes that are operated by the 

toehold-exchange. Such probes hybridize less favourably to their intended targets than the 

standard hybridization probes and thus can enhance sequence specificity at the cost of the 

hybridization yield.24–27 Therefore, guided by our simulation tool, we perform an in silico 

sequence design and optimization to balance the device sensitivity and specificity. 
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Facilitated by the simulation, we also develop a new in-solution tuning strategy that 

enhances both sensitivity and specificity of 3DDN through non-covalent DNA catalysis.  
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2.2 Result and Discussion  

2.2.1 Device design and theoretical considerations  

As shown in Figure 2.1A, our enzyme-powered 3D DNA nanomachine (3DDN) is 

engineered by co-conjugating ∼20 DNA walkers (D) carrying a nicking recognition site 

and ∼400 fluorescently labelled signal reporters (R) carrying a nicking cleavage site on a 

single 20 nm AuNP. In the presence of nicking endonuclease, D rapidly walks along the 

surface of AuNP and cleaves R to generate amplified fluorescence signals. To be used for 

nucleic acid sensing, D is first deactivated using a protecting DNA (P) through 

hybridization. P deactivates the 3DDN by partially sequestering the nicking recognition 

sequence on D, and thus D is unable to hybridize with R (Fig. 2.1B). The target (T) activates 

the DNA walker by freeing D from DP duplex through a toehold exchange reaction. The 

reaction can be written as DP + T ↔ TP + D and has a reaction standard free energy ∆𝐺𝑟𝑥𝑛
° . 

DP with more negative ∆𝐺𝑟𝑥𝑛
°  value binds with T with higher hybridization yield, but it 

also spuriously binds SNVs. Conversely, DP with less negative ∆𝐺𝑟𝑥𝑛
°  value binds T with 

low yield but high selectivity. So far, there are generally two ways to tune the 

thermodynamics of a toehold-exchange reaction to achieve a reasonable trade-off between 

hybridization yield (assay sensitivity) and sequence selectivity (assay specificity), 

including (1) the discrete sequence-level tuning through the length of toehold domains,24,25 

and (2) the continuous in-solution tuning by controlling the stoichiometry between the 

probe strand and the protector strand.26 The tuning of both parameters can be performed in 

silico, which has been successfully demonstrated in the design of ultraspecific conditional 

molecular probes.24–27 We reason that such powerful simulation tools can also guide the 

design and applications of more complexed, multi-component, multi-step DNA machinery 
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systems. Herein, we perform a simulation-guided engineering of the 3DDN for 

discriminating SNVs. We also introduce a new auxiliary probe, a molecular fuel (F) that 

tunes both assay sensitivity and specificity in-solution via noncovalent DNA catalysis (Fig. 

2.1C).  

 

Figure 2.1. (A) Schematic illustration of the enzyme-powered 3D DNA nanomachine 

(3DDN). (B) Mechanisms of deactivation of 3DDN by sequestering D with P and 

activation by T through toehold exchange. (C) Schematic illustration of the in-solution 

tuning of 3DDN via noncovalent DNA catalysis.  
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2.2.2 Simulation-guided sequence-level tuning of 3DDN for discriminating SNVs  

As a proof-of-principle, we designed a 3DDN responsive to a subsequence of the 

Mycobacterium tuberculosis rpoB gene (Fig. 2.2). The sequence design and optimization 

was guided by simulation, where reaction yield (Fig. 2.2C) or sequence selectivity (Fig. 

2.2D) was plotted as a function of ∆𝐺𝑟𝑥𝑛
° . ∆𝐺° values for all sequences were determined 

using NUPACK under a condition (37 °C, 100 mM Na+, 10 mM Mg2+) nearly identical to 

the actual experiments (Table 2.3). The reaction yield equals to the ratio between [TP] and 

[T]0, theoretical values of which were estimated using MATLAB (details in Section 2.2.3), 

where [T]0 was fixed at 1 nM (Fig. 2.2C and Fig. 2.3). The activation efficiency (AE), 

defined as the ratio between target-activated D over the total, can be further estimated 

theoretically by plotting [D]/[DP]0 as a function of [T]0 and ∆𝐺𝑟𝑥𝑛
°  (Fig. 2.4). [DP]0 was 

estimated to be 2 nM for all experiments, as 100 pM devices were used for all experiments 

and ∼20 DP per device was estimated. The sequence selectivity was determined as the ratio 

between the reaction yield of a wild type (WT) target and that of a single nucleotide variant 

at a given ∆𝐺𝑟𝑥𝑛
° . By comparing WT with SNV19A and 8 other SNVs (Table 2.5), we 

determined that the optimal lengths of forward (f) and reverse toeholds (r) were both 10 nt 

(Fig. 2.2 and Fig. 2.4). Using this sequence design, the reaction yield is ∼50% for the WT 

and less than 10% for all SNVs. 
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Figure 2.2. Sequence-level tuning of the 3D DNA nanomachine (3DDN) for 

discriminating SNVs. (A and B) The toehold-exchange motif (DP) of the 3DDN consists 

of a DNA walker (D) and pre-hybridized protecting strand (P). This motif can react with 

an intended target (T) to release D for the subsequent stochastic walking along the AuNP 

track. Under the optimal sequence design (f = 10 nt, r = 10 nt), the standard free energy 

(∆𝐺°) of the forward reaction is +0.98 kcal mol−1 for the wild type target (WT) but is +6.72 

kcal mol−1 for the spurious target (SNV19A). (C and D) In silico analyses of the 3DDN. 

Reaction yields (C) and sequence selectivity (D) as a function of ∆𝐺𝑟𝑥𝑛
° . The forward 
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toehold was fixed at f = 10 nt and the lengths of the reverse toehold (r) vary from 5 to 11 

nt. Details of the theoretical framework and computer simulation are shown in ESI S2.† (E 

and F) experimental time-based fluorescence response of 100 pM 3DDN to 1 nM WT or 

SNV target. The discrimination factor (DF) was determined using the equation that: DF = 

(FWT − Fblank)/(FSNV − Fblank). All the reactions were performed at 37 °C in 1× NEB 

CutSmart Buffer containing 20 U Nb.BbvCI. Each data point is an average of triplicated 

analyses. 

 

The in silico sequence optimization was further verified experimentally by 

detecting 1 nM WT and SNV19A using the 3DDN (Fig. 2.2E and F). The discrimination 

factor (DF) that quantifies the single-base specificity as the ratio of the hybridization yields 

(net fluorescence) generated by equal concentrations of the intended and SNV targets, was 

improved by 5.4 times after the sequence optimization (r = 10 nt vs. r = 5 nt). However, 

this improvement is at the cost of a signal reduction by nearly 1.5 times. 

 

2.2.3 Bimolecular Model and Simulation of the Toehold-Exchange Reaction  

Bimolecular Model of the Toehold-Exchange. A typical toehold exchange reaction 

between T and DP can be written as: 𝑇 + 𝐷𝑃 ⇌ 𝑇𝑃 + 𝐷 , with a standard Gibbs free 

energy ∆𝐺𝑟𝑥𝑛
° . At equilibrium, the concentration of all species can be expressed in the 

following equation:  

𝐾 = e−
∆𝐺𝑟𝑥𝑑

0

𝑅𝑇 = 
[𝑇𝑃]𝑒𝑞∗[𝐷]𝑒𝑞

[𝑇]𝑒𝑞∗ [𝐷𝑃]𝑒𝑞
  

For a typical reaction with an initial state [T]0 = 1 nM, [DP]0 = 2 nM, we let [D] = 

χ; [PT] = χ; [DP] = (2- χ); [T] = (1- χ). The reaction (hybridization) yield (Y) is then defined 

as χ/[T]0 and activation efficiency (AE) of the 3DDN is defined as χ/[DP]0. By solving the 

above equation using MATLAB, we are able to plot Y or AE as a function of ∆𝐺𝑟𝑥𝑛
° .  
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Reaction yield and sequence selectivity as a function of ∆𝐺𝑟𝑥𝑛
° . All simulation data 

using MATLAB were exported into Excel file for subsequent analysis. For example, the 

sequence analysis for 3DDN with forward toehold length (f) fixed at 9 nt and reverse 

toehold length (r) varying from 5 nt to 11 nt is shown in Figure 2.3. The reaction yield as 

a function of ∆𝐺𝑟𝑥𝑛
°  was adopted directly from the MATLAB simulation. The sequence 

selectivity (discrimination factor, DF) of WT over SNV19A as a function of ΔG0
rxd was 

calculated as DF = Y(∆𝐺𝑟𝑥𝑛
° ) / Y(∆𝐺𝑟𝑥𝑛

°
 + 5.74). The optimal trade-off between Y and DF 

was achieved when f = 10 and r = 10, where Y ≈ 50% (Figure 2.2, C and D). 

 

Figure 2.3. Simulation-guided sequence analysis for 3DDN with forward toehold length 

(f) fixed at 9 nt and reverse toehold length (r) varying from 5 nt to 11 nt. 

 

Activation Efficiency as a function of ∆𝐺𝑟𝑥𝑛
° . To understand how 3DDN performs 

throughout the concentration range in our experiment, we apply a dimensionless 

transformation to all DNA molecules, where a new parameter α was introduced as the ratio 

between [T]0 and [DP]0. We then plotted the AE as a function of α and [T]0 (Figure 2.4). 

Notably, the definition of AE ([D]/[DP]0) in our system was different from the 

hybridization yield (defined as [D]/min([T]0, [DP]0)).  
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Figure 2.4. Activation efficiency of the 3DDN as a function of α and ∆𝐺𝑟𝑥𝑛
° . The range of 

α in the left panel is from 0 – 50 and is 0 – 2 in the right panel.  

 

2.2.4 Simulation-guided in-solution tuning of 3DDN via noncovalent catalysis  

We then introduce F as an auxiliary probe for tuning the sensitivity and selectivity 

of 3DDN in solution (Fig. 2.1C). The addition of F to the system offers an alternative 

activation pathway through a strand exchange reaction: DP + F ↔ FP + D. This reaction is 

kinetically inert but can be accelerated by T. As a catalyst, each T activates multiple DNA 

walkers and thus can enhance the assay sensitivity. Meanwhile, each elementary reaction 

involving in the DNA catalysis is a toehold exchange with ∆𝐺𝑟𝑥𝑛
°  to be near zero, and the 

overall reaction thus remains sensitive to SNVs, ensuring high assay specificity (Fig. 2.5A 

and B). To quantitatively evaluate the possibility of using F to enhance the discrimination 

of SNVs, we simulated the catalytic activation of the 3DDN using a two-step reaction 

model (details in Section 2.2.5). Our simulation results reveal remarkable differences 

between WT and SNV19A in terms of the level of the intermediate TP (Fig. 2.5C) and the 

device AE (Fig. 2.5D). In particular, our model suggests that SNV19A and other 8 

representative SNVs were much less sensitive to the noncovalent catalysis comparing to 

WT, evidenced by the low level or absence of the reaction intermediate TP (Fig. 2.5C and 

Fig. 2.9) and the lack of correlation between T and F in terms of activating the 3DDN (Fig. 
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2.5D and Fig. 2.10). Therefore, F holds the potential to selectively activate the 3DDN for 

WT over SNVs and thus can potentially enhance the assay sensitivity without significantly 

compromising the sequence selectivity. The effectiveness of the F-mediated non-covalent 

DNA catalysis was further confirmed using polyacrylamide gel electrophoresis (Fig. 2.6). 

Moreover, our simulation also quantitatively predicts that the catalytic enhancement of 

3DDN using F is most effective when [F]0/[DP]0 ranges from 0 to 5 and [T]0/[DP]0 ranges 

from 0 to 10 (Fig. 2.5D). 

 

Figure 2.5. In-solution tuning of the 3D DNA nanomachine via noncovalent DNA catalysis. 

(A and B) Catalytic enhancement of the toehold-exchange between T and DP using a 

molecular fuel (F) through noncovalent catalysis. (C) Simulation of the level of the 
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intermediate TP for WT and SNV19A as a function of [F]0 and [T]0. (D) Simulation of 

device activation efficiency for WT and SNV19A as a function of [F]0 and [T]0. 

 

 

Figure 2.6. Characterization of non-covalent DNA catalysis for enhancing toehold 

exchange between T and DP using PAGE. The release of active DNA walker motif (D) 

could only be observed for the wild-type (WT) target (500 nM) when 2 µM fuel (F) was 

added to 1 µM DP duplex (Lane 2). This result suggests that non-covalent DNA catalysis 

can not only effectively enhance the assay sensitivity, but also maintain the sequence 

selectivity of the DNA probes.  

 

 

We then experimentally examine the effect of F on the 3DDN. The results in Fig. 

2.7A show that 10 nM F achieves a 2-fold enhancement for both assay sensitivity and 

specificity when discriminating 1 nM WT from 1 nM SNV19A. We further challenged our 

strategy by detecting WT and SNV19A with concentrations ranging from 10 pM to 100 

nM. The addition of F with concentrations varying from 0 nM to 10 nM quantitatively 

shifts the overall detection range of 3DDN towards lower target concentrations by as much 

as 1 order of magnitude (Fig. 2.7B). Further increases in [F] did not significantly shift the 

dynamic range (Fig. 2.8). This observation is highly consistent with the theoretical 

prediction using our two-step reaction model (Fig. 2.5D). SNV19A was also found to be 

insensitive to F at the concentration range below 5 nM (Fig. 2.7C). Collectively, the non-
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covalent catalysis enhances both assay sensitivity (Fig. 2.7B) and specificity (Fig. 2.7D) of 

the 3DDN at a target concentration range below 5 nM. As the fluorescence signal was fully 

saturated when target concentration is above 5 nM (Fig. 2.7B), the device becomes less 

specific at this higher concentration range (Fig. 2.7D). 

 

Figure 2.7. Catalytic enhancement of the 3D DNA nanomachine in terms of both assay 

sensitivity and assay specificity. (A) Experimental time-based fluorescence response of 

100 pM device to 1 nM WT or SNV19A in the presence of 10 nM F. (B) Background-

corrected fluorescence as a function of target concentrations in the presence of varying 

concentrations of F from 0 nM to 10 nM. (C) Background-corrected fluorescence as a 

function of target concentrations in the presence (w F) or absence (w/o F) of 10 nM F. (D) 

Discrimination factor against SNV19A as a function of target concentrations in the 

presence (w F) or absence (w/o F) of 10 nM F. All the reactions were performed at 37 °C 

in 1× NEB CutSmart Buffer containing 20 U Nb.BbvCI for 1 h. Each error bar represents 

one standard deviation from triplicated analyses. 
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Figure 2.8. Experimental time-based fluorescence response (background corrected) of 100 

pM 3DDN to varying concentrations of WT from 10 pM to 100 nM in the presence of 100 

nM F and 10 nM F. The reaction mixtures containing varying concentrations of WT from 

10 pM to 100 nM, 100 pM 3DDN, 10 nM or 100 nM F, and 20 U nicking endonuclease in 

1 × NEB SmartCut buffer were incubated at 37 °C for 1 hr before the fluorescence 

measurement. Each error bar represents one standard deviation from triplicate analyses.  

 

2.2.5 Two-Step Reaction Model and Simulation of the Non-Covalent DNA Catalysis  

The non-covalent catalysis reaction can be simplified as a single overall reaction 

between F and DP with T serving as a catalyst: 

𝐹 +  𝐷𝑃
𝑇
⇔ 𝐹𝑃 + 𝐷; Δ𝐺𝑜𝑣𝑒𝑟𝑎𝑙𝑙 ≈ 0.71 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 

This simplification is correct only when the intermediate TP does not accumulate 

significantly over the time. However, this assumption was not met in our system, as the 

standard free energies for all elementary reactions were very close to 0 and the intermediate 

TP was maintained at a non-unneglectable level. We therefore simulated the non-covalent 

catalysis using a two-step reaction model in our system: 

𝑇 + 𝐷𝑃 ⇌ 𝑇𝑃 + 𝐷; ∆𝐺1
0 
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𝐹 + 𝑇𝑃 ⇌ 𝐹𝑃 + 𝑇; ∆𝐺2
0 

where ∆𝐺1
° = ∆𝐺𝑇𝑃

° + ∆𝐺𝐷
° − ∆𝐺𝐷𝑃

° − ∆𝐺𝑇
°  and ∆𝐺2

° = ∆𝐺𝐹𝑃
° + ∆𝐺𝑇

° − ∆𝐺𝐷𝑃
° − ∆𝐺𝐹

° . 

Values of ∆𝐺1
°

 and ∆𝐺2
°  for WT and SNVs were calculated and listed in Table 2.1.  

 

Table 2.1. Standard Gibbs free energies (∆𝐺1
°

 and ∆𝐺2
°) for the two-step reactions involved 

in the non-covalent DNA catalysis.  

Sequence ΔG0
1 ΔG0

2 

WT +0.98 –0.27 

SNV19C +8.42 –7.71 

SNV19A +6.72 –6.01 

SNV19T +6.47 –5.76 

SNV12A +3.98 –3.27 

SNV12G +2.92 –2.21 

SNV12C +4.41 –3.70 

SNV7C +8.30 –7.59 

SNV7A +5.99 –5.28 

SNV7T +5.61 –4.90 

 

The equilibrium concentrations of all DNA species can then be derived by solving a set of 

equations:  

𝐾1 = 𝑒
−∆𝐺1
𝑅𝑇 = 

[𝐷] × [𝑇𝑃]

[𝑇] × [𝐷𝑃]
; 

𝐾2 = 𝑒
−∆𝐺2
𝑅𝑇 = 

[𝑇] × [𝐹𝑃]

[𝐹] × [𝑇𝑃]
; 

After dimensionless transformation of the equations system we can introduce two tunable 

variables r and f and two dependent variables y and x (𝑤ℎ𝑒𝑟𝑒 𝑦 =
[𝐷]

[𝐷𝑃]0
, 𝑥 =

[𝐹𝑃]

[𝐷𝑃]0
): 
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𝐾1 = 𝑒
−∆𝐺1
𝑅𝑇 =

[𝐷] × [𝑃𝑇]

[𝑇] × [𝐷𝑃]
=

[𝐷] × ([𝐷] − [𝑃𝐹])

([𝑇]0 − [𝐷] + [𝑃𝐹]) × ([𝐷𝑃]0 − [𝐷])

=  
[𝐷]/[𝐷𝑃]0 × ([𝐷] − [𝑃𝐹])/[𝐷𝑃]0

([𝑇]0 − [𝐷] + [𝑃𝐹])/[𝐷𝑃]0 × ([𝐷𝑃]0 − [𝐷])/[𝐷𝑃]0

=
𝑦 × (𝑦 − 𝑥)

(𝑟 − 𝑦 + 𝑥) × (1 − 𝑦)
; 

𝑆𝑖𝑚𝑖𝑙𝑎𝑟𝑙𝑦, 𝐾2 = 𝑒
−∆𝐺2
𝑅𝑇 = 

𝑥 × (𝑟 − 𝑦 + 𝑥)

(𝑦 − 𝑥) × (𝑓 − 𝑥)
;  

By solving the two equations using MATLAB code, we were able to estimate the level of 

the intermediate TP (Figure 2.9) and the device activation efficiency (Figure 2.10) as a 

function of both [F]0 and [T]0 for WT and SNVs.  

 

2.2.6 Matlab simulation results  

 

Figure 2.9. The level of the intermediate TP ([TP]/[DP]0) as a function of [F]0 and [T]0.  
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Figure 2.10. The device activation efficiency ([D]/[DP]0) as a function of [F]0 and [T]0.  

 

2.2.7 Predictable discrimination of SNVs using catalytic 3DDN  

We next challenged our catalytic 3DDN with nine SNVs of varying base identities 

and positions (Fig. 2.11A). Our system discriminates all SNVs at 1 nM with DF ranging 

from 7 to 26, with a median of 12 (Fig. 2.11B and C). The obtained specificity is 

comparable with commonly used molecular probes, such as molecular beacons,28 triple-

stem DNA probes,29 and toehold-strand displacement beacons.27,30,31 However, because of 

the intrinsic signal amplification capability, our 3DDN improves the detection limit by 

∼100 times.  

It is also possible to predict the reactivity of our 3DDN system towards varying 

SNVs based on their thermodynamic parameters. As the overall specificity is generally 
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determined by the toehold-exchange between T and DP, an intuitive way to predict the 

sequence selectivity can be on the basis of the thermodynamic change (∆𝐺𝑟𝑥𝑛
° ) associated 

with a given single-nucleotide mismatch (Fig. 2.11D). The measured fluorescence 

responses of our device against three representative SNVs (SNV12G, 12C, and 7C) across 

a concentration range from 10 pM to 10 μM were consistent with their trends in ∆∆𝐺𝑟𝑥𝑛
°  

(Fig. 2.11E). The predictive reactivity of F-enhanced 3DDN was further confirmed using 

SNVs at different locations and base identities (Section 2.2.8, Fig. 2.12). Here, the tuning 

of 3DDN enabled by non-covalent DNA catalysis offers an alternative on-the-fly approach 

to fine-tune the assay performance. This approach is critical in our system, as the ratio 

between D and P has been locked at 1 : 1 and it is hence not possible to fine-tune the 

sequence selectivity using the stoichiometry strategy previously described by Wu, et. al.26  
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Figure 2.11. (A) Sequence of the wild type target (WT) and positions/identities of base 

changes that lead to the 9 SNV targets. The red circles denote the positions of the mismatch. 

(B) Time-based fluorescence responses of 100 pM device to 1 nM WT or SNVs in the 

presence of 10 nM F. (C) Discrimination factors determined for 9 SNVs at 1 nM 

concentrations. (D) The distribution of the WT and the 9 SNVs on the standard Gibbs free 

energy landscape. (E) Dose-response curves of WT and three representative SNVs 

obtained by plotting the normalized fluorescence as a function of target concentrations. 

The fluorescence for each sample was normalized against the background fluorescence for 

the blank (set to 0) and maximum fluorescence when all DNA walkers are released (set to 

1). Each error bar represents one standard deviation from triplicate analyses. 

 

Towards the practical uses of our strategy in biological or clinical samples, we 

finally challenged the catalytic 3DDN system for discriminating SNVs in complicated 

sample matrix. To do so, we spiked 1 nM of target DNA (WT or SNV19A) into two types 

of sample matrixes commonly seen in nucleic acid testing, including high concentrations 
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of background DNA (0.1 mg mL−1 salmon sperm genome fragments) and 10-time diluted 

human serum samples. As shown in Figure 2.13 the 3DDN remains fully active in both 

sample matrixes and its ability to discriminate SNVs was not affected either. The noticeable 

high background fluorescence observed in Figure 2.13B was a result of the 

autofluorescence of the human serum sample. Another concern for the practical uses of the 

3DDN is the long-term colloidal and chemical stability of the DNA-AuNP motif during 

storage. We further monitored the activity and specificity of the 3DDN over a period of 1 

month. As shown in Figure 2.14 no apparent losses in activity were observed for 3DDN 

during the 1 month storage at 4 °C. Similarly, no significant changes in specificity of the 

catalytic 3DDN system were observed either. Collectively, these observations suggest that 

our 3DDN is a chemically robust system for discriminating SNVs against varying sample 

matrix and long-time storage. 

 

2.2.8 Prediction of the Sequence Selectivity Using 𝜟𝜟𝑮°  

It is possible to predict the reactivity of the catalytic enhanced 3DDN towards SNVs 

using the thermodynamic parameter 𝛥𝛥𝐺°. We validated the 𝛥𝛥𝐺°-based prediction using 

7 representative SNVs categorized into three groups, including those of large 𝛥𝛥𝐺° 

differences (Figure 2.11E), those of the same location but with different base identities 

(Figure 2.12A), and those of the same base identity at 3 different locations (Figure 2.12B).  
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Figure 2.12. Validation of the sequence selectivity of catalytic 3DDN using SNVs at the 

same location but different base identities (A) and SNVs of the same base identity but 

different locations (B). The reaction mixtures containing varying concentrations of SNVs, 

from 10 pM to 10 µM, 100 pM 3DDN, 10 nM F, and 20 U nicking endonuclease in 1 × 

NEB SmartCut buffer were incubated at 37 °C for 1 hr before the fluorescence 

measurement. Each error bar represents one standard deviation from triplicate analyses.  
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2.2.9 Discrimination of SNV in Complicated Sample Matrix Using Catalytic 3DDN  

 

Figure 2.13. (A) Detection of WT and SNV19A using catalytic 3DDN in 0.1 mg/mL 

salmon sperm genome DNA fragments. (B) Detection of WT and SNV19A using catalytic 

3DDN in 10-time diluted human serum samples. Each reaction mixture containing 1 nM WT 

(or SNV19A), 10 nM F, 100 pM  3DDN and 20 U nicking endonuclease in 1 × NEB 

SmartCut buffer were incubated at 37 °C for 1 hr before the fluorescence measurement. 

DF was then determined using the equation that: DF = (FWT – Fblank)/(FSNV – Fblank). Each 

error bar represents one standard deviation from triplicate analyses. 

 

2.2.10 Long-Term Stability of the 3DDN System  

One important practical concern about the 3DDN system is the long-time colloidal 

and chemical stability of the DNA-functionalized AuNP motif. As such, we monitored the 

analytical performance of the same batch of 3DDN over a period of 1 month. Specifically, 

the activity of the active 3DDN, the stability of the inactive 3DDN (blank), and the ability 

to discriminate single nucleotide variation (WT against SNV19A) were measured at day 1, 

3, 5, 7, 14 and 30 and plotted in Figure 2.14.  
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Figure 2.14. (A-D) Long-term activity and the chemical stability of the 3DDN system over 

a period of 30 days. The active 3DDN was prepared by coconjugating AuNP with R and 

unprotected D and the inactive 3DDN was prepared by coconjugating AuNP with R and 

protected D (DP). Each reaction mixture containing 100 pM 3DDN and 20 U nicking 

endonuclease in 1 × NEB SmartCut buffer were incubated at 37 °C for 1 hr before the fluorescence 

measurement. (E-H) Long-term activity of the 3DDN for discriminating SNVs over a period of 30 

days. Each reaction mixture containing 1 nM WT (or SNV19A), 10 nM F, 100 pM  3DDN and 

20 U nicking endonuclease in 1 × NEB SmartCut buffer were incubated at 37 °C for 1 hr 

before the fluorescence measurement. DF was then determined using the equation that: DF 

= (FWT – Fblank)/(FSNV – Fblank). Each error bar represents one standard deviation from 

triplicate analyses. 
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2.3 Conclusions  

Herein, we have engineered a nicking endonuclease-powered 3D DNA 

nanomachine for discriminating SNVs with simulation-guided optimization at both 

sequence-level and operational level. We have also introduced a new in-solution tuning 

strategy that tunes both assay sensitivity and specificity using a single molecular fuel 

through noncovalent catalysis. Despite its critical roles in DNA logic circuits (e.g., seesaw 

gates)32,33 and for characterizing the thermodynamics of nucleic acid motifs,34 noncovalent 

DNA catalysis finds very few applications in regulating DNA devices or sensors. Our work 

opens the possibility to use this reaction as an on-the-fly approach for tuning the analytical 

performance of DNA devices or sensors. Collectively, we have developed a detection 

system that offers the specificity for SNVs comparable to commonly used molecular probes, 

but a much higher sensitivity. It is also possible to predict the reactivity of our detection 

system towards different SNVs in silico on the basis of their thermodynamic parameters. 

As thermodynamic parameters of any hybridization reaction can be easily obtained using 

DNA analysing software, such as NUPACK, our simulation strategy can be generalized to 

any nucleic acid target or sequence of interest. As such, our simulation-guide tuning 

strategy will be a useful addition to the existing simulation tools, such as the coarse-grained 

simulation recently introduced by Nir and coworkers,35 for the design and operation of 

DNA motors and walking devices with better performance and functionality towards 

biosensing applications.  
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2.4 Experimental  

Materials and Reagents. Solutions of 20-nm gold nanoparticles (AuNPs), TWEEN20, 

dithiothreitol (DTT), sodium chloride (NaCl), magnesium chloride hexahydrate 

(MgCl2∙6H2O), and 100 × Tris-EDTA (TE) buffer were purchased from Sigma (Oakville, 

ON, Canada). Nicking endonuclease (Nb.BvCI) and 10 × CutSmart Buffer were purchased 

from New England Biolabs Ltd. (Whitby, ON, Canada). NANOpure H2O (> 18.0 MΩ), 

purified using an Ultrapure Mili-Q water system, was used for all experiments. All DNA 

samples were purchased from Integrated DNA Technologies (Coralville, IA) and purified 

using high-performance liquid chromatography. The DNA sequences and modifications 

are listed in Table 2.2.  

Table 2.2. DNA sequences and modifications. 

DNA name Sequences 

 

DNA probes 

for 

constructing 

the 3D DNA 

Nanomachine 

D (r = 10 nt) 
5’-SH-T-50-T-ATT CAT GGG CCA GAACA 

CCTCAGC-3’-3’ 

D (r = 5 nt) 
5’-SH-T-50-T-ATT CAT GGG CCA 

CCTCAGC-3’-3’ 

SR 
5’-SH- T-10-T- GC*TGA GGAT-FAM-

3’(*cleavage site) 

P (r = 10 nt) 
5’- TGAGG TGTTC TGG CCC ATG AAT 

TGGC TCA GCT-3’ 

P (r = 5 nt) 
5’- TGAGG TGG CCC ATG AAT TGGC TCA 

GCT-3’ 

F 5’- ATT CAT GGG CCA GAACA CCTCA -3’ 

 

 

Target 

WT 5’- AGC TGA GCCA ATT CAT GGG CCA-3’ 

SNV19A 5’- AGC TGA GCCA ATT CAT GGA CCA-3’ 

SNV19T 5’- AGC TGA GCCA ATT CAT GGT CCA-3’ 



54 

 

DNA SNV19C 5’- AGC TGA GCCA ATT CAT GGC CCA-3’ 

SNV12A 5’- AGC TGA GCCA AAT CAT GGG CCA-3’ 

SNV12G 5’- AGC TGA GCCA AGT CAT GGG CCA-3’ 

SNV12C 5’- AGC TGA GCCA ACT CAT GGG CCA-3’ 

SNV7A 5’- AGC TGA ACCA ATT CAT GGG CCA-3’ 

SNV7C 5’- AGC TGA CCCA ATT CAT GGG CCA-3’ 

SNV7T 5’- AGC TGA TCCA ATT CAT GGG CCA-3’ 

 

Preparation of the 3D DNA Nanomachine. The 3D DNA nanomachine was prepared by 

co-conjugating thiolated DNA probes onto the 20-nm AuNPs according to our previously 

established protocol. Briefly, 2.5 µM DNA walker (D) was first hybridized with equal 

amounts of the protecting DNA (P) through an annealing process. The obtained DP duplex 

was then mixed with signal reporter (R) at a ratio of 1 to 20. A 20 µL solution of this 

mixture containing 2.5 µM DP and 50 µM R was mixed with 1 mL of 1 nM AuNPs. This 

mixture was incubated at room temperature for 12 hrs and then was slowly mixed with 20 

µL of 3 M NaCl solution, followed by 10 s of sonication. This salt aging process was 

repeated five times with a 1 h interval to maximize the density of oligonucleotide on AuNPs. 

The solution was then incubated for another 24 hrs. After incubation, the solution was 

centrifuged at 13,500 rpm for 30 min to separate the DNA-AuNP from the unreacted 

reagents. The DNA-AuNPs were then washed three times with 1 × TE buffer (pH 7.4) 

containing 0.01% TWEEN 20 and finally redispersed in TE buffer. 

Characterization of the 3D DNA Nanomachine. UV-vis spectrometry was used to 

characterize the quality of each DNA-AuNP solution and determine the concentration of 

the device. Typically, a maximum absorbance value of each DNA-AuNP solution was 



55 

 

measured and compared to that of the unconjugated AuNP, whose concentration was 

provided by the vendor (1.16 nM). A red shift of 4-6 nm of the maximum absorbance could 

be observed upon the conjugation of DNA to AuNPs. The coverage of R oligonucleotides 

on each AuNP was then determined by releasing FAM-labeled R from AuNP using 20 mM 

DTT and measuring fluorescence of the FAM. Fluorescence was measured using a 

multimode microplate reader (SpectroMax i3, Molecular Devices), and R coverage was 

quantified by using FAM-labeled R as external standards. The coverage of DP on each 

AuNP was then estimated according to the R coverage and initial ratio between DP and R. 

Detection of WT and SNV Targets Using the 3D DNA Nanomachine. For a typical 

reaction, a mixture containing 100 pM 3D device and varying concentrations of target DNA 

(WT or SNVs) were incubated at 37 °C for 10 min. Nicking endonuclease (20 U) was then 

added to each mixture to initiate the 3D walking. Immediately after the addition of the 

enzyme, fluorescence was measured every 1 min using a multimode microplate reader with 

an excitation/emission wavelength of 485/535 nm. To enhance the analytical performance 

of the 3DDN via noncovalent catalysis, the same protocol was used for target analyses 

except that 10 nM fuel molecules (F) were added to the mixture of target and DNA 

nanomachine and followed by incubation at 37 °C for 1 hour before adding the nicking 

enzyme.  

Characterization of non-covalent DNA catalysis using polyacrylamide gel 

electrophoresis (PAGE). A reaction mixture containing 1 µM DP, 2 µM F, and 500 nM T 

(WT or SNV19A) was incubated at 37 °C for 1 hr. Reaction mixtures were than loaded 

onto 12% PAGE gel and a voltage of 110 V was applied. After electrophoresis, the gel was 

stained with Ethidium Bromide and imaged using Gel Doc XR+ Imager System (BioRad). 
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Determination of thermodynamic parameters using NUPACK. Standard Gibbs free 

energies for all DNA probes were estimated using NUPACK. The temperature and saline 

condition were set to be 37 °C, 100 mM Na+, and 10 mM Mg2+, which is consistent with 

our experimental conditions. The standard Gibbs free energy for the toehold-exchange 

between target (T) and DP was calculated using the following equation: ∆𝐺𝑟𝑥𝑛
° = ∆𝐺𝑇𝑃

° +

∆𝐺𝐷
° − ∆𝐺𝐷𝑃

° − ∆𝐺𝑇
° , and detailed in Table 2.3 (with forward toehold f = 10 nt) and Table 

2.4 (f = 9 nt). The 𝛥𝛥𝐺°  was then calculated according to the equation: ∆∆𝐺° =

∆𝐺𝑟𝑥𝑛
° (𝑆𝑁𝑉) − ∆𝐺𝑟𝑥𝑛

° (𝑊𝑇), and detailed in Table 2.5.  

 

Table 2.3. Thermodynamic parameters of the enzyme-powered 3D DNA nanomachine for 

the detection of a wild-type (WT) target and a SNV (SNV19A) target with forward toehold 

f fixed at 10 nt and reverse toehold r varying from 5 nt to 11 nt. 

Reverse 

toehold 

r 

ΔG0(TP) 

kcal/mol 

(WT) 

ΔG0(TP) 

kcal/mol 

(SNV19A) 

ΔG0(D) 

kcal/mol 

ΔG0(DP) 

kcal/mol 

ΔG0(T) 

kcal/mol 

(WT) 

ΔG0(T) 

kcal/mol 

(SNV19A) 

ΔG0
rxn 

kcal/mol 

(WT) 

ΔG0
rxn 

kcal/mol 

(SNV19A) 
 

 

5 -29.95 -24.69 -0.28 -23.38 -1.56 -2.04 -5.29 0.45  

6 -29.95 -24.69 -0.48 -25.37 -1.56 -2.04 -3.5 2.24  

7 -29.95 -24.69 -0.43 -25.77 -1.56 -2.04 -3.05 2.69  

8 -29.95 -24.69 0 -26.67 -1.56 -2.04 -1.72 4.02  

9 -29.95 -24.69 -1.52 -28.42 -1.56 -2.04 -1.49 4.25  

10 -29.95 -24.69 0 -29.37 -1.56 -2.04 0.98 6.72  

11 -29.95 -24.69 -1.22 -31.11 -1.56 -2.04 1.5 7.24  

 

Table 2.4. Thermodynamic parameters of the enzyme-powered 3D DNA nanomachine for 

the detection of a wild-type (WT) target and a SNV (SNV19A) target with forward toehold 

f fixed at 9 nt and reverse toehold r varying from 5 nt to 11 nt. 
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Reverse 

toehold 

r 

ΔG0(TP) 

kcal/mol 

(WT) 

ΔG0(TP) 

kcal/mol 

(SNV19A) 

ΔG0(D) 

kcal/mol 

ΔG0(DP) 

kcal/mol 

ΔG0(T) 

kcal/mol 

(WT) 

ΔG0(T) 

kcal/mol 

(SNV19A) 

ΔG0
rxn 

kcal/mol 

(WT) 

ΔG0
rxn 

kcal/mol 

(SNV19A) 
 

 

5 -29.4 -24.13 -0.28 -23.38 -1.56 -2.04 -4.74 1.01  

6 -29.4 -24.13 -0.48 -25.37 -1.56 -2.04 -2.95 2.8  

7 -29.4 -24.13 -0.43 -25.77 -1.56 -2.04 -2.5 3.25  

8 -29.4 -24.13 0 -26.67 -1.56 -2.04 -1.17 4.58  

9 -29.4 -24.13 -1.52 -28.42 -1.56 -2.04 -0.94 4.81  

10 -29.4 -24.13 0 -29.37 -1.56 -2.04 1.53 7.28  

11 -29.95 -24.69 -1.22 -31.11 -1.56 -2.04 2.05 7.8  

 

Table 2.5. Thermodynamics of single-base changes.  

Target ΔG0
rxn kcal/mol ΔΔG0 kcal/mol 

WT +0.98 0 

SNV19C +8.42 +7.44 

SNV19A +6.72 +5.74 

SNV19T +6.47 +5.49 

SNV12A +3.98 +3.00 

SNV12G +2.92 +1.94 

SNV12C +4.41 +3.43 

SNV7C +8.30 +7.32 

SNV7A +5.99 +5.01 

SNV7T +5.61 +4.63 
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Chapter 3  

Expanding detection windows for discriminating single 

nucleotide variants using rationally designed DNA equalizer 

probes  
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3.1 Introduction  

Hybridization of complementary nucleic acid strands through specific and 

predictable Watson–Crick base pairs plays central roles in genomics research,1,2 medical 

diagnostics,3-6 and DNA nanotechnology.7-11 Synthetic nucleic acid hybridization probes 

and primers have been adopted virtually in all technology platforms to ensure the specific 

recognition, capture, detection, or assembly of nucleic acid sequences.12-25 Strategies that 

combine experimental and simulation approaches to guide the design and operation of 

nucleic acid hybridization probes are highly effective but remain limited.11,16-19 Herein, we 

describe a class of simulation-guided nucleic acid hybridization approach, termed DNA 

equalizer gate (DEG), which drastically expands detection windows for discriminating 

single nucleotide variants (SNVs) in double-stranded DNA (dsDNA). 

A robust hybridization probe shall be both sensitive and specific. However, 

discrimination of SNVs is challenged by the intrinsic thermodynamic properties of 

hybridization reactions, where a trade-off between sensitivity and specificity exists.16 

Therefore, extensive experimental and simulation studies have been focused on obtaining 

an optimal trade-off between hybridization yield (sensitivity) and sequence selectively 

(specificity) through the design of various frustrated hybridization probes such as 

molecular beacons26,27,28 and toehold-exchange probes,11,16,29 or through tuning 

experimental conditions such as temperature and denaturing reagents.30,31 However, with 

current approaches, detection signals increase monotonically with increases in 

concentrations of both correct and spurious targets. For any observed detection signal, it 

may correspond to a low concentration of a correct target but could also be a result of a 

high concentration of a spurious target. Therefore, a detection window exists between the 
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target concentrations that lead to the same level of detection signals (Fig. 3.1a). Current 

frustrating hybridization probes pursue enlarged detection windows by increasing energy 

barriers for generating detection signals (Fig. 3.1b). For example, longer stem domains and 

allosteric inhibitors have been introduced to molecular beacons to expand their detection 

windows.32,33,34,35 Enlarged detection windows are also achievable in toehold-exchange 

probes by elongating the reverse toehold (Fig. 3.2). However, the success of current 

strategies is at the cost of shifting detection windows towards the higher concentration end, 

inevitably sacrificing sensitivities at lower concentration range. Different from existing 

approaches, DEG offers a paradigm to expand the detection window without 

compromising sensitivity at lower concentration range by transforming the quantitative 

relationship between the detection signal and target concentrations from a monotonic 

sigmoidal function to an asymmetric unimodal function (Fig. 3.1c). 

 

Figure 3.1. (a) Typical titration curves for analyzing correct and spurious targets using 

frustrating nucleic acid probes such as toehold exchange or molecular beacon. Detection 

signals for both correct and spurious targets increase monotonically with increases in target 

concentrations. As such, a detection window exists between target concentrations that lead 
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to the same detection signal. (b) Enlarged detection windows may be achieved by shifting 

the trade-off between sensitivity and specificity through a stronger reverse toehold in a 

toehold-exchange beacon or a longer stem domain in a molecular beacon. (c) DEG expands 

the detection window by physically transforming the quantitative relationship between the 

detection signal and target concentrations through a DNA computing module. As a result, 

detection signals for a spurious target are suppressed throughout the concentration ranges, 

which ensures the high specificity and robustness for discriminating SNVs. 

 

 

Figure 3.2. Propagation of detection windows in toehold-exchange probes. Simulation 

demonstrates that the detection windows (indicated by the arrows) for discriminating a pair 

of correct and spurious targets (𝛥𝛥𝐺𝑟𝑥𝑛
°  = 2.28 kcal/mol) can be enlarged for by increasing 

energy barriers via the elongation of reverse toeholds of toehold-exchange probes (r = 0 nt 

to r = 8 nt). The length of forward toehold is fixed at 7 nt. The simulation also reveals that 
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the enlarged detection window is also a cost of shifting the entire window to the higher 

concentration end.  

 

DEG is a DNA computing module that acts on dsDNA and allows user-definable 

transformation of the quantitative relationship between detection signals and target 

concentrations (Fig. 3.3a). Through the transformation, DEG drastically expands detection 

windows for discriminating SNVs in dsDNA to as much as infinite. DEG also possesses 

an intrinsic self-competing mechanism that further improves the sequence selectivity. A 

thermodynamic-driven mathematical model was constructed, where the detection window, 

reaction yield, and sequence specificity can be precisely simulated and predicted in silico. 

The practical usefulness of DEG was established through the integration of polymerase 

chain reaction (PCR) for the simultaneous infection detection and drug-resistance screen 

in clinical parasitic worm samples collected from school-age children residing in endemic 

rural areas of Honduras. 
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3.2 Results  

3.2.1 Design principle  

The goal of designing DEG is to maximize detection windows for discriminating 

single nucleotide variants by suppressing the detection signals for spurious targets through 

the transformation of the quantitative relationship between detection signals and target 

concentrations. To quantitatively describe the detection window, we introduce a 

Robustness Factor (RF) that is defined as the ratio of concentrations between a spurious 

and a correct target generating the same level of detection signal, 𝑅𝐹 =

[𝑇]𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠 [𝑇]𝑐𝑜𝑟𝑟𝑒𝑐𝑡⁄  (Fig. 3.3b). As such, the greater the RF value, the wider the 

detection window. Although DEG acts on dsDNA, the detection of single-stranded DNA 

(ssDNA) can also be considered as a special case of DEG, where the concentrations of 

DNA Equalizer Probes (DEPs) approach infinite. 

The workflow and principle of DEG are illustrated in Fig. 3.3. A double-stranded 

input AB produces a single-stranded target A and its complementary sequence B through 

a rapid heating at 95 °C and then snap cooling to 0 °C in a thermal protocol. B is then 

consumed by DEPs that are of the identical sequences with A forming three-stranded 

complex BCD (Fig 3.3b). The yield (η) of A is thus determined quantitatively by the 

concentration of DEPs. When the concentration of AB is less than those of DEPs, A is the 

predominant product, although a competition exists between A and DEPs for hybridizing 

to B (Fig. 3.3c). When the concentration of AB is greater than those of DEPs, unconsumed 

B will rehybridize with A in renaturation process (Fig. 3.3d). Therefore, a maximum yield 

exists when the concentration of AB equals to those of DEPs. Finally, the net A is 

quantified using a toehold-exchange reporter which is designed to be sensitive to SNVs. 
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As each DEP is designed to only contain the sequence of either the toehold domain or the 

branch migration domain of the reporter, no fluorescence signal can be produced in the 

absence of the target (Fig. 3.4). Through DEG, a conventional sigmoid detection curve of 

hybridization probes is transformed into an asymmetric unimodal one (Fig. 3.3d). 

 

Figure 3.3. (a) The overall workflow for quantifying dsDNA using DEG. A mixture of 

target dsDNA and DNA Equalizer Probes (DEPs) is heated and rapidly cooled to produce 

ssDNA outputs with well-controlled quantity using an autonomous molecular computation 

in the test tube. Fluorescence signals are then generated via a reporter probe. (b) 
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Mechanistically, the dsDNA target (AB) is denatured into A and B during a heating and 

snap cooling procedure. A competition between DEPs (C and D) and A then occurs for 

hybridizing with B during renaturation. The net amount of the ssDNA output (A) is 

quantitatively determined by an autonomous computing process that compares the initial 

concentrations between the target and DEPs. (c) When [AB] ≤ [DEPs], the reaction 

between B and DEPs (i.e. the formation of BCD) is thermodynamically favored, which 

maximizes the production of A. (d) When [AB] > [DEPs], BC and BD are generated as 

intermediates, which then consumes A through strand displacement. (e) Through this 

computing process, DEG transforms the quantitative relationship between the detection 

signal and target concentrations from a typical sigmoidal function to a unimodal function. 

As such, detection signals for a spurious target is significantly suppressed, enabling a 

much-enlarged detection window and improved discrimination factor (DF). 

 

 

Figure 3.4. Estimation of signal leakage from DEPs. A possible source of fluorescence 

background is the signal caused by the interaction of DEPs and the reporter probe. 

Therefore, we estimated the signal leakage at varying DEP concentrations. (a) Schematic 

illustration of the signal leakage caused by the interaction among DEPs and the reporter. 

(b) Estimated leakage (w/o Target) as a function of DEP concentrations, which is also 

compared to the target-specific fluorescence (w/ Target). The target concentration is fixed 

at 10 nM, concentrations of DEPs are varied from 10 nM to 5 µM. No apparent 

fluorescence signal was observed when treating the fluorescence probe with up to 1 µM 

DEPs, suggesting that there was no cross-reaction between DEPs and the probe and thus 

there was no competition between DEPs and ssDNA output for the probe. Bars represent 

the mean of individual replicates (circles, n=2). 

 

Comparing to existing strategies via manipulation of energy barriers of frustrating 

probes, transformation of the quantitative relationship between detection signals and target 
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concentrations from a sigmodal function to an assymetric unimodal one offers three distinct 

advantages. First, the transformation only suppresses detection signals at higher 

concentration end. As such, it allows the dramatic expansion of detection windows without 

compromising the sensitivity at the lower concentration end (Fig. 3.5). Second, the 

manipulation of detection window is user-definable and can be achieved at any target 

concentration. In principle, correct and spurious targets achieve maximum yields 

simultaneously in DEG, both of which are governed by the concentration of DEPs. As such, 

a detection window is definable and tunable by simply altering the concentration of DEPs. 

Moreover, the detection signal for a correct target remains to be much higher than that of 

a spurious one throughout concentration ranges (RF = ∞, Fig. 3.3e right), whereas the 

detection window for a conventional probe is much narrower (Fig. 3.3e. left, and Fig. 3.5). 

Third, as detection signals for the spurious target is significantly suppressed, discrimination 

factor (DF) is significantly enhanced through a wide concentration range (Fig. 3.3e right). 

At molecular level, B serves as a molecular sink that competitively consumes A regardless 

the identity or the position of the mutation, which is significantly different from existing 

strategies harnessing molecular sinks or reservoirs36,38 that are designed specifically for 

known mutations. To quantitatively simulate and predict the effectiveness of DEG for 

expanding the detection window and for improving sequence selectivity, a theoretical 

model was established and detailed in next section.  
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3.2.2 Comparison between DEG and increase in energy barrier for expanding the 

detection window  

An already established detection window for discriminating a single nucleotide 

mismatch (left in Fig. 3.5) can be enlarged either through increase in energy barriers for 

activating the probe (right, bottom in Fig. 3.5) or using our DEG approach (right, up in Fig. 

3.5). As demonstrated by the simulation results in Fig. 3.5, our DEG approach works better 

in both the degree of expansion (essentially to infinite) and more sensitive at low 

concentration range.  

 

Figure 3.5. Simulation results of enlarged detection windows achieved through DEG (Top) 

and the increase in the energy barrier for activating the toehold-exchange probe (Bottom). 

Increase in the energy barrier is achieved by elongating the reverse toehold by 2 bp.   

3.2.3 Experimental validation and optimization of DEG  

Having re-examined the toehold-exchange probe, we developed the DNA Equalizer 

Gate method. To study and optimize the design, we have tested various experimental 

conditions/variables, as shown in this section.  
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Figure 3.6. Scheme illustration of the experimental procedures and DNA reactions in DEG. 

Double-stranded DNA (dsDNA) target AB is mixed with DEPs at a proper ratio. The 

solution was then heated to 95 °C, where AB is denatured into A and B. The reaction is 

then quenched using a snap cooling protocol that cools the reaction to 4 °C within 2 min. 

DEPs then competitively bind to B, which generates A as the output for the subsequent 

quantitative analysis.  

 

 

Figure 3.7. Characterization the effect of DEPs and thermal protocols on the performance 

of DEG. Both DEPs and thermal protocols are critical to ensure the high yield of DEG for 

producing single-stranded output A. (a) Real-time fluorescence monitoring the kinetics of 

the reporter probe for measuring A produced by DEG. (b) Yield of each reaction in terms 

of producing A measured by endpoint fluorescence at 20 min. The yield was calculated by 
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setting fluorescence of the positive control as 1. Bars represent the mean of individual 

replicates (circles, n=2). (c) Detailed reactants and experimental procedures in each sample 

or control. Each sample containing 10 nM AB, 20 nM reporter, and 200 nM DEPs in 1 × 

Tris buffer containing 1 mM Mg2+ and 0.1% of Tween 20 (v/v) was incubated at 37 °C.   

 

 

Figure 3.8. Effect of DEPs on the performance of DEG. Each DEP probe was found to 

partially complement with B and thus facilitate the conversion of AB to A. However, 

maximum yield can only be achieved when both DEPs are present in the reaction. (a) Real-

time fluorescence monitoring the kinetics of the reporter probe for measuring A produced 

by DEG. (b) Yield of each reaction in terms of producing A measured by endpoint 

fluorescence at 20 min. Bars represent the mean of individual replicates (circles, n=2). (c) 

Detailed reactants and experimental procedures in each sample or control. 
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Figure 3.9. Optimization of the thermal protocol for the denaturation and renaturation 

processes. Maximal yield is established when all DNA species pre-mixed in the same test 

tube and undergo a heating followed by a snap cooling step to 4 °C. (a) The addition of 

DEPs before (pre) or after (post) the thermal protocol was found to significantly affect the 

yield of A. A premixing of DEPs and the target was chosen as the optimal procedure, as it 

both improves the reaction yield and simplifies the operation (b) A snap cooling step was 

also found to be critical to ensure the high yield of A. (c) Maximal yield was achieved 

when a snap cooling to 4 °C was used as a final temperature. Increase final temperature to 

25, 55 and 75 °C (blue, yellow, orange and red thermometer, respectively) were found to 

gradually reduce the yield of the reaction. Bars represent the mean of individual replicates 

(circles, n=2).  

 

 

Figure 3.10. Effect of Mg2+ on the performance of DEG. The DEG was found to be robust 

to Mg2+ in range of 0 to 10 mM. A slight decrease in reaction yield was found when 

increasing Mg2+ concentration to 20 mM, as high concentration of Mg2+ may favor the 
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formation of AB by accelerating renaturation. Bars represent the mean of individual 

replicates (circles, n=2).  

 

 

Figure 3.11. Stability of the output ssDNA A produced by DEG. Once generated by DEG, 

B is blocked by DEPs and thus unable to react with A through renaturation. To accurately 

quantify AB through DEG and the reporter, it is critical to ensure the stability of free A in 

the reaction mixture. We monitored the concentration of A in the solution after DEG 

reaction at 5 min, 15min, 30 min, 1 hr, 2 hr, 3 hr, 6 hr, 12 hr, and 24 hr, respectively, at 

room temperature. Our result demonstrates that A is highly stable, with no apparent losses 

in the first 2 hrs. Practically, we analyze A using the reporter probe within the first 30 min. 

Bars represent the mean of individual replicates (circles, n=2). 

 

 

Figure 3.12. Estimated the LOD for detecting AB using DEG. The LOD was estimated to 

be 0.5 nM when 200 nM DEPs were used to generate single-stranded output A. Values of 

individual replicates (n=2) are shown as dots.  
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3.2.4 Theoretical model  

Here, a mathematical model was introduced to quantitatively profile DEG by taking 

all possible reactions into consideration (Fig. 3.13a). To derive the yield of each DNA 

species in this reaction network as a function of both sequence design (∆∆𝐺°) and equalizer 

probe concentrations, a set of eight equilibrium equations need to be solved. However, we 

found that these equations were coupled to one another, which was mathematically difficult 

to solve. Therefore, a stoichiometric matrix RM was introduced to help simplify the 

calculation (Fig. 3.13a), where the first four rows were ranked to be essential (details in 

Section 3.2.5). This essential set of equilibrium equations was then solved by a numerical 

approach, where distributions of A and AB were solved as a function of the target 

concentration and plotted in Fig. 3.13c. 
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Figure 3.13. Theoretical model of DNA Equalizer Gate (DEG). (a) Schematic illustration 

of all possible elemental reactions occurring in the DEG. (b) Linearization of the complex 

reaction network in DEG into 0 = 𝐑𝐌 ∙ 𝐑𝐞𝐚𝐜𝐭𝐚𝐧𝐭 to extract the independent equations, 

where RM is the stoichiometric matrix and Reactant represents DNA species. The rank of 

RM was determined to be 4, indicating that four independent equilibrium equations need 

to be solved. As such, reactions [i - iv] were chosen to build mathematical model. (c) In 

silico prediction of the yields of A and AB as a function of the concentration of dsDNA 

target without performing the probability correction. (d) Schematic illustration the need for 

probability correction when [AB] > [DEPs]. As each DEP binding is an independent event, 

the multiplicity rule was applied here. When [AB] ≤ [DEPs], the probability that two DEPs 

bind to the same B is 100 %. However, when [AB] > [DEPs], the probability becomes 

dependent on the ratio between the initial concentrations of AB and DEPs, where 
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Probability = ([DEPs]0 [AB]0)⁄ 2
 (e) In silico prediction of the yields of A and AB as a 

function of the concentration of dsDNA target with the probability correction.  

 

The thermodynamic-driven model successfully predicted the distribution of A and 

AB at the concentration range, where [AB] > [DEPs] (Fig. 3.13c). However, it failed to 

simulate the thermodynamic behavior of DEG when [AB] ≤ [DEPs]. We found that a 

probability function that took the possible distributions of DEPs on B was necessary to 

correctly reflect the final equilibrium distribution of each DNA species (Fig. 3.13d and Fig. 

3.17). Mathematically, the probability for the successful formation of a BCD complex is 

([DEPs]0 [AB]0)⁄ 2
 (Fig. 3.13d). The combination of the thermodynamic-driven model 

with probability correction leads to a characteristic asymmetric unimodal curve (Fig. 3.13e), 

which was also confirmed experimentally (details in the next section).  

 

3.2.5 Theoretical framework and mathematical simulation  

The detection window reflects the performance of nucleic acid hybridization probes 

across wide concentration ranges. Concentration is a vital variable in evaluating the 

sensitivity and specificity of DNA hybridization probes, yet the concentration dependency 

of yield, discrimination factor (DF), and robustness factor (RF) remains unexplored in a 

systematic manner. We first set out to profile the concentration-dependency of 

hybridization yield and sequence specificity across a wide concentration range in silico. 

Toehold-exchange probes are chosen as a testbed in our system. To highlight the numerical 

relationship between variables, we applied a dimensionless transformation to all 

concentrations prior to derivations. 
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Concentration dependence and robustness. A toehold exchange reaction can be 

simplified to a bimolecular reversible reaction (eq. 3.1).  

𝑇 + 𝐶𝑃 ⇌ 𝑇𝐶 + 𝑃,𝑤𝑖𝑡ℎ Δ𝐺𝑟𝑥𝑛
° ; (eq. 3.1) 

where T is the target, C is the partial complementary strand to T and P is the protecting 

strand for C. Thermodynamics of a toehold-exchange probe is tunable by altering the 

lengths of forward and reverse toehold or by controlling the stoichiometry between CP and 

P. The free energy of each reactant and product can be calculated using NUPACK software. 

Zhang and colleagues have previously defined the yield of the reaction as 𝜂∗ =

[𝑇𝐶]

min ([𝑇]0,[𝐶𝑃]0)
, where [𝑇]0  and [𝐶𝑃]0  are the initial concentrations of T and CP, 

respectively.2 We reason that this definition is useful for guiding the sequence design of 

toehold-exchange probes but not suitable for predicting the analytical behaviors of probes 

at specified experimental conditions, because the initial target concentration is often an 

unknown variable in the system. Practically, the concentration of CP is fixed, and T is a 

variable, so we defined the reaction yield as 𝜂 =
[𝑇𝐶]

 [𝐶𝑃]0
. We also chose [𝐶𝑃]0  as the 

characteristic concentration for dimensionless transformations.  

For a typical reversible reaction, the equilibrium constant can be derived from the 

reaction free energy ∆𝐺° (eq. 3.2) and the concentration of all nucleic acid species follows 

the rule of mass conservation.  

𝐾𝑒𝑞 = 𝑒−∆𝐺0 𝑅𝑇⁄ =
[𝑇𝐶]𝑒𝑞∙[𝑃]𝑒𝑞

[𝑇]𝑒𝑞∙[𝐶𝑃]𝑒𝑞
=

[𝑇𝐶]𝑒𝑞∙([𝑃]0+[𝑇𝐶]𝑒𝑞)

([𝑇]0−[𝑇𝐶]𝑒𝑞)∙([𝐶𝑃]0−[𝑇𝐶]𝑒𝑞)
; (eq. 3.2) 
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We further dimensionless the formula converting concentrations into numeric 

values, where the target concentration in its dimensionless form is denoted as τ and that of 

[P]0 denoted as γ, respectively (eq. 3.3).  

𝐾𝑒𝑞 = 𝑒−∆𝐺0 𝑅𝑇⁄ =
[𝑇𝐶]𝑒𝑞∙([𝑃]0+[𝑇𝐶]𝑒𝑞)/[𝐶𝑃]0

2

([𝑇]0−[𝑇𝐶]𝑒𝑞)∙([𝐶𝑃]0−[𝑇𝐶]𝑒𝑞)/[𝐶𝑃]0
2  

=
𝜂∙(𝛾+𝜂)

(𝜏−𝜂)∙(1−𝜂)
; (eq. 3.3) 

𝑤ℎ𝑒𝑟𝑒 𝛾 ≔
[𝑃]0

[𝐶𝑃]0
⁄ 𝑎𝑛𝑑 𝜏 ≔

[𝑇]0
[𝐶𝑃]0

⁄ 𝑟𝑒𝑠𝑝𝑒𝑐𝑡𝑖𝑣𝑒𝑙𝑦.  

The concentration dependence of η is solved by equation S4: 

𝜂 =
𝐾𝑒𝑞+𝛾+𝐾𝑒𝑞𝜏− √𝐾𝑒𝑞

2 𝜏2−2𝐾𝑒𝑞
2 𝜏+𝐾𝑒𝑞

2 +2𝐾𝑒𝑞𝛾𝜏+2𝐾𝑒𝑞𝛾+4𝐾𝑒𝑞𝜏+𝛾22

2(𝐾𝑒𝑞−1)
   

=
(𝐾𝑒𝑞+𝛾+𝐾𝑒𝑞𝜏)− √(𝐾𝑒𝑞+𝛾+𝐾𝑒𝑞𝜏)2−4𝐾𝑒𝑞𝜏(𝐾𝑒𝑞−1)

2

2(𝐾𝑒𝑞−1)
; (eq. 3.4) 

𝑤ℎ𝑒𝑟𝑒 𝐾𝑒𝑞 ≠ 1. 

When the 𝐾𝑒𝑞 = 1, 𝜂 =
𝜏

𝛾+𝜏+1
. (eq. 3.5) 

To quantitatively describe and compare sequence specificity, discrimination factor (DF) is 

commonly employed, where 𝐷𝐹 = 𝜂𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝜂𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠⁄ . In a general case where neither 

correct (𝐾𝑒𝑞,𝑐) nor spurious (𝐾𝑒𝑞,𝑠) target has equilibrium constant as 1, the discrimination 

factor (DF) is expressed as: 

𝐷𝐹 =  
𝜂𝑐

𝜂𝑠
=

(𝐾𝑒𝑞,𝑠−1)∙{(𝐾𝑒𝑞,𝑐+𝛾+𝐾𝑒𝑞,𝑐𝜏)− √(𝐾𝑒𝑞,𝑐+𝛾+𝐾𝑒𝑞,𝑐𝜏)2−4𝐾𝑒𝑞,𝑐𝜏(𝐾𝑒𝑞,𝑐−1)
2

 }

(𝐾𝑒𝑞,𝑐−1)∙{(𝐾𝑒𝑞,𝑠+𝛾+𝐾𝑒𝑞,𝑠𝜏)− √(𝐾𝑒𝑞,𝑠+𝛾+𝐾𝑒𝑞,𝑠𝜏)2−4𝐾𝑒𝑞,𝑠𝜏(𝐾𝑒𝑞,𝑠−1)
2

 }

; (eq. 3.6) 
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For a well-designed probe where 𝐾𝑒𝑞,𝑐  is tuned to 1, the DF formula can be 

simplified as:  

𝐷𝐹 =  
𝜂𝑐

𝜂𝑠
=

2(𝐾𝑒𝑞,𝑠−1)∙𝜏

(𝛾+𝜏+1)∙{(𝐾𝑒𝑞,𝑠+𝛾+𝐾𝑒𝑞,𝑠𝜏)− √(𝐾𝑒𝑞,𝑠+𝛾+𝐾𝑒𝑞,𝑠𝜏)2−4𝐾𝑒𝑞,𝑠𝜏(𝐾𝑒𝑞,𝑠−1)
2

 }

; (eq. 3.7) 

Practically, the DF value for a pair of correct and spurious targets is a function of 

both sequence design (ΔG and Keq) and target concentration τ (eq. 3.6, 3.7). 

The mathematical prediction of DF for a correct target against five spurious targets 

as a function of target concentration (τ) is shown in Fig. 3.14a. DF values for all spurious 

targets containing single nucleotide mutations decrease monotonically with increasing 

target concentration τ. The simulated DF values maximize at the range of low target 

concentrations when the yield of the spurious target approaches extreme small values. 

However, when the concentration of the target is approach or below the limit of detection 

(LOD) of a specified analytical technique, the numeric values of yield and DF become 

meaningless. Despite the high DF, our simulation reveals that the absolute differences in 

yield between correct and spurious targets become much less at the concentration range τ 

< 0.6 and are thus difficult to be resolved experimentally (Fig. 3.14b). Therefore, we 

corrected our mathematical model by introducing the LOD of the analytical method into 

the simulation. The LOD can be defined arbitrary as a minimal yield that allows the 

experimental differentiation of signals generated by the correct or spurious targets from 

background. Figure 3.14c shows the simulation of DF using corrected model when the 

spurious becomes non-detectable (LOD was set to 1% yield). Practically, we can also set 

the LOD as the minimal detectable yield for the correct target.  
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Figure 3.14. The theoretical concentration dependency of discrimination factor (DF). (a) 

Theoretical DF as a function of target concentration for a correct target against five 

theoretical spurious targets defined by their thermodynamic parameters. Reaction free 

energies of spurious targets are shown with the same colors with DF curves. (b) The 

differences in yield between a pair of correct and spurious targets as a function of target 

concentration. (c) Simulation of DF by including the correction using LOD.  

 

Robustness factor. To quantitatively describe the detection window for discriminating 

SNVs, here we mathematically define a robustness factor (RF) which is the concentration 

ratio of a pair of spurious and correct targets, when their yields are the same. To do so, we 

first derived target concentration τ as a function of yield and equilibrium constant (eq. 7). 

RF can then be mathematically derived using eq. 8.  

𝜏 =
𝜂∙(𝛾+𝜂)

𝐾𝑒𝑞∙(1−𝜂)
+ 𝜂; (eq. 3.8) 

𝑅𝐹 =  
𝜏𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠

𝜏𝑐𝑜𝑟𝑟𝑒𝑐𝑡
=

𝜂∙(𝛾+𝜂)

𝐾𝑒𝑞,𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠∙(1−𝜂)
+𝜂

𝜂∙(𝛾+𝜂)

𝐾𝑒𝑞,𝑐𝑜𝑟𝑟𝑒𝑐𝑡∙(1−𝜂)
+𝜂

=
(1−𝜂)+(𝛾+𝜂)∙1 𝐾𝑒𝑞,𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠

⁄

(1−𝜂)+(𝛾+𝜂)∙1 𝐾𝑒𝑞,𝑐𝑜𝑟𝑟𝑒𝑐𝑡
⁄

; (eq. 3.9) 
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Under an optimal trade-off between sensitivity and specificity, where 𝐾𝑒𝑞,𝑐𝑜𝑟𝑟𝑒𝑐𝑡 =

1and the yield is 50%, a practically useful RF can be simplified as: 

 𝑅𝐹 =
0.5+(𝛾+0.5)∙1 𝐾𝑒𝑞,𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠

⁄

0.5+(𝛾+0.5)
; (eq. 3.10) 

The theoretical RF values increase linearly as a function of η (Fig. 3.15a). However, 

this is significantly deviated from the experimental observations because the absolute 

concentration differences (τS – τC) between spurious and correct targets become much less 

significant when the yields of hybridization approach 0 or 100% (Fig. 3.15b). To better 

reflect the analytical performance, we corrected our model by taking both LOD and limit 

of linearity (LOL) into consideration. Figure 3.15e shows a corrected RF simulation by 

setting LOD to be 1% yield and LOL to 95% yield. To understand the concentration-

dependency of RF, we further convert the x-axis from the yield η to the concentration of 

the target τ _correct (Fig. 3.15c-e).  

 

Figure 3.15. The dependence of RF on reaction yield and target concentration. (a) The 

theoretical prediction of RF values as functions of reaction yield η. (b) The absolute 

concentration differences between spurious and correct targets as a function of yield. (c) 
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RF as a function of target concentration. (d) Absolute concentration differences at the same 

yield for the spurious and correct targets as a function of target concentration. (e) Corrected 

RF using LOD and LOL.  

 

Detection window of a toehold-exchange probe. To demonstrate the concentration-

dependency of detection window for a toehold-exchange probe, we next simulated the η, 

DF, and RF using a numeric approach through MATLAB. A 42-nt synthetic DNA (Fig. 

3.28) was used as a model target and a single T to A mutation was introduced to create the 

spurious target. Standard Gibbs free energy (∆𝐺0) of each DNA species can be calculated 

using NUPACK software and ∆𝐺𝑟𝑥𝑛
°  for each toehold-exchange reaction can thus be 

calculated as ∆𝐺𝑟𝑥𝑛
0 = ∆𝐺0(𝑇𝐶) + ∆𝐺0(𝑃) − ∆𝐺°(𝑇) − ∆𝐺°(𝐶𝑃). The thermodynamical 

differences between a pair of correct and spurious targets can be quantified using ∆∆𝐺°, 

where ∆∆𝐺° = ∆𝐺𝑟𝑥𝑛
° (𝑠𝑝𝑢𝑟𝑖𝑜𝑢𝑠) − ∆𝐺𝑟𝑥𝑛

° (𝑐𝑜𝑟𝑟𝑒𝑐𝑡) . In our model system, ∆∆𝐺°  is 

determined to be at 2.30 kcal/mol. The yield (Fig. 3.16a), sequence selectivity (Fig. 3.16b), 

and concentration robustness (Fig. 3.16c) can then be predicted for this pair of synthetic 

sequences in silico. As expected, all three parameters are strongly concentration-dependent 

(Fig. 3.16a-c), indicating that a well-designed and -optimized toehold-exchange probe may 

only excel in a certain concentration range.   

By further including ∆∆𝐺° as a variable in our model, we were able to simulate 

the concentration-dependency of a toehold-exchange probe to all possible mutations that 

are mathematically reflected as varying ∆∆𝐺° values (Fig. 3.16d-f). Our simulation results 

quantitatively reflect that the detection window is inversely related to the difficulty for 

discriminating a certain mutation: the smaller the ∆∆𝐺°  value, the narrower the 

concentration robustness range that allows effective discrimination (Fig. 3.16e).  
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Figure 3.16. Detection window of nucleic acid hybridization probe. (a-c) Theoretical 

prediction of the reaction yield, DF, RF of a pair of correct and spurious targets with 

𝛥𝛥𝐺° = 2.30 𝑘𝑐𝑎𝑙/𝑚𝑜𝑙 through simulation. (d-f) In silico profiling the yield, DF, and RF 

of all possible mutations with 𝛥𝛥𝐺° between 0 and 5 kcal/mol.  

 

DNA Equalizer Gate. DEG is designed to convert a dsDNA target into a ssDNA output 

in a quantitative manner with well-defined detection window. To simulate this process, we 

consider that all reactions are thermodynamically driven, and all DNA species are in their 

thermodynamic stable states. Under this assumption, a set of equilibrium equations could 

be used to predict the concentration distribution of newly formed DNA species (Fig. 3.13a). 

However, only independent equations need to be solved otherwise meaningless answers 

will be generated. To help determine independent equilibrium equations, we extract a 

numerical reaction matrix (RM) from the reaction system: 
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[
 
 
 
 
 
 
 
−1 −1 1 0 0 0 0 0
0 −1 0 −1 −1 1 0 0
0 −1 0 −1 0 0 1 0
0 −1 0 0 −1 0 0 1
0 0 0 0 −1 1 −1 0
0 0 0 −1 0 1 0 −1

−1 0 1 1 0 0 −1 0
−1 0 1 0 1 0 0 −1]

 
 
 
 
 
 
 

 ; 

In RM, each row represents a possible chemical reaction and Reactant is the column of all 

DNA species. The rank of RM is 4 (validated by Matlab), which is less than the dimension 

of RM. As such, only 4 independent equations are existing in this reaction system and we 

choose the first four reactions in our model. All ∆𝐺𝑟𝑥𝑛
°  values are predicted using 

NUPACK and the equilibrium equations are shown below:  

[𝐴𝐵]𝑒𝑞

[𝐴]𝑒𝑞∙[𝐵]𝑒𝑞
= 𝐾𝑒𝑞,𝑖 = 𝑒−∆𝐺𝑖

° 𝑅𝑇⁄   

[𝐵𝐶𝐷]𝑒𝑞

[𝐵]𝑒𝑞∙[𝐶]𝑒𝑞∙[𝐷]𝑒𝑞
= 𝐾𝑒𝑞,𝑖𝑖 = 𝑒−∆𝐺𝑖𝑖

° 𝑅𝑇⁄   

[𝐵𝐶]𝑒𝑞

[𝐵]𝑒𝑞∙[𝐶]𝑒𝑞
= 𝐾𝑒𝑞,𝑖𝑖𝑖 = 𝑒−∆𝐺𝑖𝑖𝑖

° 𝑅𝑇⁄   

[𝐵𝐷]𝑒𝑞

[𝐵]𝑒𝑞∙[𝐷]𝑒𝑞
= 𝐾𝑒𝑞,𝑖𝑣 = 𝑒−∆𝐺𝑖𝑣

° 𝑅𝑇⁄   

𝑤ℎ𝑒𝑟𝑒 [𝐴]0 = [𝐴]𝑒𝑞 + [𝐴𝐵]𝑒𝑞;  [𝐵]0 = [𝐵]𝑒𝑞 + [𝐵𝐶𝐷]𝑒𝑞 + [𝐵𝐶]𝑒𝑞 + [𝐵𝐷]𝑒𝑞; 

[𝐶]0 = [𝐶]𝑒𝑞 + [𝐵𝐶]𝑒𝑞;  [𝐷]0 = [𝐷]𝑒𝑞 + [𝐵𝐷]𝑒𝑞; 

[𝐴]0, [𝐵]0, [𝐶]0, 𝑎𝑛𝑑 [𝐷]0 𝑎𝑟𝑒 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑐𝑜𝑛𝑐𝑒𝑛𝑡𝑟𝑎𝑡𝑖𝑜𝑛𝑠; 

Standard reaction free energies are calculated at 4 °C according to the experimental 

condition of DEG. When [Target] > [DEP], a probability function is introduced to the 
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model to quantitatively describe the probabilistic binding occurring between DEPs and 

complementary strand. 

Figure 3.17 shows the mathematical prediction of the yield of each DNA species at 

varying target concentrations. The yield of the output DNA (A) decreases linearly as a 

function of the concentration of the input target without the correction using the probability 

function (dashed line in Fig. 3.17a and 3.17b). With probability correction, a sharp 

transition occurs when [target] equals [DEP], which was also confirmed experimentally. 

This transition is determined exclusively by the concentration of DEP and thus allows 

defining the detection window in Fig. 3.17c and suppressing the signals of spurious targets 

as shown in Fig. 3.17d.  

The combination of DEG model with a classic toehold-exchange model allows us 

to precisely simulate the yield and discrimination factor for the correct target and any given 

mutation. To simulate RF in DEG system, a build-in mathematical reverse function in 

Matlab was used to first convert the reaction yield to the concentration of the ssDNA output 

using the toehold-exchange model and then convert the concentration of ssDNA to that of 

the dsDNA target using the DEG model. 
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Figure 3.17. Theoretical predictions of yields for producing ssDNA output A from dsDNA 

input AB using DEG. (a) The output ssDNA (A) and input dsDNA (AB) concentrations as 

a function of the initial input concentration. The probability function plays critical roles to 

ensure the accuracy of the model. (b) The yield of ssDNA (A) as a function of the initial 

input concentration. (c) Effect of DEPs on the performance of DEG for producing ssDNA 

output. A maximum yield exists for each titration curve, where [Input] = [DEP]. (d) 

Titration curve for analyzing a correct dsDNA target against three single nucleotide 

mutations. [DEP] = 500 nM.  

 

3.2.6 Parameter correction and fitting  

Correction of ∆𝑮𝒓𝒙𝒏
° . It was previously found by Zhang and colleagues that corrections 

to ∆𝐺𝑟𝑥𝑛
°  values predicted using NUPACK software are necessary to improve the 

agreement between theoretical prediction and experimental observation. A similar 

correction was also performed in our study to improve the accuracy of the mathematical 

prediction (Fig. 3.18). By comparing theoretically predicted and experimentally 

determined yields at varying ∆𝐺𝑟𝑥𝑛
° , a correction of 1.575 kcal/mol was determined and 

applied through out this study. 
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Figure 3.18. Correction of ∆𝐺𝑟𝑥𝑛
° . The correction was performed by measuring a correct 

target and three single nucleotide mutations using a toehold-exchange reporter. The yield 

can be predicted using predicted ΔG for each DNA species (blue curve). To fit the 

theoretical curve with experimental results, a correction of -1.575 kcal/mol was found to 

be necessary. This correction was applied to all simulations throughout this work. [AB] = 

10 nM, [reporter] = 20 nM, theoretical ΔG for all DNA species were predicted using 

NUPACK software.  

 

Determination of experimental RF through fitting. As both calibration curves for the 

correct and spurious targets were established using scattered data spots, it is not possible 

to determine the experimental RF directly. Therefore, we combined experimental fitting 

and mathematical conversion to address this issue (Fig. 3.19). A 4-parameter nonlinear 

fitting was used first to fit the experimental results. A set of four parameters including M, 

L, s and E, will be determined through the fitting (eq. 11). M and L represents the highest 

and lowest signals in the curve; E represents the concentration of target that gives halfway 

between maximum and minimum limits; and s represents the steepness of the fitting curve. 

Once established this mathematical model through fitting, we were able to convert any 

yield in a toehold-exchange reaction into a corresponding concentration of either a correct 
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or spurious target. Experimental RF can then be determined. For a DEG system, a 

calibration curve needs to be first split into two parts: [𝑇𝑎𝑟𝑔𝑒𝑡] =< [𝐷𝐸𝑃]  and 

[𝑇𝑎𝑟𝑔𝑒𝑡] > [𝐷𝐸𝑃] (Fig. 3.19). 

Nonlinear Model: 

𝑌 =  
𝐿+𝑥𝑠∙(𝑀−𝐿)

𝑥𝑠+𝐸𝑠  (eq. 3.11) 

𝑤ℎ𝑒𝑟𝑒 𝑀, 𝐿, 𝑠 𝑎𝑛𝑑 𝐸 𝑎𝑟𝑒 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑡𝑜 𝑏𝑒 𝑓𝑖𝑡𝑡𝑒𝑑. 

 

Figure 3.19. Determination of theoretical and experimental RF. The theoretical RF is 

determined by extracting the concentrations of a pair of correct and spurious targets 

producing the same yield using Matlab software. The experimental RF is determined by 

first fitting experimental data in a calibration curve using a 4-parameter non-linear model 

and then extracting the concentrations of a pair of correct and spurious targets using Matlab. 

RF at each concentration is then calculated using eq. 6 and plotted as a function of target 

(correct target) concentrations. Experimentally measured yields are shown in empty dots 

(n=2). 

 

3.2.7 In silico prediction and experimental validation  

Using our theoretical model, η, DF, and RF were firstly quantitatively profiled in 

silico against three critical factors in DEG, including the target concentration, the sequence 
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design (∆∆𝐺°), and the detection window defined by DEPs. The detection of ssDNA may 

also be described in our model by setting the concentration of DEPs to be infinite, where 

the yield for producing A is 100%. Simulation results in Fig. 3.20 depict the theoretical 

transitions from the detection of ssDNA ([DEPs] = ∞) to the detection dsDNA with varying 

concentrations of DEPs at 50, 100, 200, and 500 nM. Unlike conventional frustrating 

probes (toehold exchange or molecular beacon) where η is saturated beyond a certain target 

concentration (Fig. 3.20a), a maximum η exists in DEG at a single target concentration that 

is defined exclusively by DEP ([T]max = [DEPs]) and is sequence-independent (Fig. 3.20b). 

The simulation results also reveal a significant expansion of the detection window where 

highly specific discrimination of single nucleotide mutations can be achieved (Fig. 3.20d). 

The level of improved DF is also definable by the concentration of DEP (Fig. 3.20d). As η 

for high concentrations of SNVs has been suppressed exclusively, a remarkable transition 

of RF is observed from finite values (Fig. 3.20e) to infinite (Fig. 3.20f).  
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Figure 3.20. Simulation results of DNA Equalizer Gate (DEG). In silico prediction of the 

reaction yield as a function of both target concentration and 𝛥𝛥𝐺° for classic toehold-

exchange (a) and DEG of varying DEP concentrations at 50, 100, 200, and 500 nM (b) The 

classic toehold-exchange can be considered as a special case of DEG, where [DEPs] = ∞. 

Maximum yields exist for DEG, where [AB] = [DEPs].  Yields of spurious targets are 

significantly suppressed across wide concentration ranges, which can help improve the 

specificity and expand the detection window. In silico prediction of discrimination factors 

for classic toehold-exchange (c) and DEGs (d). The detection window for discriminating 

SNVs is tunable by altering the concentrations of DEPs. In silico prediction of robustness 

factors for classic toehold-exchange e and DEGs f. The use of DEG dramatically increases 

RF values from a finite value to infinite. 
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The experimentally measured η, DF, and RF at varying concentrations of a 

synthetic dsDNA target are plotted in Fig. 3.21 for comparison with those predicted in 

silico. A correction of ∆𝐺𝑟𝑥𝑛
°  by +1.58 kcal/mol was found to significantly improve the 

agreement between experimental observation and in silico prediction (Fig. 3.18). η and DF 

at a specific target concentration were calculated directly using fluorescence readout from 

the reporter. Consistent with in silico prediction, maximum η were observed for both 

correct and spurious targets, which was defined strictly by the concentration of DEP (Fig. 

3.21a). As theoretically predicted, η for the spurious target is significantly suppressed by 

DEG. As a result, improved DF was also observed, which also agreed well with simulation 

(Fig. 3.21b). RF was measured indirectly by first fitting a calibration curve using a non-

linear model and then calculated according to definition (Fig. 3.19). Again, infinite RF was 

determined across wide concentration ranges (Fig. 3.21c). The effectiveness and flexibility 

of DEG were further verified experimentally against varying types and locations of single 

nucleotide mutations (Fig. 3.21d and 3.21e), varying length of dsDNA targets (Fig. 3.22-

3.24), and finally 9 sets of clinically important SNVs (Fig. 3.25-3.27). DEG works well for 

all sets of targets except when mutation occurs at the very edge of the dsDNA (Fig. 3.21e). 
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Figure 3.21. Experimental validation of DNA Equalizer Gate (DEG). (a) Experimentally 

determined yields (Exp) plotted against target concentrations for DEGs with varying DEP 

concentrations and compared to simulation (Sim). The classic toehold-exchange can be 

considered as a special case of DEG, where [DEPs] = ∞. Individual replicates (n = 2) are 

shown as dots. (b) Experimentally determined discrimination factors using a pair of 

synthetic correct and spurious targets (𝛥𝛥𝐺°  = 2.29 kcal/mol) plotted against target 

concentrations and compared to those predicted in silico. (c) Robustness factor plotted 

against target concentrations and compared to in silico prediction. (d) Schematic 

illustration of sequences of the target and DEPs. Single nucleotide mutations were made to 

the target at positions 1, 6, 14, and 17. e Experimentally determined yields plotted against 

target concentrations for correct and spurious targets carrying mutations at four designated 

positions. Individual replicates (n = 2) are shown as circles. All experiments were run at 37 

°C in 1 × PBS buffer with 1 mM Mg2+ and 20 nM of toehold-exchange beacons.  
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Figure 3.22. Sequence for varying length of TT targets and corresponding DEPs to validate 

the length effect of target/DEPs.  
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Figure 3.23. Experimentally measured yields, DFs, and RFs for varying length of dsDNA 

targets from 87 bp to 32 bp using corresponding DEPs at concentrations of 200 nM. These 

results suggest that our DEG approach is workable for targets with varying length ranges 

with minimal impact to the analytical performance. Individual replicates (n=2) of yield are 

shown as dots, and lines represent the mean values (correct and spurious yield curves).  
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Figure 3.24. Experimentally measured yields, DFs, and RFs for target TT-32 using DEPs 

at concentration of 50, 100, and 200 nM, respectively. Individual replicates (n=2) of yield 

are shown as dots, and lines represent the mean values (correct and spurious yield curves). 
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Figure 3.25. Designs and sequences for 9 sets of clinically important single nucleotide 

variants frequently encountered in cancer. 
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Figure 3.26. Experimentally measured yields, DFs, and RFs for analyzing BRAF-D594G, 

BRAF-V600E, EGFR-G719A, EGFR-L858R and EGFR-L861Q. The concentration of 

DEG is fixed at 200 nM. Values of individual replicates (n=2) of yield are shown as dots, 

and lines represent the mean values (correct and spurious curves).  

 

 

Figure 3.27. Experimentally measured yields, DFs, and RFs for analyzing KRAS-G12A, 

KRAS-G13V, PIK3CA-H1047R and STK11-F354L. The concentrations of DEPs were 

fixed at 200 nM. Values of individual replicates (n=2) of yield are shown as dots, and lines 

represent the mean values (correct and spurious curves). 
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3.2.8 Detection of varying single nucleotide mutations using DEG  

We examined the analytical performance and versatility of DEG for discriminating 

single nucleotide variants using two sets of synthetic targets: a set of subgenomes (28 to 

87 bp) from a β-tubulin gene of a parasitic worm, Trichuris trichiura (TT) (Fig. 3.28-3.34) 

and a 44 bp subgenomic sequence from Hepatitis B Virus (HBV) S gene (Fig. 3.35-3.38). 

Both diseases are major threat to human health worldwide. Varying types of mutations and 

indels were tested using our DEG detection platform. Synthetic rare mutation environment 

was used to represent the robustness and clinical application potential of our DEG method 

(Fig. 3.39). We also demonstrated the possibility of multiplexed DEG by mixing the two 

sets of targets and corresponding DEPs into the same test tube (Fig. 3.40).  

 

Figure 3.28. Schematic illustration of analyzing single nucleotide mutations of a 

subgenome of Trichuris trichiura (TT). (a) Sequences and point mutations of the TT target. 

(b) Sequences of a pair of DEPs designed for the TT target. (c) The sequence design of the 

reporter probe operated by the toehold-exchange.  
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Figure 3.29. Experimental validation of DEG for discriminating single nucleotide T > A, 

T > G, and T > C mutations in the 42-bp dsDNA TT target. Raw fluorescence signals for 

detecting correct TT target and three single nucleotide mutations at DEP concentrations 

from 100 nM, to 200 nM, and to 500 nM. Single-stranded TT target was also analyzed 

directly using the reporter probe, which equivalent to a DEG system with infinite DEPs. 

Individual replicates (n=2) of yield are shown as dots, and lines represent the mean values 

(correct and spurious yield curves).  

 

 

Figure 3.30. Comparison of experimentally determined yields with those predicted 

through simulation for analyzing T>G and T>C mutations to the double-stranded TT 
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targets using DEG. Values of individual replicates (n=2) are shown as dots, and lines 

represent the simulation prediction. 

 

 

Figure 3.31. Comparison of experimentally measured and simulated DF for T > G and T > 

C mutations in the double-stranded TT target using DEG. Experimentally measured DF 

values are shown as dots, and lines represent the simulation prediction.  

 

 

Figure 3.32. Comparison of experimentally measured and simulated RF for T > G and T > 

C mutations in the double-stranded TT target using DEG. Experimentally measured RF 

values are shown as dots, and lines represent the simulation prediction.  
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Figure 3.33. Experimentally measured DF of target TT-28 with different mutations.  

 

 

Figure 3.34. Experimentally measured RF of target TT-28 with different mutations. 
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3.2.9 Detection of single nucleotide mutations in HBV  

The goal of designing the double-stranded synthetic HBV S-gene target is to test 

the versatility of our DEG approach. As shown in Fig. 3.35, a pair of DEPs and a reporter 

probe were designed for this synthetic target. Both single nucleotide mutations and base 

insertion/deletion were introduced and tested in this system using DEG. To verify the DEG 

approach for discriminating challenging single nucleotide mutations, we intentionally 

introduced an A to G mutation, a well-known challenging SNV because of the formation 

of G-T wobble that reduces differences in free energies between correct and spurious 

targets. We found that our DEG approach has effectively improved the specificity and 

concentration robustness for analyzing this challenging SNV comparing to the direct 

analysis using the toehold-exchange beacon (highlights in Fig. 3.37 and 3.38).  

 

Figure 3.35. Schematic illustration of analyzing single nucleotide mutations of a 

subgenome of HBV S gene. (a) Sequences and point mutations of the target. (b) Sequences 

of a pair of DEPs designed for the HBV target. (c) The design of the reporter probe operated 

by the toehold-exchange.  
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Figure 3.36 Detection of the synthetic HBV target with varying mutations and indels using 

DEG. Five SNVs, including three single nucleotide mutations, one insertion (INS) and one 

deletion (DEL), were tested using DEG with varying DEP concentrations from 100 nM, to 

200 nM, and to 500 nM. Detection single nucleotide mutations in single-stranded HBV 

target was also included for mutations at 27C, 27T, and 27G. Shaded area indicates the 

detection window where DEG outperforms toehold-exchange beacon in discriminating the 

most challenge SNV27G. Individual replicates (n=2) of yield are shown as dots, and lines 

represent the mean values.  
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Figure 3.37. Experimentally measured DF values for three single nucleotide mutations 

(SNV27C, SNV27T, and SNV27G) in the 44 bp HBV target using DEG. Shaded area 

indicates the detection window where DEG outperforms toehold-exchange beacon in 

discriminating the most challenge SNV, 27G.  

 

 

Figure 3.38. Experimentally measured RF values for single nucleotide mutations in the 44 

bp HBV target using DEG.  
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Figure 3.39. As low as 0.5% mutated targets in the background of high concentrations of 

unmutated sequences can be detected effectively using DEG. Bars represent the mean 

values of individual replicates (circles, n=2). 

 

 

Figure 3.40. Simultaneous manipulation of TT and HBV targets using two sets of DEPs 

in the same test tube. The characteristic detection curves were observed for each target with 

detection window controlled by their corresponding DEPs ([DEP] = 50 nM for TT and 200 

nM for HBV). This experiment demonstrates that multiplexed DEG can be performed for 

the independent control of multiple strand displacement reactions in the same test tube. 
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Values of individual replicates (n=2) of yield are shown as dots, and lines represent the 

mean values.  

 

3.2.10 Integration of DEG with PCR  

A practically applicable DNA hybridization probe shall compatible with commonly 

used nucleic acid amplification techniques, such as PCR. As DEG acts directly on dsDNA, 

it is an ideal probe for analyzing dsDNA amplicons. Therefore, we next verified the 

adaptivity of DEG to PCR. As a proof-of-principle, a set of four DEPs were designed for 

a representative 87bp dsDNA amplicon (Fig. 3.41a), which was shown to be fully 

compatible with DEG (Fig. 3.41b, Fig. 3.43, 3.44). To avoid potential cross-reactions, two 

outer DEPs were designed intentionally to be identical as the PCR primers (Fig. 3.41c and 

Fig. 3.42).  
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Figure 3.41. Integration of DNA Equalizer Gate (DEG) with polymerase chain 

reaction (PCR). (a) Schematic illustration of analyzing dsDNA using a 4-DEP design. (b) 

Experimental validation of the 4-DEP design for the detection of an 87bp dsDNA as a 

mimic of PCR amplicon. The concentration of outer DEPs was fixed at 500 nM and that 

of inner DEPs was set to be 200 nM. Individual replicates (n=2) are shown as circles. (c) 

Schematic illustration of DEG-PCR using a 4-DEP design. The outer two DEPs (red and 

black) are designed to be identical with PCR primers. (d) Real-time monitoring of DEG-

PCR using a toehold-exchange reporter. A wide detection window was achieved, where as 

low as 10 aM of correct template could be clearly discriminated from 1 pM spurious target 

containing a single nucleotide mutation. (e) Schematic illustration of the asymmetric PCR 

followed by the detection using a toehold-exchange reporter. (f) Real-time monitoring the 
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detection of asymmetric PCR amplicon revealing a much narrower detection window than 

DEG-PCR, where correct discrimination could be made only above 1 fM.  

 

 

Figure 3.42. Schematic illustration of the sequence design for a set of four DEPs that target 

an 87 bp amplicon (AB) for the detection of the hotspot for drug resistance in TT worm. 

(a) Scheme showing the 4-DEP design for the PCR amplicon. (b) The two inner DEPs 

were designed to expose ssDNA domains that can be detected by the reporter probe. The 

two outer DEPs were designed to facilitate the generation of ssDNA output (A) the 

sequence of which were identical with a pair of forward and reverse PCR primers. (c) The 

design of the reporter probe operated by the toehold-exchange.  
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Figure 3.43. Validation of DEG for the detection of ssDNA output A via the 4-DEP design. 

Real-time fluorescence monitoring the kinetics of the reporter for measuring A produced 

by 4-DEPs equalizer gate. Concentrations of all DEPs were fixed at 200 nM for detection 

of 20 nM of target AB with drug resistance mutation (mutant), generating 80% of 

fluorescent yield. Our DEG approach allows the discrimination of single nucleotide 

mutation with high sequence specificity.  

 

 

Figure 3.44. Analyzing PCR amplicons using DEG with varying concentrations of inner 

DEPs from 50 nM to 500 nM (500nM outer DEPs). DEG allows the detection of the 

double-stranded PCR amplicon meanwhile discrimination of single nucleotide mutation 
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through wide concentration ranges. Lines represent the mean values of individual replicates 

(red and green dots, n=2).  

 

Results in Figure 41d demonstrate that the DEG-PCR is both highly sensitive and 

specific. As low as 1 aM synthetic DNA templates were detectable. More importantly, 

fluorescence signal for 1 pM spurious template containing a single nucleotide mutation is 

significantly suppressed using DEG, which is much lower than that of 10 aM of the correct 

template (Fig. 3.41d). By contrast, a much narrower detection window (above 1 fM) was 

observed when asymmetric PCR was used to generate detectable ssDNA amplicon 

followed by the readout using the same toehold-exchange reporter (Fig. 3.41e, 3.41f and 

Fig. 3.45). 

 

Figure 3.45. Optimization of the asymmetric PCR using varying ratios between the 

concentrations of forward and reverse primers. Kinetic curves showing the measurement 

of ssDNA output generated by asymmetric PCR using the reporter probe that is operated 

using toehold-exchange.  

 

 



112 

 

3.2.11 Clinical validation of DEG-PCR  

We finally employed DEG-PCR for the diagnosis of soil-transmitted helminth 

(STH) infections with clinical samples collected from school-age children living in highly 

endemic rural areas in Honduras. STH infections are global health issue, affecting more 

than 1.5 billion world’s population.39 The extensive drug usage (e.g., Albendazole) for 

treating STH infections in endemic countries or regions has created issues of drug 

resistance.40,41 As such, an ideal diagnostic test for STH infection shall allow simultaneous 

detection of STH infection and screen for drug resistance (D.R.).  

Thus motivated, we employed DEG-PCR for the detection of STH infections, 

meanwhile screening for drug resistance in the same assay (Fig. 3.46a). Two fluorescence 

reporters were designed to test codon 196 to 203 and codon 206 to 213 of the β-tubulin 

gene of Trichuris trichiura (Fig. 3.46b). A single-nucleotide A to T mutation at the 200th 

codon of β-tubulin is a well-established genetic variant for drug-resistance screening (Fig. 

3.47).41 The toehold-exchange reporter testing this domain (codon 196 to 203) was thus 

designed to be highly sensitive to this SNV by including a 5-nt reverse toehold, whereas 

no reverse toehold was designed for the reporter targeting codon 206 to 213. The two 

reporters were labeled with spectrally distinct fluorescent dye (FAM and Cy5) and thus 

operated simultaneously in solution (Fig. 3.48, 3.49). Synthetic DNA standards of varying 

concentrations and 13 clinical TT samples with negative resistance were first tested using 

the dual channel DEG-PCR (Fig. 3.42, 3.43) and plotted in Fig. 3.46c, where three regions 

(error eclipse with 99% confidence) were definable representing positive infection and 

positive resistance (D.R.+), positive infection but negative resistance (D.R.‒), and no 

detectable infection (N.C.). Six clinical parasitic specimens expelled by patients who 
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received Albendazole treatment in Honduras were tested and found to be TT positive but 

no drug resistance (Fig. 3.46d). Two clinical Ascaris worm specimens serving as negative 

control were also tested and found to be TT negative. All results were consistent with 

diagnostic tests using microscopy (Kato-Katz), post-PCR gel analysis (Fig. 3.54) and DNA 

sequencing (Fig. 3.55).  

 

Figure 3.46. Application of DEG-PCR to analyzing clinical parasitic worm samples. 

(a) A typical workflow for analyzing parasitic worm (Trichuris trichiura, TT) specimens 

collected from stool samples of school-age children in the rural areas of Honduras followed 

by the detection using DEG-PCR. (b) Simultaneous detection of parasitic infection and 
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screening for drug-resistance was achieved using a dual-channel design (FAM- and Cy5-

Reporter). PCR primers were deigned to amplify nucleotide 1246-1333 in the β-tubulin 

gene, containing the 200th codon. A single nucleotide A to T mutation of this codon is a 

hotspot for drug resistance screening. A toehold-exchange reporter (FAM-reporter, green 

duplex) labeled with FAM was used to discriminate this point mutation, whereas a strand-

displacement reporter with no reverse toehold (Cy5-reporter, red duplex) was employed to 

detect a conservative region near codon 200. Experimental tests of the dual channel DEG-

PCR using synthetic DNA standards (blue and red dots) and 13 (D.R.‒) clinical samples 

(green circles) as a training set (c) and 8 unknown clinical parasitic worm samples (d). Test 

results are classified into three areas defining the positive infection and drug resistance 

(D.R.+), positive infection and no drug resistance (D.R.‒), and negative infection (N.C.).  

Error eclipses with 99% confidence interval and 2-degrees of freedom (two fluorescence 

channels) were used to define D.R.+ and D.R.‒. Eight clinical worm specimens including 

six Trichuris trichiura worms (TT-1 to TT-6) and two A. lumbricoides worms (AL, as 

negative controls) were tested and plotted in d. 

 

 

Figure 3.47. The sequence design of DEG-PCR for analyzing clinical parasitic worm 

samples. (a) A pair of primers that amplify β-tubulin gene from 1246 to 1333 bp are 

designed through primer-design software BLAST. The FAM reporter (green) is designed 

to detect the specific A to T mutation at codon 200 at the 1278th to 1299th bp of the β-

tubulin gene. The Cy5-reporter (red) is designed to analyze the 1301st to 1330th bp of the 

β-tubulin gene. (b) The representative fluorescence kinetic curves that indicate positive 

infection (red) and positive drug resistance (green, D.R.+). (c) The representative 

fluorescence kinetic curves that indicate positive infection (red) but negative drug 
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resistance (green, D.R.‒). (d) The representative fluorescence kinetic curves that indicate 

no infection and no drug resistance.   

 

 

Figure 3.48. Schematic representation of the sequence designs for the DEPs and two 

reporters. The first reporter (FAM-reporter) that is operated through the principle of 

toehold-exchange is designed to a specific A to T mutation at the 200th codon of β-tubulin, 

which is a well-established hotspot of TT for resistance to benzimidazole (BZ, drug). As 

such, the fluorescence of this reporter (FAM) is turned on only when drug resistance occurs 

in TT infection (D.R.+ plus TT infection). The second reporter (Cy5-reporter) that is 

operated by toehold-mediated strand displacement is designed to detect TT infection. The 

reporter has a reverse toehold of 0 and is thus not sensitive to single-nucleotide mutations, 

which ensures the detection of infections regardless of the existence of SNPs. Simultaneous 

detection of the two fluorescence channels (FAM and Cy5) allows the detection of 

infection and screen for drug resistance in a single test.  
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Figure 3.49. Validation of the 4-DEP, dual reporter DEG for the detection of the double-

stranded TT target with the A to T mutation at β-tubulin codon 200. Real-time fluorescence 

monitoring the kinetics of both FAM- and Cy5-reporter for measuring the double-stranded 

TT target (AB) at two distinct sites as indicated in Fig. 3.53. Rapid increases in 

fluorescence was observed in both channels when detecting 20 nM T using a set of 4 DEPs 

with 200 nM for each.  
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Figure 3.50. The detection limit of the 4-DEP, dual reporter DEG for analyzing synthetic 

DNA targets either drug resistant mutant that is drug resistant positive (D.R.+) or a wild-

type that is drug resistant negative (D.R.‒). (a) Normalized fluorescence in both FAM and 

Cy5 channels as a function of target concentrations for the detection of drug resistant 

positive mutant. (b) Normalized fluorescence in both FAM and Cy5 channels for the 

detection of a wild-type target. (c) The dual-channel fluorescence distribution map for 

targets (either D.R.+ or D.R.‒) spanning over 0.16, 0.31, 0.62, 1.25, 2.5, 5, 10, 20, 40, and 

80 nM. The detection limit was found to be 0.62 nM for drug resistant positive target while 

1.25 nM for drug resistant negative target. Gray shading area in the subplot indicating the 

fluorescence distribution that cannot distinguish D.R+ and D.R.‒ targets. Values of 

individual replicates (n=2) are shown as dots.  

 

 

Figure 3.51. The detection limit of the 4-DEP, dual reporter DEG for analyzing synthetic 

DNA targets with 800 nM DEPs. (a) Normalized fluorescence in both FAM and Cy5 

channels as a function of target concentrations for the detection of drug resistant positive 

mutant. (b) The fluorescence distribution of FAM and Cy5 channels as a function of 

mutant-type target concentration. (c) The dual-channel fluorescence distribution map for 

targets (either D.R.+ or D.R.‒) spanning over 0.16, 0.31, 0.62, 1.25, 2.5, 5, 10, 20, 40, and 
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80 nM. The detection limit was found to be 0.62 nM for both drug resistant positive and 

drug resistant negative targets. Gray shading area in the subplot indicating the fluorescence 

distribution that cannot distinguish D.R+ and D.R.‒ targets. Values of individual replicates 

(n=2) are shown as dots. 

 

 

Figure 3.52. Detection of drug resistant mutant in the presence of varying concentrations 

of wild-types. (a) Normalized fluorescent intensities of FAM and Cy5 channels as a 

function of the percentage of spiked mutant in the wild-type control. The total target 

concentration was fixed at 20 nM. Values of individual replicates (n=2) are shown as dots. 

(b) Experimental (blue dots, n=2) and theoretical (yellow squares) calibration curves using 

FAM/Cy5 ratio as a readout. (c) Linear regression of the experimental calibration mean 

values. This result suggests that our 4-DEP, dual reporter DEG approach was able to 

discriminate clinically important single nucleotide variants present at low abundance.  
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Figure 3.53. Deployment of the dual reporter DEG-PCR for analyzing clinical parasitic 

worm samples. (a) Normalized fluorescent intensities of FAM and Cy5 channels as a 

function of the original concentrations of the synthetic DNA template prior to PCR 

amplification. This template is of the same subgenomic sequence as the drug-resistant 

mutate. Values of individual replicates (n=2) are shown as dots. (b) Normalized 

fluorescence intensities of FAM and Cy5 channels for clinical parasitic worm samples, 

including 6 Trichuris trichiura (TT) and 2 Ascaris Lumbricoides (AL) worms. All the TT 

samples show positive infection but negative drug-resistance, while two AL samples are 

showing negative TT infection. The negative fluorescence intensity indicates that 

fluorescence signals for AL are lower than that for the blank. Bars represent the mean 

values of individual replicates (circles, n=2).  

 

 

Figure 3.54. Detection of clinical parasitic worm samples using standard PCR followed by 

polyacrylamide gel electrophoresis (PAGE) analysis. (a) Representative PAGE analysis of 

PCR amplicons of standard synthetic DNA templates ranging from 1 aM to 1 pM. (b) 

Representative PAGE analysis of PCR amplicons of eight clinical parasitic worm samples. 

Each experiment was repeated twice to verify the reproducibility. A 5-µL solution 

containing PCR amplicons was mixed with loading buffer and then loaded onto 6% PAGE 

gel. A voltage of 110 V was applied for driving the electrophoresis. After electrophoresis, 
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the gel was stained with Ethidium Bromide and imaged using Gel Doc XR+ Imager System 

(BioRad). 

 

 

Figure 3.55. Genome sequencing data of clinical parasitic worms. The first row illustrates 

the DNA sequence of codon 186 to codon 214 for wild-type Trichuris trichiura β-tubulin 

gene. Codon 198 and 200 are highlighted as drug-resistance mutation hotspots. Six worm 

specimens extracted from patients were of the same sequences with the wild-type, which 

was well consistent with the diagnostic results measured using DEG-PCR.  
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3.3 Discussion  

We have introduced DEG, a class of nucleic acid hybridization probes for the direct 

analysis of dsDNA with user-definable expansion of detection windows and improved 

sequence selectivity. Using DEG, the quantitative relationship between the detection signal 

and target concentrations was transformed from a sigmoidal function to an asymmetric 

unimodal one, where maximum yield exists at a single target concentration that is defined 

exclusively by DEP ([AB]max = [DEPs]) and is sequence-independent. Therefore, unlike 

conventional hybridization probes where the detection signal of a spurious target will 

eventually catch up that of a correct one,33 signals for spurious targets remain to be 

suppressed in DEG despite the increases in target concentrations and RF will eventually 

become infinite. Because of the mathematical transformation, the same detection signal 

may correspond to two concentrations of the same correct target (Fig. 3.56). This will not 

cause any issue for discriminating single nucleotide mutations, as the detection signal 

remains to be higher than any concentration of the mutated targets. For further quantifying 

the correct target using DEG, we found that the inclusion of a dilution step would 

effectively narrow the target concentration (Fig. 3.56). 

The ability to transform quantitative relationship between the detection signal and 

target concentrations sets the DEG approach apart from existing nucleic acid hybridization 

probes. Prior to our study, the concentration dependency of DNA hybridization probes has 

been emphasized and tested. For example, Zhang and colleagues have introduced an R 

value that was experimentally defined by the horizontal distance between the calibration 

curves of a correct and that of a spurious target at 50% yield.17 Ricci and colleagues have 

experimentally examined and tuned useful dynamic ranges of molecular beacons in 
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response to varying allosteric designs.33-35 However, existing solutions focus on 

manipulating reaction energy barriers rather than altering the monotonic quantitative 

relationship between detection signals and target concentrations.  

 

Figure 3.56. A dilution strategy to narrow the concentration range for quantifying 

target nucleic acid. Experimental demonstration of a representative scenario, where the 

same detection signal corresponds to two possible concentrations of the same target. The 

yield of 0.35 corresponds to either 15 nM or 1 µM of the correct dsDNA target. After a 2 

× dilution step, the original 1 µM target concentration (500 nM after dilution) produced an 

even higher detection signal (0.8) whereas the signal of the original 15 nM target 

concentration (7.5 nM after dilution) decreased to 0.2. Individual replicates (n=2) are 

shown as circles.  

 

Another advantage of DEG is the fact that it acts on dsDNA using a simple, one-

step, wash-free, and enzyme-free procedure but produces ssDNA output in a highly 

quantitative and predictable manner. This differs significantly with existing strategies 

where enzymes and tedious procedures were often used to generate toehold domains for 

dsDNA17, 43 or to remove antisense strands to produce ssDNA44. The unique design of 

DEPs makes them fully compatible with upstream nucleic acid amplification techniques 

such as PCR, and downstream detection probes, such as toehold-exchange beacons, with 
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minimal signal leakages (Fig. 3.4), which eliminates the need for the removal of antisense 

ssDNA through enzymatic degradation or denaturing followed by separation. As such, the 

principle of DEG can be employed to develop diverse assays for point-of-care applications. 

More importantly, instead of treating the antisense ssDNA as a waste30, our DEG 

system takes it as a molecular sink that competitively consumes the sense ssDNA once the 

mutation exists. Unlike existing molecular sink or reservoir created to enhance sequence 

selectivity,36,38 the design of which requires prior knowledge of the specified mutation, the 

DEG splits a dsDNA and thus produces a corresponding sink for any mutation. We 

demonstrated that DEG approach is particularly effective for discriminating challenging 

mutations, such as a single nucleotide A to G mutation (because of the formation of G-T 

wobble), where both DF and RF have been drastically improved within a wide detection 

window (Fig. 3.36-3.38).  

Collectively, our DEG approach demonstrates remarkable analytical performance 

for analyzing mutations in genetic markers (Fig. 3.26, 3.27). When comparing to 

asymmetric PCR, a widely used strategy to produce ssDNA amplicons or to prepare 

double-stranded toehold-exchange probes, our DEG-PCR shows significantly better 

sensitivity, improved specificity and wider detection window. The practical usefulness of 

DEG has also been successfully verified using clinical STH parasitic worm samples 

collected at endemic regions. The capability of simultaneous detection of parasitic 

infection and drug-resistance screening will make our strategy an idea tool for genetic 

analysis in diverse clinical settings.  
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Notably, the analytical performance of our DEG approach has not only been 

demonstrated experimentally, but also been quantitatively and precisely predicted through 

simulation. Our success in combining thermodynamic parameters calculated using 

NUPACK software and numerical approaches using MATLAB further echoes the 

programmable and predictable nature of the Watson-Crick base pairing rule. The ability to 

make accurate mathematical predictions for systems involving complexed reaction 

pathways, such as the DEG system in this work, reveals again the power of in silico tools 

to help guide the rational design of nucleic acid hybridization probes and DNA-mediated 

biosensors. Therefore, we anticipate our effort in developing DEG approach may benefit 

both fundamental research in DNA nanotechnology and practical uses of nucleic acid 

hybridization probes to real-world applications. 
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3.4 Experimental  

3.4.1 Methods  

DNA oligonucleotides. The DNA oligonucleotides used in this study were purchased from 

Integrated DNA Technologies (IDT, Coralville, IA). Fluorophore (FAM- and Cy5-) and 

quencher (Iowa Blank) modified DNA oligonucleotides were purified by IDT using high-

performance liquid chromatography (HPLC). Other DNA species were used as purchased 

without further purification. Sequences and modifications of all oligonucleotides are listed 

in Supplementary Table 3.1. 

Buffer conditions. DNA oligonucleotides were re-suspended by dissolving 

oligonucleotides using 1 × tris-EDTA (TE) buffer (10 mM Tris-HCl, pH 8.0, 1M EDTA, 

purchased from Sigma as 100 × stock) and then stored at −20 °C. Unless indicated 

otherwise, 1 × TE buffer containing 10 mM MgCl2 and 0.5% (v/v) TWEEN 20 (Sigma) 

was used as the molecular reporter buffer. 1 × PBS (pH 7.4, purchased as 10 × PBS stock 

from Sigma) buffer containing 1 mM MgCl2 and 0.5% (v/v) TWEEN 20 was used as the 

reaction buffer. TWEEN 20 was used to prevent the potential loss of DNA oligonucleotides 

during dilution and pipetting.  

Preparation of fluorescent reporters. All strand-displacement (SDR) and toehold-

exchange (TER) reporters were annealed using a BioRad T100 thermocycler in molecular 

reporter buffer. The samples (typically at a final concentration of 5 μM) were heated to 

95 °C for 5 min, and subsequent gradually cooled to room temperature at a constant rate 

over a period of 40 min. Particularly, the quencher to fluorophore concentration ratio used 

for SDR was 1.5 and that of TER was 3. Prepared reporter solutions were stored in 4 °C 

until use.  
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Mathematical model building. Free energy of DNA strands and complexes were 

estimated by NUPACK. For thermodynamic parameters setting of DEG, the temperature 

was set to 4 °C (in ice-water bath), concentration of Na+ was 0.1 M, and Mg2+ was 0.001 

M; whereas temperature setting for DNA species in toehold-exchange reaction was 37 °C. 

Other parameters were used set as default setting.  

Analytical solutions of concentration-dependence equations for η, DF, and RF were 

calculated through symbolic approach in MATLAB (2019a, MathWorks). Matrix (RM) 

analysis and solving equilibrium equations system were performed in the same platform. 

Particularly, numerical computing approach is necessary due to highly coupled variables 

in the equation system (3rd order). Boundary conditions were restricted to real value and 

reasonable answers (for example, yield needs to be larger than 0 yet smaller than 1). To 

calculate theoretical RF values, two reverse functions were adopted: first one was to 

convert yield (normalized) to the concentration of ssDNA target; second one was to reverse 

the ssDNA target back to corresponding concentration of dsDNA with the consideration of 

probability function. Experimental RF values were calculated by fitted non-linear curve 

functions (see details in Section 3.4.2). Two-dimensional curves were plotted in GraphPad 

Prism 8.0.1, and three-dimensional heat maps were drawn in MATLAB.  

Protocols for using DNA Equalizer Gate. An ice-water cooling bath was prepared (4 °C) 

in advance. The dsDNA target and DEPs with user-defined concentration were mixed in a 

0.2 mL PCR tube, adjusting volume to 100 μL. Sample tubes were then placed in a thermal 

cycler (Bio-Rad T100TM) and heated up to 95 °C for 5 min (setting as 10 min with 

redundancy for next step). While samples were kept hot in thermal cycler, tubes were 

rapidly transferred and immersed inside ice-water bath for 2 min (Fig. 3.44). 90 μL of the 
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samples were translocated to microplate (Corning) and warmed for 5 min within a 

microplate reader (Molecular Devices) which was set as 37 °C. Thereafter, 10 μL of 200 

nM toehold-exchange reporter was added to trigger the reaction.  

DEG-PCR. In a typical PCR protocol, 4 μL of DNA template, 20 μL Taq 2 × Master Mix, 

and proper concentration (typically 500 nM) of forward and reverse primers (Table. 3.1. 

Forward and Reverse primer) were mixed to a final volume of 40 μL. PCR was initiated 

by incubation at 94 °C for 3 min then followed by 35 cycles (denaturation at 94 °C, 

annealing at 52 °C, and extension at 72 °C for 30 sec each) and a final extension at 72 °C 

for 5 min in a Bio-Rad T100TM thermal cycler. The thermal protocol of asymmetric PCR 

remained the same, whereas with unbalanced primer concentration (500 nM forward 

primer and 40 nM revere primer, Fig. 3.45). The PCR amplicons were then mixed with 4 

DEPs and adjusted volume to 90 μL. To avoid potential side reactions, the outer DEPs 

(identical with primers) were set to 500 nM and inner two DEPs were 200 nM. A typical 

DEG protocol was followed, and dual reporters (separate FAM and Cy5 fluorescent 

channels) were added to embark reaction.  

Time-based fluorescence studies. SpectraMax i3 microplate reader (Molecular Devices) 

was used to acquire real-time fluorescence data and analyzed in Excel 2016. Temperature 

was set to 37°C and fluorescence was monitored in a frequency of 1 data point per minute 

for 1h. The excitation/emission wavelength for FAM channel was set 485 nm/515 nm and 

that of Cy5 channel was 640 nm/675 nm. Fluorescence data were normalized and converted 

into apparent hybridization yield according to formula 𝜂 = (𝐹 − 𝐹𝑏) (𝐹𝑚 − 𝐹𝑏)⁄ , where 

𝐹  is the sample fluorescence readout at equilibrium, 𝐹𝑚  denotes the maximum 

fluorescence observed for 50-fold excess of correct ssDNA target to strand-displacement 
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beacon, and 𝐹𝑏 is the background fluorescence generated by protected beacon only. For 

practical purpose, equilibrium fluorescence data was collected at around 20~30 min when 

reaction roughly reached to equilibrium.  

Analyzing STH clinical samples using DEG-PCR. STH worm specimens were recovered 

from eight school-age children in the rural region of La Hicaca located in the northwestern 

area of Honduras.42 All STH-infected children were treated by the health center’s registered 

nurse as per national guidelines. A subgroup of eight children harboring infections of heavy 

and moderate intensity were invited to receive a special deworming treatment with the aim of 

recovering adult parasite specimens. The treatment schedule was administered by the health 

center’s nurse as described previously.42 The eight participants received a treatment scheme 

based on pyrantel pamoate and oxantel pamoate (Conmetel) during the first three days and 

Albendazole during a fourth day. The adult worms expelled in feces were washed with 

saline solution and stored in 70% ethanol. Following the recovery of specimens, DNA was 

extracted using the Automate Express DNA Extraction System (Thermo Fisher Scientific 

Inc.) with the commercial kit PrepFiler Express BTA, according to the manufacturer’s 

protocol. Thereafter, a typical DEG-PCR procedure (250 nM of each PCR primer; 200 nM 

of each DEP) was followed to detect these clinical DNA samples.  

Two batches (duplicates in each batch) of synthetic DNA templates from 1 aM to 

1 pM (containing D.R.(‒) and D.R.(+)) using the same DEG-PCR protocol as well as 13 

clinical parasitic worm samples to build the fluorescence distribution map. Error eclipses 

with 99% confidence interval and 2-degrees of freedom (two fluorescence channels) were 

used to define D.R.(+) and D.R.(‒). 
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Ethics statement. This study received clearance from the Bioscience Research Ethics 

Board of the Brock University (file number 13-195), as well as from the Research Ethics 

Board of the master's Program in Infectious and Zoonotic Diseases (MEIZ), School of 

Microbiology, National Autonomous University of Honduras (UNAH). Informed consent 

was obtained from the parents or legal guardians and was documented with research 

participants’ signatures or fingerprints on the consent forms that had been fully explained 

to them. Upon parents or guardians' consent, children were invited to enroll in the study 

and those willing to participate provided verbal assents that were documented on a child 

assent form with the signature of a third-party witness.  

Polyacrylamide gel electrophoresis. A 5 μL PCR amplicon solution was mixed with 

loading buffer (Bio-Rad) and then loaded on 8 % native PAGE gel to verify and estimate 

the PCR procedure. A voltage of 110 V was used to drive the electrophoresis. Thereafter, 

the gel was stained with Ethidium Bromide and imaged using Gel Doc XR+ Imager System 

(Bio-Rad).  

 

3.4.2 DNA Sequences and Modifications  

Table 3.1. DNA sequences information.  

DNA Names Sequences 

Synthetic 

target 

Correct Target 
5’– GC TTC AT TA TC TAT GCA GTA TGT 

TTC GTC C GT GTT CTC TAC C –3’ 

Spurious Target  
5’– GC TTC AT T A TC TAT GCA GAA TGT 

TTC GTC C GT GTT CTC TAC C –3’ 

DEP-1 
5’– GC TTC AT TA TC TAT GCA GTA TGT 

–3’ 
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DEP-2 5’– TTC GTC C GT GTT CTC TAC C –3’ 

Reporter-F 
5’– G GAC GAA ACA TAC TGC ATA GA 

CATGT–FAM –3’ 

Reporter-Q 
5’– Iowa Blank FQ– ACATG TC TAT GCA 

GTA TGT –3’ 

HBV44 

Correct Target 
5’– AA ATT CGC AGT CCC CAA CCT CC 

AATC ACT CAC CAA CCT CCT GTC –3’ 

HBV-DEP-1 
5’– AA ATT CGC AGT CCC CAA CCT CC –

3’ 

HBV-DEP-2 
5’– A ATC ACT CAC CAA CCT CCT GTC –

3’ 

SNV27T 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC TCT CAC CAA CCT CCT GTC –3’ 

SNV27G 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC GCT CAC CAA CCT CCT GTC –3’ 

SNV27C 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC CCT CAC CAA CCT CCT GTC –3’ 

INS27A 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC AACT CAC CAA CCT CCT GTC –3’ 

INS27C 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC CACT CAC CAA CCT CCT GTC –3’ 

DEL27 
5’– AA ATT CGC AGT CCC C AA CCT CC 

AATC  CT CAC CAA CCT CCT GTC –3’ 

Reporter-F 
5’– FAM– CGCTT AGG TTG GTG AGT GATT 

GG AGG TT –3’ 

Reporter-Q 
5’– A ATC ACT CAC CAA CCT AAGCG –Iowa 

Black FQ –3’ 

TT42 

Correct Target  
5’– GC TTC AT TA TC TAT GCA GTA TGT 

TTC GTC C GT GTT CTC TAC C –3’ 

SNV19A 
5’– GC TTC AT T A TC TAT GCA GAA TGT 

TTC GTC C GT GTT CTC TAC C –3’ 
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SNV19G 
5’– GC TTC AT T A TC TAT GCA GGA TGT 

TTC GTC C GT GTT CTC TAC C –3’ 

SNV19C 
5’– GC TTC AT T A TC TAT GCA GCA TGT 

* TTC GTC C GT GTT CTC TAC C –3’ 

TT42 
TT-DEP-1 

5’– GC TTC AT TA TC TAT GCA GTA TGT 

–3’ 

TT-DEP-2 5’– TTC GTC CGT GTT CTC TAC C –3’ 

TT84 

Correct 

Template (T+) 

5'– AGT TCG GAA ACA AAT ATC GTA AAG 

C GC TTC AT TA TC TAT GCA GAA TGT  

TTC GTC C GT GTT CTC TAC C AA CTG GTG 

GAC TGA CAG AGT –3' 

Spurious 

Template 

5'– AGT TCG GAA ACA AAT ATC GTA AAG 

C GC TTC AT TA TC TAT GCA GTA TGT TTC 

GTC C GT GTT CTC TAC C AA CTG GTG GAC 

TGA CAG AGT –3' 

Forward Primer 

(TT-DEP-3) 

5'– AGT TCG GAA ACA AAT ATC GTA AAG 

C –3' 

Reverse Primer 

(TT-DEP-4) 
5'– ACT CTG TCA GTC CAC CAG TT –3' 

Dual 

Channel 

TT 

Reporters 

Cy5-reporter-F 
5’– AT GAA GC G CTT TAC GAT ATT TGT 

TTC CGA -Cy5–3’ 

Cy5-reporter -Q 
5’– Iowa Blank RQ – TCG GAA ACA AAT 

ATC GTA AAG C –3’ 

FAM-Reporter-

F 

5’– G GAC GAA ACA TAC TGC ATA GA 

CATGT–FAM –3’ 

FAM-Reporter-

Q 

5’– Iowa Blank FQ– ACATG TC TAT GCA 

GTA TGT –3’ 

 

TT87 Long-DEP-1 
5'–AGT TCG GAA ACA AAT ATC GTA AAG C 

GC TTC AT TA TC TAT GCA GTA TGT–3' 
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Long-DEP-2 
5’–TTC GTC CGT GTT CTC TAC C AAC TGG 

TGG ACT GAC AGA GT–3’ 

TT62 

Correct Target 

5'–ATC GTA AAG C GC TTC AT TA TC TAT 

GCA GTA TGT  TTC GTC C GT GTT CTC TAC 

C AAC TGG TGG A–3' 

Spurious Target 

5'–ATC GTA AAG C GC TTC AT TA TC TAT 

GCA GAA TGT TTC GTC C GT GTT CTC TAC 

C AAC TGG TGG A–3' 

Long-DEP-1 
5'–ATC GTA AAG C GC TTC AT TA TC TAT 

GCA GTA TGT–3' 

Long-DEP-2 
5’–TTC GTC CGT GTT CTC TAC C AAC TGG 

TGG A–3’ 

TT32 

Correct Target 
5'–TA TC TAT GCA GTA TGT  TTC GTC C 

GT GTT CTC T–3' 

Spurious Target 

5'–TA TC TAT GCA GAA TGT TTC GTC C 

GT GTT CTC T–3' 

 

DEP-1 5'–TA TC TAT GCA GTA TGT–3' 

DEP-2 5’–TTC GTC CGT GTT CTC T–3’ 

TT28 SNV 1A 
5'–AC TAT GCA GTA TGT TTC GTC C GT 

GTT CT–3' 

TT28 

SNV 1C 
5'–CC TAT GCA GTA TGT TTC GTC C GT 

GTT CT–3' 

SNV1G 
5'–GC TAT GCA GTA TGT TTC GTC C GT 

GTT CT–3' 

SNV 6T 
5'–TC TAT TCA GTA TGT TTC GTC C GT 

GTT CT–3' 

SNV 6C 
5'–TC TAT CCA GTA TGT TTC GTC C GT 

GTT CT–3' 

SNV 6A 
5'–TC TAT ACA GTA TGT TTC GTC C GT 

GTT CT–3' 
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SNV 14A 
5'–TC TAT GCA GTA TGA TTC GTC C GT 

GTT CT–3' 

SNV 14C 
5'–TC TAT GCA GTA TGC TTC GTC C GT 

GTT CT–3' 

SNV 14G 
5'–TC TAT GCA GTA TGG TTC GTC C GT 

GTT CT–3' 

SNV 17T 
5'–TC TAT GCA GTA TGT TTT GTC C GT 

GTT CT–3' 

SNV 17A 
5'–TC TAT GCA GTA TGT TTA GTC C GT 

GTT CT–3' 

SNV 17G 
5'–TC TAT GCA GTA TGT TTG GTC C GT 

GTT CT–3' 

BRAF-

D594G 

Correct Target 
5'– CAC AGT AAA AAT AGG TGG TT | TTG 

GTC TAG CTA CAG TGA AA –3' 

Spurious Target 
5'– CAC AGT AAA AAT AGG TGA TT | TTG 

GTC TAG CTA CAG TGA AA –3' 

DEP-1 5'– CAC AGT AAA AAT AGG TGG TT| –3' 

DEP-2 5'– TTG GTC TAG CTA CAG TGA AA| –3' 

BRAF-

D594G 

TEB-F 

5'– AGA CCA A | AA CCA CCT ATT TTT * 

CATGT –3'-36-FAM 

TEB-Q 
5IABkFQ-5'– ACATG * AAA AAT AGG TGG 

TT| –3' 

BRAF-

V600E 

Correct Target 
5'– TTG GTC TAG CTA CAG AGA AA | T 

CTC GAT GGA GTG GGT CCC A –3' 

Spurious Target 
5'– TTG GTC TAG CTA CAG TGA AA | T 

CTC GAT GGA GTG GGT CCC A –3' 

DEP-1 5'– TTG GTC TAG CTA CAG AGA AA| –3' 

DEP-2 5'– |T CTC GAT GGA GTG GGT CCC A –3' 
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TEB-F 

5'– ATC GAG A | TT TCT CTG TAG CTA * 

CATGT –3'-36-FAM 

TEB-Q 
5IABkFQ -5'– ACATG * TAG CTA CAG AGA 

AA| –3' 

EGFR-

G719A 

Correct Target 
5'– ATT CAA AAA GAT CAA AGT GC | T 

GGC CTC CGG TGC GTT CGG C –3' 

Spurious Target 
5'– ATT CAA AAA GAT CAA AGT GC | T 

GGG CTC CGG TGC GTT CGG C –3' 

DEP-1 5'– ATT CAA AAA GAT CAA AGT GC| –3' 

DEP-2 5'– |T GGC CTC CGG TGC GTT CGG C –3' 

TEB-F 
56-FAM -5'– TGTAC * CGC ACC GGA GGC 

CA | G CAC TTT –3' 

TEB-Q 

5'– |T GGC CTC CGG TGC G * GTACA –

3'-3IABkFQ 

EGFR-

L858R 
Correct Target 

5'– AGT TTG GCC CGC CCA A | AA TCT 

GTG ATC TTG AC –3' 

EGFR-

L858R 

Spurious Target 
5'– AGT TTG GCC AGC CCA A | AA TCT 

GTG ATC TTG AC –3' 

DEP-1 5'– AGT TTG GCC CGC CCA A| –3' 

DEP-2 5'– |AA TCT GTG ATC TTG AC –3' 

TEB-F 

5'– ACA GAT T | TT GGG CGG GCC AAA * 

CATGT A –3'-36-FAM 

TEB-Q 
5IABkFQ -5'– T ACATG * T TTG GCC CGC 

CCA A| –3' 

Correct Target 
5'– ATT CTT TCT CTT CCG CAC | CCA GCT 

GTT TGG CCA GCC –3' 
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EGFR-

L861Q 

Spurious Target 
5'– ATT CTT TCT CTT CCG CAC | CCA GCA 

GTT TGG CCA GCC –3' 

DEP-1 5'– ATT CTT TCT CTT CCG CAC | –3' 

DEP-2 5'– |CCA GCT GTT TGG CCA GCC –3' 

TEB-F 
56-FAM -5'– TGTAC * GGC CAA ACA GCT 

GG | G TGC G –3' 

TEB-Q 

5'– CCA GCT GTT TGG CC * GTACA –3'-

3IABkFQ 

KRAS-

G12A 

Correct Target 
5'– ACT TGT GGT AGT TGG AGC TGC TGG 

CGT AGG CAA GAG TG –3' 

Spurious Target 
5'– ACT TGT GGT AGT TGG AGC TGG TGG 

CGT AGG CAA GAG TG –3' 

DEP-1 5'– ACT TGT GGT AGT TGG AGC T| –3' 

DEP-2 5'– |GCT GGC GTA GGC AAG AGT G –3' 

TEB-F 
56-FAM -5'– TGTAC * TTG CCT ACG CCA 

GC | A GCT C –3' 

KRAS-

G12A 
TEB-Q 

5'– GCT GGC GTA GGC AA * GTACA –3'-

3IABkFQ 

KRAS-

G13V 

Correct Target 
5'– ACT TGT GGT AGT TGG AGC TGG TGT 

CGT AGG CAA GAG TG –3' 

Spurious Target 
5'– ACT TGT GGT AGT TGG AGC TGG TGG 

CGT AGG CAA GAG TG –3' 

DEP-1 5'– ACT TGT GGT AGT TGG AGC T| –3' 

DEP-2 5'– |GGT GTC GTA GGC AAG AGT G –3' 

TEB-F 
56-FAM -5'– TGTAC * TTG CCT ACG ACA 

CC | A GCT C –3' 
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TEB-Q 

5'– GGT GTC GTA GGC AA * GTACA –3'-

3IABkFQ 

PIK3CA-

H1047R 

Correct Target 
5'–ATG AAT GAT GCA CGT CAT GGT GGC 

TGG ACA ACA AAA ATG G –3' 

Spurious Target 
5'–ATG AAT GAT GCA CAT CAT GGT GGC 

TGG ACA ACA AAA ATG G –3' 

DEP-1 5'– ATG AAT GAT GCA CGT CAT GG –3' 

DEP-2 5'– TGG CTG GAC AAC AAA AAT GG –3' 

TEB-F 

5'– CA GCC A * CC ATG ACG TGC ATC * 

CATGT –3'-36-FAM 

TEB-Q 
5IABkFQ -5'– ACATG * GAT GCA CGT CAT 

GG –3' 

STK11-

F354L 

Correct Target 
5'– GAT GAT GTC ATC CTC GAT GTC CAA 

GAG GTC CTC G –3' 

Spurious Target 
5'– GAT GAT GTC ATC CTC GAT GTC GAA 

GAG GTC CTC G –3' 

DEP-1 5'– GAT GAT GTC ATC CTC GA –3' 

STK11-

F354L 

DEP-2 5'– TGT CCA AGA GGT CCT CG –3' 

TEB-F 

5'– TTG GAC A * TC GAG GAT GAC ATC * 

CATGT –3'-36-FAM 

TEB-Q 
5IABkFQ -5'– GTACA * GAT GTC ATC CTC 

GA –3' 
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Chapter 4  

Weighing the thermodynamics and kinetics of chemically 

modified DNA using a rationally designed DNA balance  
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4.1 Introduction  

Besides its biological roles for storing and transmitting genetic information, DNA 

has also emerged into a class of highly programmable engineering material for the 

construction of diverse nanostructures and nanodevices. The research field of DNA 

nanotechnology has been revolutionary in the ability to control molecular self-assembly 

and thus made remarkable impact not only on material science1–4 but also on molecular 

computing,5–9 biosensing,10–15 diagnostics,16–20 and therapeutics21–25. One of the biggest 

advantages that separate DNA from any other engineering material is the predictability 

based on the unique Watson-Crick base-pairing rule. Important thermodynamic parameters 

such as standard Gibbs free energy (∆𝐺°) can be predicted accurately using in silico tools 

such as NUPACK,26 which plays critical roles in designing nucleic acid hybridization 

probes and primers. More advanced uses of thermodynamic parameters have further 

enabled simulation-guided development of ultraspecific hybridization probes.11,27,28 

Critical kinetic parameters, such as rate constants, have also been determined for toehold-

mediated strand displacement reactions,10 a class of important building blocks of dynamic 

DNA nanotechnology, making it possible to simulate complex DNA reaction networks 

using in silico tools such as Visual DSD.29   

To further expand the chemical diversity and functionality of DNA, numerous 

chemical modifications have been introduced with the ability to increase the nuclease 

resistance,30–32 regulate gene expression,33,34 or allow spatial/temporal control of 

hybridization events.35–37 While drastically diversifies the chemical nature of DNA, 

accurate prediction of hybridization kinetics and thermodynamics becomes difficult 

because of the changes made by the chemical modifications. Critical thermodynamic 
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parameters such as ∆𝐺° and Tm can be measured using Isothermal Titration Calorimetry 

(ITC), Differential Scanning Calorimetry (DSC), and DNA melting analysis. However, 

these methods often require tedious operations and heating procedures thus are not 

applicable to thermally unstable modifications such as many photoswitchable molecules 

including azobenzenes, spiropyrans, diarylethenes and hemithioindigos.35 Moreover, these 

techniques do not offer kinetic analysis as only the static equilibrium states are recorded. 

Therefore, a simple, versatile, and rapid method that measures both the thermodynamic 

and kinetic properties of chemically modified DNA at its native form is highly desirable 

but remains unavailable.  

Thus motivated, we propose a rationally designed DNA balance capable of 

accurately measuring both thermodynamic and kinetic parameters for challenging DNA 

modifications at constant room temperature (Fig. 4.1a). As an analogue to real-world 

balance, our DNA balance weighs the thermodynamic and kinetic parameters of a 

chemically modified DNA by comparing it with a panel of DNA weights made of 

unmodified DNA with pre-determined thermodynamics and kinetics. A photoswitchable 

modification, cyclic-azobenzene (cAB), was chosen as a testbed to demonstrate the 

feasibility of our strategy (Fig. 4.1b). Photoswitchable molecules such as azobenzenes, are 

common gears to construct light-responsive/controllable materials or systems through 

photo-isomeriazation.38,39 Azobenzenes and derivatives have been well studied and 

incorporated into DNA to build light-responsive constitutional dynamic network, 

hydrogels, origami nanostructures, and drug delivery capsules.36–44 As the trans(E)-to-cis(Z) 

switching of azobenzene is often limited by the UV light, efforts were made to tune the 

light into visible region and isomerization at room temperature for in vivo applications.45–
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47 Introducing cyclic structure pulls the absorption bands into visible region and produces 

unusual cis(Z)-to-trans(E) photoisomerization.48–53 The unstable trans(E)-configuration 

can be switched back to cis(Z)-isomer through ambient heat or irradiation of green light 

(520 nm, Fig. 4.1c). In this study, we have employed the DNA balance to examine the 

thermodynamic and kinetic changes caused by the cAB-modifications in DNA. Static 

equilibrium states are used to calculate the Gibbs free energy shift (Δ∆𝐺𝑟𝑥𝑛
° ) of stable 

cis(Z)-cAB modification. The real-time kinetic analysis were used to determine rate 

constants in strand displacement reactions and to estimate the Δ∆𝐺𝑟𝑥𝑛
°  caused by the 

unstable trans(E)-cAB.  
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4.2 Results  

4.2.1 Design principle and theoretical basis  

As illustrated in Figure 4.1a, our DNA balance was designed as a duplex DNA (CT) 

with one strand labeled with a fluorophore (C) and the other labeled with a quencher (T). 

It also contains a sticky end known as DNA toehold, so that it could react rapidly with a 

panel of single-stranded DNA (ssDNA) weights (W) through the principle of toehold-

exchange (Fig. 4.1b). The “weight” of each probe, W(f, r), is defined by the length of the 

forward (f) and reverse toehold (r). A ‘heavier’ DNA weight is designed to contain a longer 

forward toehold and/or shorter reverse toehold than a ‘lighter’ one and thus yields a higher 

reaction yield when reacting with the DNA balance. The standard free energy, yield, and 

rate constant of toehold-exchange reaction upon interrogating the DNA balance with each 

DNA weight can be quantitatively determined in silico through mathematical model 

(Section 4.2.3) or experimentally by monitoring the fluorescence signals in real-time as 

well as at equilibrium (Section 4.2.5). To measure chemical modifications, a “taring” step 

is performed first, where kinetic and thermodynamic landscapes of unmodified DNA 

balance (CTN) is established by reacting with a panel of DNA weights with varying f and 

r (equation 1). Modification is then placed on the DNA balance by chemically 

incorporating it to the quencher-labeled DNA strand. The DNA balance carrying the 

chemical modification (CTcis) is interrogated again using the same panel of DNA weights 

to obtain both thermodynamic and kinetic changes induced by the chemical modification 

(equation 4.2-4.4).  

𝑊(𝑓,𝑟) + 𝐶𝑇𝑁 ⇌ 𝑊(𝑓,𝑟)𝐶 + 𝑇𝑁 , Δ𝐺𝑁
°  𝑓𝑜𝑟 𝑢𝑛𝑚𝑜𝑑𝑖𝑓𝑖𝑒𝑑 𝐷𝑁𝐴 𝑏𝑎𝑙𝑎𝑛𝑐𝑒; (eq. 4.1) 

𝑊(𝑓,𝑟) + 𝐶𝑇𝑐𝑖𝑠 ⇌ 𝑊(𝑓,𝑟)𝐶 + 𝑇𝑐𝑖𝑠, Δ𝐺𝑐𝑖𝑠
°  𝑓𝑜𝑟 𝑐𝑖𝑠 − 𝑐𝐴𝐵 𝐷𝑁𝐴 𝑏𝑎𝑙𝑎𝑛𝑐𝑒; (eq. 4.2) 
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Δ∆𝐺𝐶𝑇
° : = Δ𝐺𝑁

° − Δ𝐺𝑐𝑖𝑠
° = (∆𝐺𝐶𝑊

° + ∆𝐺𝑇𝑁

° − ∆𝐺𝑊
° − ∆𝐺𝐶𝑇𝑁

° ) − (∆𝐺𝐶𝑊
° + ∆𝐺𝑇𝑐𝑖𝑠

° −

∆𝐺𝑊
° − ∆𝐺𝐶𝑇𝑐𝑖𝑠

° ) ≈ ∆𝐺𝐶𝑇𝑐𝑖𝑠

° − ∆𝐺𝐶𝑇𝑁

° ; (eq. 4.3) 

∆𝐺𝐶𝑇𝑐𝑖𝑠

° = ∆𝐺𝐶𝑇𝑁

° + Δ∆𝐺𝐶𝑇
° ; (eq. 4.4) 

In this study, cyclic azobenzene (cAB) was employed as a testbed to validate the 

effectiveness of our DNA balance strategy. cAB was chemically incorporated into the 

phosphate backbone of the quencher labeled probe T during the phosphoramidite synthesis 

(Fig. 4.1c). The thermally stable cis-cAB isomer can be photo-switched to trans-cAB upon 

irradiation at 390 nm, and the reverse isomerization occurs spontaneously under ambient 

temperature or irradiation at 520 nm (Fig. 4.1d). Introduction of the cis-cAB destabilizes a 

DNA duplex while the trans-cAB stabilizes the duplex through a more favored planar 

conformation (Fig. 4.1e). We chose cAB as testbed, because it is a representative class of 

photoswitchable chemical modifications to DNA, where direct probing of thermodynamics 

and kinetics using conventional techniques is challenging.  

Mathematically, ∆𝐺°  of the cis-cAB modified duplex CTcis (∆𝐺𝐶𝑇𝑐𝑖𝑠

° ) can be 

derived as (∆𝐺𝐶𝑇𝑁

° + Δ∆𝐺𝐶𝑇
° ) (equation 4), and ∆𝐺𝐶𝑇𝑁

°  can be readily calculated using 

software tools such as NUPACK. Therefore, to determine ∆𝐺𝐶𝑇𝑐𝑖𝑠

° , all one needs to 

measure is Δ∆𝐺𝐶𝑇
°  (equation 3). In principle, ∆∆𝐺𝐶𝑇

°  can be measured using a single 

DNA weight, which is nearly impossible and unreliable for a chemical modification with 

unknown thermodynamics. By contrast, the panel of DNA weights were designed to cover 

a much wider range of reaction free energies (Fig. 4.2a). As such, we were able to easily 

establish standard thermodynamic curves (yield as a function of ∆𝐺𝑟𝑥𝑛
° ) before and after 
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placing the chemical modification on the DNA balance (Fig. 4.2b). Δ∆𝐺𝐶𝑇
°  could then be 

accurately determined as the shift of the standard curves using MATLAB code.  

 

Figure 4.1. (a) Schematic showing the principle of DNA balance. The target DNA strands 

containing chemical modifications are weighed by a series of competing strands termed as 

DNA weights (W). The lengths of toeholds in DNA weights characterize the competitivity 

or weight of the strands. (b) Incorporation of chemical modification into the phosphate 

backbone of oligonucleotides (TM). (c) Photoisomerization of cyclic-azobenzene. 

Thermally stable cis-cAB isomerized to unstable trans-cAB by irradiation of 390 nm light 

and the backward process is automated under ambient heat. (d) The cis-cAB modification 

destabilizes DNA duplex structure whereas trans-cAB configuration stabilizes DNA 

duplex. (e) Scheme of the reaction in DNA balance that weighing the cAB-modification. 

Green and blue domains represent the forward and reverse toeholds, respectively. Each 

DNA weight W(f,r) contains a specific pair of toehold lengths.  

 

For kinetic analysis, rate constant of strand displacement reactions with cis-cAB 

modified DNA can be directly measured by monitoring fluorescence signals in real-time. 
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However, for strand displacement reactions involving trans-cAB, direct experimental 

measurement is impossible. This is because trans-cAB spontaneously relaxes to cis-cAB 

and thus leads to a much more complex kinetic behavior. Using the DNA balance, we 

demonstrated that it was possible to address this challenge and accurately determine rate 

constants for both strand displacement and the transition from trans- to cis- isomers by 

combining experimental measurement and mathematical modeling. Once obtaining the 

critical kinetic parameters, we were able to further derive standard Gibbs free energy for 

the transition between trans-cAB and cis-cAB.  

 

4.2.2 Weighing the thermodynamic of cis(Z)-cAB modified DNA  

We first set out to weigh the thermodynamics of cis-cAB modified DNA using the 

DNA balance. To do so, a panel of 16 DNA weights were designed by altering the length 

of the forward toehold from f = 4 nt to f = 9 nt and the length of reverse toehold from r = 6 

nt to r = 10 nt. The combination of f and r, as well as the predicted ∆𝐺𝑟𝑥𝑛
°  for each W is 

listed in Table 4.1. Each DNA weight was then denoted by the numeric values of f and r 

(Fig. 4.2a, left). For example, a DNA weight with f = 9 nt and r = 4 nt is denoted as W(9,4). 

The standard thermodynamic curve of unmodified DNA balance was then established by 

plotting the experimental determined yield against predicted ∆𝐺𝑟𝑥𝑛
°  for each DNA weight. 

The experimentally determined calibration curve was found to be highly consistent with in 

silico prediction with a slight shift of +0.1 kcal·mol-1 (Fig. 4.3), suggesting that the 

thermodynamic landscape could be accurately established experimentally using our DNA 

balance.  
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Cis-cAB was then placed onto the DNA balance for the thermodynamic 

measurement. Three single-cAB modifications were chemically incorporated into the DNA 

balance but at different locations: near the forward toehold (TCcis-1N, Fig. 4.2c), or in the 

middle (TCcis-1M, Fig. 4.2d), or on the reverse toehold (TCcis-1F, Fig. 4.2e). We also varied 

the number of modifications from one to two (Fig. 4.2f) and three (Fig. 4.2g). Each green 

dot in Figure 4.2c-4.2g represents the experimental measurement of a specific DNA weight. 

By fitting the experimental results of a panel of DNA weights against the theoretical model 

(Section 4.2.3) using least-square algorithm, we were able to establish thermodynamic 

calibration curves for cis-cAB modified DNA balance (the red dashed curves in Fig. 4.2c-

4.2g). Positive shifts of the ∆𝐺𝐶𝑇
°  were observed for all cis-cAB modifications, which is 

consistent with previous reports that cis-cAB destabilizes DNA duplex.54 Quantitatively, a 

single cis-cAB modification led to an average shift of +1.6 kcal·mol-1 and the location of 

modification had little impact on the numeric value of the energy shift. As expected, 

increasing the number of cis-cAB modifications promptly enlarges Δ∆𝐺𝐶𝑇
°  (Fig. 4.2e-

4.2f). The observation that the modification with two cis-cAB led to a much greater Δ∆𝐺𝐶𝑇
°  

(+6.3 kcal·mol-1) than the simple addition of two single modifications (~ +3.2 kcal·mol-1), 

suggesting that multiple modifications may work coordinately to destabilize a DNA duplex.  
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Figure 4.2. Thermodynamic study of the cis-cAB modified DNA balance. (a) Schematic 

illustration of the DNA weights library that are used to chart the reaction yield-versus-

energy(∆𝐺𝑟𝑥𝑛
° ) standard curve (b). The blue solid line represents the standard curve of an 

‘empty’ DNA balance, while green dotted line represents that of weighing the cos-cAB 

modification. Free energy shift (Δ∆𝐺𝐶𝑇
° ) is derived by the mathematical model (eq. 1-3) 

and the ‘empty’ DNA balance (∆𝐺𝐶𝑇𝑁

° ) possesses energy of ‒25.56 kcal·mol-1. (b-f) 

Experimental yields of DNA weights panel (green dots) are fitted to standard curves 

according to thermodynamic model (Section 4.2.3), and the Δ∆𝐺𝐶𝑇
°  values (red) are 

derived thereafter. For single cAB modification at different positions (TCcis-1N, TCcis-1M, 

TCcis-1F), the close values (+1.7, +1.4, and +1.6 kcal·mol-1, respectively) suggest little 

impact of modification position. Two and three cAB-modifications (TCcis-2, TCcis-3) possess 

larger Δ∆𝐺𝑟𝑥𝑛
°  values of +6.3 and +7.9 kcal·mol-1, respectively.  
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Table. 4.1. The complete 16 DNA weights used in our study and corresponding reaction 

free energies (∆𝐺°𝑟𝑥𝑛) for DNA balances CTcis-0, CTcis-1N, CTcis-1M, CTcis-1F, CTcis-2, and 

CTcis-3.  

DNA 

Weight 
∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟎

 ∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟏𝑵
 ∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟏𝑴

 ∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟏𝑭
 ∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟐

 ∆𝑮°𝑪𝑻𝒄𝒊𝒔−𝟑
 

W(4,10) 3.7410 3.6374  3.0298 2.2000 -0.1250 

W(5,10) 3.2781 2.6444 3.1836 3.0618 1.4576 -1.1420 

W(4,9) 3.0555 2.0555 2.3363 2.3158 0.3889 -2.2166 

W(5,9) 2.8737 1.8279 2.0986 2.1796 0.1768 -2.1613 

W(3,8) 2.8879 3.6548  5.2418 2.2149 0.1855 

W(4,8) 3.4200 1.9333 2.4792 2.8985 0.5579 -3.7024 

W(5,8) 2.6379 1.7530 1.9257 2.0067 -0.1213 -6.6800 

W(6,8) 2.3382 1.2380 1.2876 1.5429 -1.0096 -3.8282 

W(7,8) 1.9988 0.9890 0.9897 1.1612 -1.3152 -4.1904 

W(8,8) 0.3573 -1.4236 -1.2100 -1.4160 -2.4264 -4.5954 

W(9,8) -1.9600 -2.0833 -2.1300 -3.2691 -2.9235 -3.5800 

W(7,7) 1.1385 -0.5467 -0.2337 -0.2999 -2.5810 -3.5922 

W(8,7) -2.5140 -3.8467 -2.8594 -4.1694 -4.6771 -4.5068 

W(9,7) -0.6300 -1.9817 -1.5453 -2.4788 -2.3831 -3.5183 

W(9,6) -5.1300 -3.5692 -3.1708 -5.3313 -5.1300 -5.1300 

W(9,5) -3.0935 -6.5200 -6.5200 -6.5200 -3.0608 -4.0536 
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Figure 4.3. The yield-versus- ∆𝐺𝑟𝑥𝑛
°  thermodynamic standard curve. The theoretical 

standard curve was plotted against the ∆𝐺𝑟𝑥𝑛
°  values estimated from NUPACK and 

corresponding theoretical yields were calculated by eq. 4.5. A panel of DNA weights 

reacted with the non-modified DNA balance to generate experimental yields (blue dots) 

that were fitted to a reference standard curve (green dotted line). A correction of +0.1 

kcal·mol-1 was derived according to the least-square error algorithm.  

 

Having achieved thermodynamic characterization of cis-cAB, our next goal is to 

measure the thermodynamics of trans-cAB and the transition between the two isomers. 

However, we found it impossible for the direct measurement of thermodynamic parameters 

of trans-cAB, due to the spontaneous transition from trans- to cis-isomers (Fig. 4.4). As the 

DNA balance was dominated by kinetics in this scenario, we next measure critical kinetic 

parameters of the trans-cAB modified DNA. Thermodynamic parameters can then be 

derived once the kinetic behavior of the cAB was fully characterized.  
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Figure 4.4. The yield versus reaction free energy ∆𝐺𝑟𝑥𝑛
°  landscapes for DNA balances 

CTcis-cAB and CTtrans-cAB. (a) Schematic of DNA balances with single cAB-modification. 

The grey standard curve denotes the non-modified DNA balance, and the similar values of 

energy shift for cis- and trans-cAB modifications (+1.7 and +1.4 kcal·mol-1, respectively) 

suggests the thermodynamic properties of CTtrans-cAB cannot be distinguished from static 

reaction equilibrium states. It is same for the balances bearing two (b) and three (c) cAB 

modifications.   

 

4.2.3 Thermodynamic standard curve  

The principle of DNA balance is using toehold-exchange reaction to compare the binding 

affinities to object chemical modification with a series of DNA weights. The reaction yield 

is determined by both the experimental concentrations of DNA species and standard Gibbs 

free energies. For the reaction model shown below, the reaction yield (η) is derived as:  

𝑊 + 𝐶𝑇 ⇌ 𝑊𝐶 + 𝑇,𝑤𝑖𝑡ℎ Δ𝐺𝑟𝑥𝑛
° ;  

𝜂 =
(𝐾𝑒𝑞+𝛾+𝐾𝑒𝑞𝜏)− √(𝐾𝑒𝑞+𝛾+𝐾𝑒𝑞𝜏)2−4𝐾𝑒𝑞𝜏(𝐾𝑒𝑞−1)

2

2(𝐾𝑒𝑞−1)
, 𝑤ℎ𝑒𝑟𝑒 𝐾𝑒𝑞 ≠ 1;  

or 𝜂 =
𝜏

𝛾+𝜏+1
, 𝑤ℎ𝑒𝑟𝑒 𝐾𝑒𝑞 = 1;  
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where W is the DNA weight, C is the partial complementary strand (DNA beam) to the 

target T; the equilibrium constant 𝐾𝑒𝑞 = 𝑒−Δ𝐺𝑟𝑥𝑛
° 𝑅𝑇⁄ ; the reaction yield 𝜂 =

[𝑊(𝑓,𝑟)𝐶] [𝐶𝑇𝑐𝐴𝐵]0⁄ ; the experimental parameters 𝛾 ≔ [𝑇𝑐𝐴𝐵] [𝐶𝑇𝑐𝐴𝐵]0⁄  and 𝜏 ≔

[𝑊(𝑓,𝑟)] [𝐶𝑇𝑐𝐴𝐵]0⁄  (subscript 0 represents initial state). The free energy Δ𝐺𝑟𝑥𝑛
°  of each 

DNA species can be calculated using NUPACK software. When the experimental 

conditions of τ and γ are constant, the only changing variable in DNA balance is the 

reaction free energy Δ𝐺𝑟𝑥𝑛
°  corresponding to DNA weights. This ∆𝐺𝑟𝑥𝑛

° -versus-yield 

landscape is reflected as a sigmoidal standard curve.  

To obtain the dimensionless reaction yield values from fluorescence data, we 

normalized the fluorescence values by following formula: 

𝜂 =
𝐹𝐶𝑇−𝐹𝐵𝐺

𝐹𝑃.𝐶.−𝐹𝐵𝐺
; (eq. 4.5) 

where the FCT, FP.C., and FBG represent the equilibrium fluorescence signal generated from 

the DNA balance, the background level from CT duplex, and the maximum signal level 

produced by C only, respectively.  

 

4.2.4 Weighing kinetics of cAB modified DNA.  

Kinetic characterization of cis-cAB modified DNA in toehold-mediated strand 

displacement reaction is straightforward using our DNA balance (Fig. 4.5-4.7). The kinetic 

plots in Figure 4.7 demonstrate that the incorporation of cis-cAB modification into CT 

accelerated kinetics of the strand displacement with several DNA weights, including W(7, 

8), W(7, 7), W(9, 8), and W(8, 7). This is to be expected, because cis-cAB destabilized the CT 
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duplex. For other ‘heavier’ and ‘lighter’ weights, no observable kinetic difference was 

found (Fig. 4.8b-4.8f, 4.8i-4.8j), as the overall reactions became much faster or slower. 

Collectively, these observations suggest that some of the DNA weights were kinetically 

more sensitive than others in chemical modifications, which were better suited for probing 

the kinetics of chemically modified DNA.  

 

Figure 4.5. Kinetics of non-modified DNA balance with/without irradiation. (a) The 

toehold-exchange reaction occurred in a non-modified DNA balance. (b-j) Real-time 

normalized yield curves for a panel of DNA weights with forward toehold length f = 5 to 

9 and reverse toehold length r = 6 to 10. No difference was observed for DNA balance CT0-

cAB with or without irradiation.   
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Figure 4.6. Real-time normalized yield curves of DNA balances that carrying a single cis-

cAB modification CTcis-1N and CTcis-1F. The little difference between the two distinct 

modification sites suggests the modification position has trivial impact on the performance 

of DNA balances.   

 



156 

 

 

Figure 4.7. The real-time normalized yield curves of DNA balances containing different 

number of cAB modifications. Incorporation of cAB modification into the DNA balances 

can accelerate the kinetics. For single modification, only proper DNA weights including 

W(7, 8), W(7, 7), W(9, 8), and W(8, 7) can accelerate the kinetics . More cAB modifications (two 

and three) can accelerate the kinetics for light DNA weights (a-h).   
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Figure 4.8. Kinetic study of the cAB modified DNA balance coupling with the trans-cis 

isomerization. (a) Proposed reaction pathways for DNA balances weighing cis-cAB (upper 

panel) and trans-cAB (lower panel) modification. The cis-isomer was photoswitched to 

trans-configuration by irradiation of 390 nm light while isomerized back to cis-form under 

ambient temperature. (b-j) Normalized real-time yield curves for different DNA weights. 

Heavier weights (i, j) exhibit higher yields and faster kinetics, and lighter weights (a-f) 

produced lower yields. However, the weight W(7,7) (g) and W(9,8) (h) exhibit obvious 
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sensitivity for the trans-cis isomerization process, which represented as the difference in 

kinetic curves (blue and red).   

 

Our next goal is to screen DNA weights that are kinetically more sensitive to DNA 

balance carrying the trans-cAB modification. To do so, a cis-cAB modified DNA duplex 

CTcis was irradiated at 390 nm for 30 min to ensure the complete transition to obtain the 

trans-cAB modification (CTtrans). Immediately after irradiation, the DNA balance bearing 

trans-cAB was interrogated with a panel of DNA weights to initiate toehold-exchange 

reactions (Fig. 4.8a). Meanwhile, a spontaneous relaxation from the trans- to cis-isomers 

occurred in parallel, which converted CTtrans back to CTcis (Fig. 4.8a). By comparing kinetic 

curves with or without photoirradiation (Fig. 4.8b-4.8j), we found that most DNA weights 

were either too ‘light’ (Fig. 4.8b-4.8f) or too ‘heavy’ (Fig. 4.8i-4.8j) to reflect the kinetic 

difference induced by photoisomerization. By contrast, W(7,7) and W(9,8) revealed drastic 

changes in kinetics in the presence of trans-cAB (Fig. 4.8g and 4.8h). As expected, the 

trans-cAB stabilized the CT duplex and thus significantly slow down the rate of strand 

displacement. However, because of the spontaneous relaxation, a linear kinetic domain was 

observed before reaching equilibrium. Interestingly, we also found that the kinetically most 

sensitive DNA weight, W(7,7), led to a final reaction yield near 50% (Fig. 4.8g). Similar 

observations were also made for CTtrans with two and three cAB modifications (Fig. 4.9, 

4.10).   
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Figure 4.9. The real-time normalized yield curves of DNA balances containing two cAB-

modifications (CTcis-2). The DNA weights W(5,9) (b), W(5,8) (c) W(6,8) (d) and W(7,8) (e) show 

the kinetic sensitivity between with (red empty dots) and without (blue empty dots) of 390 

nm irradiation. 
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Figure 4.10. The real-time normalized yield curves of DNA balances containing three 

cAB-modifications (CTcis-3). Only the DNA weights W(5,10) (a) shows kinetic sensitivity 

between with (red empty dots) and without (blue empty dots) of 390 nm irradiation. 

 

Because of the complexity of the reaction network (Fig. 4.11a), direct measurement 

of kinetic parameters for trans-cAB modified DNA balance is impossible. As such, we 

propose to address this challenge by combining in silico simulation with experimental 

validation (Fig. 4.11b). Specifically, we first build a mathematical model capable of 

quantitatively describing the kinetic behaviors of kinetically-sensitive weights (Section 

4.2.5). Our model suggests that the observed linear region in Figure 4.8g is a result of the 

spontaneous isomerization from CTtrans to CTcis and the value of the rate constant for the 

isomerization (k1) can be derived by the slope of the linear region (Fig. 4.11c). The 
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observed rate constant for cis-cAB modified DNA balance (k3) could be determined 

experimentally using the DNA balance without photoirradiation (Fig. 4.11d). Once 

numeric values of k1 and k3 were measured, k2 could then be determined using the 

workflow outlined in Figure 4b. Although varying kinetic profiles could be established in 

silico using our mathematical model (Fig. 4.11e), only when the correct k2 value was 

reached, the predicted kinetic profile could be superimposed with the experimental 

measurement.  

For the DNA balance with a single cAB modification (CTcAB-1, Fig. 4.11f), the 

DNA weight W(7,7) was kinetically most sensitive to the trans-cAB. By fitting experimental 

observation with mathematical model using the workflow outlined in Figure 4.11b, rate 

constants k1, k2, and k3 were determined to be 2.17×10‒12 M·s-1, 3.73×102 M·s-1, and 

1.25×105 M·s-1, respectively. The observation that the trans isomer slowed down the strand 

displacement by over 300 times suggests that the trans-cAB could effectively strengthen 

adjacent base pairs and inhibit the process of branch migration. When increasing the 

number of cAB modifications, lighter weights, with W(4,9) for two modifications (Fig. 4.12) 

and W(5,10) for three modifications were required to be kinetically sensitive to the 

photoisomerization. Slight increase in the rate of isomerization was observed when 

increasing the number of cAB modification with k1 equals to 6.40×10‒12 M·s-1 for two 

modifications and 1.03×10‒11 M·s-1 for three modifications. The rate constants k2 and k3 

remain to be the same magnitudes comparing to that of a single modification. Collectively, 

the kinetic analyses quantitatively revealed ~300 times difference between trans- and cis-

cAB in terms of their ability to stabilize or destabilize DNA hybridization and a single 
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modification was sufficient to produce a drastic kinetic difference when deployed to strand 

displacement.   

 

Figure 4.11. Simulation process of the kinetic-sensitive yield curves. (a) Proposed reaction 

model of DNA balance weighing a trans-cAB modification. The apparent isomerization 

was regarded as zero-order reaction (k1); DNA balance reactions were simplified as 

apparent bimolecular reactions (k2app, k3app). (b) To fit the rate constants, values of k1, k3app, 

and k2app were calculated sequentially. (c-e) For the example of single cAB modified DNA 

balance with weight W(7,7), the isomerization rate k1 was fitted to be 2.17×10‒12 M·s-1. The 

bimolecular rate constant of ‘empty’ balance was determined to be 1.25×105 M·s-1. With 

solved k1 and k3app values, k2app was then fitted to be 3.73×102 M·s-1. (d-f) The same 

simulation approach was applied upon two and three cAB modified DNA balances (TCcAB-

2 and TCcAB-3) and the derived rate constants were shown. Notably, lighter DNA weights 
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(W(4,9) for TCcAB-2 and W(5,10) for TCcAB-3) were employed to generate the yield curves 

sensitive to trans-cis isomerization.   

 

 

Figure 4.12. Fitting the kinetic-sensitive yield curves for target containing two cAB-

modifications (CTcis-2) with DNA weights W(5,9) (a), W(5,8) (b) W(6,8) (c) and W(7,8) (d).  

 

Having determined the kinetic parameters, a final goal is to estimate the 

thermodynamic shift ∆∆𝐺𝑡𝑟𝑎𝑛𝑠
°  of thermally unstable trans-cAB modification compared 

to non-modification. Because the major difference between the trans- and cis-isomers was 

in a DNA duplex rather than a single-stranded DNA, we assume the rates of the reverse 

strand displacement between T and CW were close for Ttrans and Tcis in the DNA balance. 

As such, the equilibrium constants ratio 𝐾2 𝐾3⁄  roughly equals to 𝑘2 𝑘3⁄  and the free 

energy change of trans-cis isomerization ∆𝐺𝑖𝑠𝑜
°  could thus be calculated using eq. 4.6.  

∆𝐺𝑖𝑠𝑜
° = ∆𝐺𝑡𝑟𝑎𝑛𝑠

° − ∆𝐺𝑐𝑖𝑠
° = −RT ∙ ln (𝐾2/𝐾3) ≈ −RT ∙ ln (𝑘2/𝑘3); eq. 4.6 
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Using the kinetic parameters determined in Figure 4.11f-g, we estimated the trans-cis cAB 

isomerization in DNA strands possesses an energy change ∆𝐺𝑖𝑠𝑜
°  equals to ‒5.04. ‒4.55, 

and ‒4.06 kcal·mol-1, for single, double, and triple cAB modified DNA balances, 

respectively. The reaction free energy of trans-cAB modified DNA balance will then be 

derived from equations 4.7 and 4.8:  

∆∆𝐺𝑡𝑟𝑎𝑛𝑠
° = ∆𝐺𝑁

° − ∆𝐺𝑡𝑟𝑎𝑛𝑠
° = (∆𝐺𝑁

° − ∆𝐺𝑐𝑖𝑠
° ) + (∆𝐺𝑐𝑖𝑠

° − ∆𝐺𝑡𝑟𝑎𝑛𝑠
° ) 

= ∆∆𝐺𝑐𝑖𝑠
° − ∆∆𝐺𝑖𝑠𝑜

° ; eq. 4.7 

∆𝐺𝐶𝑇𝑡𝑟𝑎𝑛𝑠

° = ∆𝐺𝐶𝑇𝑁

° + Δ∆𝐺𝑡𝑟𝑎𝑛𝑠
° ; (eq. 4.8) 

 

A complete comparison of the free energies of DNA balances (∆𝐺°𝐶𝑇) bearing 

trans-/cis-cAB modification(s) is shown in Table 1. The empty balance possesses a natural 

baseline level of ‒25.56 kcal·mol-1. Introducing multiple cis-cAB modifications gradually 

increases the value of ∆𝐺°𝐶𝑇 from ‒25.56 to ‒17.66 kcal·mol-1, which is reflected as the 

easier destabilization of the DNA duplex. On the other hand, a single trans-cAB 

modification stabilizes the hybridization with an energy shift of ‒3.44 kcal·mol-1. 

Increasing the number of trans-cAB modifications, however, destabilizes the CT duplex 

with ∆𝐺°𝐶𝑇 of ‒23.81 and ‒21.72 kcal·mol-1 for two and three trans-cAB, respectively. 

Overall, the trans-cAB modified dsDNA are more stable compared to its cis-configuration, 

whereas it can both stabilize/destabilize the natural DNA duplex depending on the number 

of modifications.  
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Table. 4.2. The sequence design of ‘empty’ DNA balance and positions of cis-/trans-cAB 

modifications. Free Gibbs energy of DNA balances ( ∆𝐺𝐶𝑇
° ) were derived from 

thermodynamic and kinetic analysis of DNA balances.  

DNA Balance Sequence 
∆𝑮𝑪𝑻

°  

(𝒌𝒄𝒂𝒍 ∙ 𝒎𝒐𝒍−𝟏) 

CTN CTT TAA GAA GGA *GAT ATA CC ‒25.56 

CTcis-1N CT Cis T TAA GAA GGA *GAT ATA CC ‒23.86 

CTcis-2 CT Cis T TAA GAA G Cis GA *GAT ATA CC ‒19.26 

CTcis-3 CTT TA Cis A GAA G Cis GA *GAT Cis ATA CC ‒17.66 

CTtrans-1N CT Trans T TAA GAA GGA *GAT ATA CC ‒29.00 

CTtrans-2 CT Trans T TAA GAA G Trans GA *GAT ATA CC ‒23.81 

CTtrans-3 CTT TA Trans A GAA G Trans GA *GAT Trans ATA CC ‒21.72 

 

4.2.5 Kinetic model  

For DNA balance containing thermally unstable trans-cAB modifications (CTtrans), it 

participates into two parallel reactions: directly with the DNA weight and isomerization to 

thermally stable CTcis as shown in article Figure 4.11a. The accurate kinetic mathematical 

model for the reaction process is shown in equation 4.9 to 4.11.  

𝐶𝑇𝑡𝑟𝑎𝑛𝑠 + 𝑊 ⇌ 𝐶𝑊 + 𝑇𝑡𝑟𝑎𝑛𝑠; with forward/reverse rate constants 𝑘𝐸−𝑓/𝑘𝐸−𝑟 

𝐶𝑇𝑐𝑖𝑠 + 𝑊 ⇌ 𝐶𝑊 + 𝑇𝑐𝑖𝑠; with forward/reverse rate constants 𝑘𝑍−𝑓/𝑘𝑍−𝑟 

𝐶𝑇𝑡𝑟𝑎𝑛𝑠 ⟶ 𝐶𝑇𝑐𝑖𝑠; with isomerization rate constant 𝑘𝑖𝑠𝑜 

𝑇𝑡𝑟𝑎𝑛𝑠 ⟶ 𝑇𝑐𝑖𝑠; with isomerization rate constant 𝑘𝑖𝑠𝑜 

As such,  

𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
= −𝑘𝐸−𝑓[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] + 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑡𝑟𝑎𝑛𝑠] − 𝑘𝑖𝑠𝑜[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]; (eq. 4.9) 
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𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
= −𝑘𝑍−𝑓[𝐶𝑇𝑐𝑖𝑠][𝑊] + 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑐𝑖𝑠] + 𝑘𝑖𝑠𝑜[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]; (eq. 4.10) 

with boundary condition that [𝐶𝑇]𝑡𝑜𝑡𝑎𝑙 = [𝐶𝑇𝑡𝑟𝑎𝑛𝑠] + [𝐶𝑇𝑡𝑟𝑎𝑛𝑠] + [𝐶𝑊]; (eq. 4.11) 

and the collective fluorescence signal generated from CW is: 

𝑑𝐹

𝑑𝑡
=

𝑑[𝐶𝑊]

𝑑𝑡
= 𝑘𝐸−𝑓[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] + 𝑘𝑍−𝑓[𝐶𝑇𝑐𝑖𝑠][𝑊] − 𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑡𝑟𝑎𝑛𝑠] −

𝑘𝐸−𝑟[𝐶𝑊][𝑇𝑐𝑖𝑠];  

Clearly, fitting the kinetic rate constants merely from the fluorescence data is challenging 

as all the reactions are heavily coupled. Therefore, we simplify the accurate model into a 

mathematically-solvable one (equations eq. 4.12-4.14):  

𝐶𝑇𝑡𝑟𝑎𝑛𝑠 + 𝑊 ⟶ 𝐶𝑊 + 𝑇𝑡𝑟𝑎𝑛𝑠; with apparent bimolecular rate constant 𝑘𝐸−𝑎𝑝𝑝 

𝐶𝑇𝑐𝑖𝑠 + 𝑊 ⟶ 𝐶𝑊 + 𝑇𝑐𝑖𝑠; with apparent bimolecular rate constant 𝑘𝑍−𝑎𝑝𝑝 

𝐶𝑇𝑡𝑟𝑎𝑛𝑠 ⟶ 𝐶𝑇𝑐𝑖𝑠; with a constant intramolecular isomerization rate of 𝑘𝑖𝑠𝑜−𝑎𝑝𝑝 

Therefore, the simplified mathematical model is:  

𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
= −𝑘𝐸−𝑎𝑝𝑝[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] − 𝑘𝑖𝑠𝑜−𝑎𝑝𝑝; (eq. 4.12) 

𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
= −𝑘𝑍−𝑎𝑝𝑝[𝐶𝑇𝑐𝑖𝑠][𝑊] + 𝑘𝑖𝑠𝑜−𝑎𝑝𝑝; (eq. 4.13) 

𝑑[𝐶𝑊]

𝑑𝑡
= −

𝑑[𝐶𝑇𝑡𝑟𝑎𝑛𝑠]

𝑑𝑡
−

𝑑[𝐶𝑇𝑐𝑖𝑠]

𝑑𝑡
= −𝑘𝐸−𝑎𝑝𝑝[𝐶𝑇𝑡𝑟𝑎𝑛𝑠][𝑊] − 𝑘𝑍−𝑎𝑝𝑝[𝐶𝑇𝑐𝑖𝑠][𝑊]; (eq. 4.14) 

Particularly, we regard the commonly accepted first-order isomerization reaction as zero-

order because of two reasons: firstly, the cyclic-azobenzene is incorporated into the DNA 

strand thereby the isomerization is intramolecular; and secondly, the observed kinetic-
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sensitive linear domain in fluorescence curves suggest a zero-order rate-limiting step in 

this reaction process. Even though with assumptions in our model, the overall fitting curves 

reflect the reaction process very well as shown in article Figure 4.11f-4.11h.  

The time-elapsed fluorescence data cannot be fitted directly, and needs to be 

normalized to dimensionless yield curves at first. To reduce the batch-to-batch 

experimental variance, we use the self-normalization approach shown below:  

𝜂 =
𝐹𝐶𝑇−𝐹𝐵𝐺

𝐹𝑒.𝑞.−𝐹𝐵𝐺
× 𝐾𝑒.𝑞.; (eq. 4.15) 

where the 𝐹𝑒.𝑞. and 𝐾𝑒.𝑞. represents the fluorescence level at equilibrated state and the 

equilibrium constant of corresponding DNA weight, respectively. As the trans-cAB 

modified DNA balance CTtrans will be relaxed to CTcis during the weighing process, a same 

reaction yield will be reached for both CTtrans and CTcis. Therefore, the same 𝐾𝑒.𝑞. value 

is applied for both DNA balances  for a given DNA weight.   

 

4.3 Discussion  

In this study, we have introduced a rationally designed DNA balance capable of 

weighing hybridization thermodynamics and strand displacement kinetics of chemically 

modified DNA through the principle of toehold-exchange. Using the DNA balance, we 

have successfully determined critical thermodynamics and kinetic parameters of cyclic-

azobenzene (cAB), a photoswitchable modification to DNA (Table. 4.2). More importantly, 

changes in ∆𝐺° for both hybridization and photoisomerization have been quantitatively 

profiled, which is impossible for classic approaches such as ITC, DSC, and DNA melting 
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analysis. Critical rate constants for both strand displacement and isomerization have also 

been successfully determined using the DNA balance by screening kinetically sensitive 

DNA weights combined with mathematical modeling. As our strategy does not require 

specialized design and instruction, it can be easily expanded from cAB to other chemical 

modifications with minimal technical barriers.   

Another advantage of DNA balance is that it characterizes chemically modified 

DNA in native conditions of interest. In previous study,55 Zhang and colleagues 

demonstrated that native characterization of nucleic acid motif thermodynamics could lead 

to measured ∆𝐺° with significant better accuracy. Similarly, the DNA balance measures 

hybridization thermodynamics of chemically modified DNA at one of the most 

representative conditions in DNA nanotechnology (room temperature and Tris-EDTA 

buffer with 12.5 mM Mg2+). As such, critical thermodynamic parameters determined in 

this work can be used readily to guide the design and uses of cAB modified DNA sequences. 

Notably, thermodynamic of photoisomerization was estimated by combining experimental 

measurement with our theoretical modeling. The assumption that photo isomers has 

minimal impact on reverse strand displacement reaction may introduce error to estimated 

∆𝐺° values of the trans- to cis- transition. However, we believed that this error is minimal, 

as the determined value ‒4 kcal·mol-1 reasonably reflected the overall performance of the 

DNA balance in the presence of both isomers. Experimental setups, such as performing the 

measurement upon constant irradiation to maintain the trans-isomer, may help improve the 

accuracy of the measurement.  

The determined rate constants of strand displacement reactions involving 

chemically modified DNA can also be deployed readily in dynamic DNA nanotechnology. 
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Quantitative profiling of the kinetics of toehold-mediated strand displacement and toehold 

exchange reactions has played critical roles in guiding the design of diverse dynamic DNA 

devices and reaction networks. Despite kinetics of strand displacement has been well-

established for unmodified DNA sequences, little was explored for chemically modified 

DNA. Our work in designing the DNA balance as well as developing the mathematical 

model offers a powerful tool for characterizing the kinetic behaviors of chemically 

modified DNA in a quantitative manner. Our work also reveals that cAB with drastic 

changes in the stability of DNA duplex upon photoisomerization may serve as a unique 

photoswitch to design DNA probes with high tempo-controllability (e.g., hybridize during 

photoisomerization and dehybridize as soon as removing light source) or to design photo-

regulated dissipative reaction networks.   
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4.4 Methods and theoretical works  

4.4.1 Methods  

Materials. Magnesium chloride, 10 × phosphate buffered saline (PBS), TWEEN 20, 

Parafilm® were purchased from Sigma-Aldrich (Oakville, ON, Canada). Corning™ 96-

well plate solid black polystyrene microplates, Axygen™ 0.5 mL microtubes and 

Fisherbrand™ SureOne™ micropoint pipette tips were purchased from Fisher Scientific 

(Ottawa, ON, CA). VWR® PCR Tubes purchased from VWR (Mississauga, ON, CA). 

Cyclic azobenzene was synthesized by the Yan Lab (Brock University, CA) 

DNA sequences. All DNA weights strands were obtained from Integrated DNA 

Technologies (Oakville, IA, USA). Synthesis of the oligonucleotides containing cyclic-

azobenzene modification at phosphate backbone was done at the University of Calgary 

DNA synthesis lab with an ABI 394 DNA synthesizer. The sequence design of DNA 

balances and weights, along with the modification positions is shown in Table 4.3.  

Buffer condition. 1 × PBS (pH 7.4) buffer containing 10 mM MgCl2 and 0.1% (v/v) 

TWEEN 20 was used as the reaction buffer (PM 10). TWEEN 20 was used to prevent the 

potential loss of DNA oligonucleotides during dilution and pipetting.  

Preparing DNA balance. The strands C and T were firstly diluted from stock 

concentration 50 µM to 5 µM and 10 µM using buffer PM 10, respectively. 10 µL of C and 

10 µL of T were mixed with 30 µL PM10 buffer in a 0.2 mL PCR tube. The DNA balance 

solution was then annealed in the BIORAD T100 Thermal Cycler. The anneal protocol is 

set as following: heat to 90°C and hold for 5 minutes, followed by a 5°C decrease in 

temperature every 2 minutes until a temperature of 20°C was reached.  
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Typical protocol of DNA balance weighing cAB modification. At room temperature, the 

DNA balance and weights were diluted to 200 nM using PM 10 for later usage. 10 µL of 

each DNA weight was added to a 0.5 mL microtube that contained 80 µL of PM 10 and 

then mixed by vortexing. 80 µL of the DNA weights solutions were transferred to a 96-

well plate. Each DNA weight solution was quadrupled. The DNA balance solution that 

previously stored in dark was then irradiated for 30 minutes in a lab made irradiation box 

with a 395 nm LED. Once irradiation was complete, 10 µL of non-irradiated DNA balance 

(CTcis-cAB) and 10 µL of the irradiated balance (CTtrans-cAB) were added into two separate 

wells containing the same DNA weight simultaneously. Each DNA balance was in duplex. 

The plate was read in the SpectraMax i3 fluorescence plate reader for 2 hours at room 

temperature with an excitation/emission of 485/535 nm.  

Mathematical model building. Free energy of DNA strands and complexes were 

estimated by NUPACK. For parameters setting in NUPACK, the temperature was set to 

25 °C, concentration of Na+ was 0.1 M, and Mg2+ was 0.010 M. Other parameters were 

used set as default setting. The thermodynamic mathematical model and standard yield-

versus-∆𝐺° landscape were solved and charted through numerical approach in MATLAB 

(2019a, MathWorks). The real-time kinetic analysis was performed in MATLAB using the 

corresponding codes.  

 

4.4.2 DNA sequences  

Table. 4.3. The DNA sequences of DNA balances and weights, and the cyclic-azobenzene 

(cAB) modification positions in DNA balances.  
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DNA 

Balance 

5'- CTT TAA GAA GGA GAT ATA CC -3' 

5'- GGTATAT  CT CCT TCT TAA AG TTA CTT ACGA -3' 

  X represents the cAB modification  

CTcis-1M 5'- CTT TAA GAA G X GA GAT ATA CC -3' 

CTcis-1N 5'- CT X T TAA GAA GGA GAT ATA CC -3' 

CTcis-1F 5'- CTT TAA GAA GGA GAT ATA X CC -3' 

CTcis-2 5'- CT X T TAA GAA G X GA GAT ATA CC -3' 

CTcis-3 5'- CTT TA X A GAA G X GA GAT X ATA CC -3' 

DNA 

Weights 

(W) 

   

W(4,10) 5'- GTA ACT TTA AGA AG -3' 

W(5,10) 5'- A GTA ACT TTA AGA AG -3' 

W(4,9) 5'- GTA ACT TTA AGA AGG -3' 

W(5,9) 5'- AGTA ACT TTA AGA AGG -3' 

W(3,8) 5'- TA ACT TTA AGA AGG A -3' 

W(4,8) 5'- GTA ACT TTA AGA AGG A -3' 

W(5,8) 5'- A GTA ACT TTA AGA AGG A -3' 

W(6,8) 5'- AA GTA ACT TTA AGA AGG A -3' 

W(7,8) 5'- TAA GTA ACT TTA AGA AGG A -3' 

W(8,8) 5'- G TAA GTA ACT TTA AGA AGG A -3' 

W(9,8) 5'- CG TAA GTA ACT TTA AGA AGG A -3' 

W(7,7) 5'- TAA GTA ACT TTA AGA AGG AG -3' 

W(8,7) 5'- G TAA GTA ACT TTA AGA AGG AG -3' 

W(9,7) 5'- CG TAA GTA ACT TTA AGA AGG AG -3' 

W(9,6) 5'- CG TAA GTA ACT TTA AGA AGG AGA -3' 

W(9,5) 5'- CG TAA GTA ACT TTA AGA AGG AGAT -3' 
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Chapter 5  

Conclusion and Future works 

 

In summary, two single-nucleotide-variants (SNVs) detection probes/assays and 

chemical modification measurement strategy have been developed: three-dimensional 

DNA nanomachine (3DDN), DNA equalizer probes (DEPs), and DNA balance. Both 

experimental and simulation-guided research approaches were adopted to study the 

fundamental reaction mechanisms.  

In Chapter 2, I and my collaborator incorporated the noncovalent catalytic cycle 

onto the modified gold nanoparticles (AuNPs). Through a simulation-guided approach, the 

experimental results not only verified our design but also deepened our understanding of 

the toehold-exchange reaction at interface instead of bulk solution.  

In Chapter 3, we proposed a simple yet powerful probe design termed DNA 

Equalizer Probes (DEPs) that discriminating SNVs in natural double-stranded DNA targets 

such as PCR amplicons. The development process is backed by accurate simulation works 

which help understand every single reaction step.  

In Chapter 4, we realized the inherent similarity of existence of SNVs and chemical 

modifications in nucleic acids sequences. Therefore, we employed a dynamic DNA-based 

reaction, termed DNA balance, to profile the thermodynamic and kinetic properties of 

cyclic-azobenzene modified DNA. We anticipate this pioneering work harbors the 
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potential to fulfill dynamic DNA nanotechnology a new function that as a 

thermodynamic/kinetic  measurement toolkit.  

Even through powerful DNA-based technologies like the toehold-exchange 

reaction and the Sink design have been developed to distinguish SNV from its wild 

counterparts, several practical drawbacks limits their applications in real-world. One of the 

most severe limitations is the intrinsic trade-off between sensitivity and specificity for a 

DNA hybridization probe. That is, improving the discrimination performance of a probe 

sacrifices the reaction yields. In the Sink design, separate toehold-exchange probes aiming 

to consume undesired targets are utilized to enhance the selectivity; meanwhile a catalytic 

cycle design was used to amplify the signals simultaneously. To further enhance the 

thermodynamic difference between correct and spurious targets, X-probe and 4-way-

toehold exchange reaction design were developed to increase the single base-pair mismatch 

to multiple base-pairs mismatch. By doing so, the selectivity can be increased drastically 

without minimal cost of sensitivity. In our work, we used the 3D DNA nanomachine as an 

amplification platform rather than using DNA-based circuits. To enhance the selectivity, 

an external Fuel strand was employed to compensate the loss of sensitivity. And through 

the simulation and experimental approaches, we have also discovered that the non-covalent 

catalysis strategy actually increases the selectivity at low target concentration range by 

lowering the specificity at higher target concentration range.  

Another critical limitation of previous technologies is the robustness to the target 

concentration. That is, a specific probe or reaction network design can only work in a 

limited target concentration range. However, heavily used nucleic acids amplification 

techniques such as PCR, LAMP (Loop mediated isothermal amplification) and RCA 
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(Rolling circle amplification) produce unknown amount of target amplicons, therefore the 

SNV discrimination performance may lay outside the optimal concentration range for the 

probe/reaction-network. This limitation can be alleviated by the Sink or Kinetic trap 

designs but cannot be circumvented, especially if the target concentration was high. In our 

DNA Equalizer Gate, on the other hand, this problem was completely solved by using a 

self-competing mechanism. In this design, the complementary strand of a single-stranded 

target was utilized as a natural inherent competing “Sink” for the DNA Equalizer Probes. 

The competing activity increases along with increasing concentration of the target. 

Therefore, this limitation can be solved fundamentally in our DEG approach.  

Overall, current SNV discrimination methods can be classified into two categories: 

the parallel and serial discrimination manners. A typical example for the parallel 

discrimination pattern is Sink design, in which multiple hybridization events occurring 

simultaneously. Whereas for the serial manner, multiple discrimination events or reactions 

occurred sequentially. For example, in our DEG design, the correct/spurious target is 

selected in the thermal protocol firstly and then discriminated in the following toehold-

exchange reaction. Theoretically both strategies can work effectively whereas no 

systematic study to compare those two has done yet. Therefore, one of the future works is 

to study the SNV discrimination event systematically guided by those two design strategies.  

With specific focus on previous work, more efforts will be done to solve the 

limitations of the DEG method. That is, exploring the correlating relationship between 

DEPs, at unbalanced concentration ratios or blocking regions; and reducing the hindrance 

effect caused by the secondary structure of long single-stranded targets. Besides, with the 
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high potential of in real-world application potential, more biological/clinical samples will 

be tested using our DEG approach.  

In an open mind point of view, the DNA balance method is applicable to other DNA 

motifs as well, such as the G-quadraplex and aptamer. The thermodynamic and kinetic 

properties of the molecular recognition or folding processes can be quantitatively measured 

in a feasible and low-cost manner. Other than the applications exploration of current DNA 

balance method, in-depth study of the limits of our methods will also be embarked.  

With the drastic development of artificial intelligence in silicon, smart facial, voice, 

and behavior recognition have been achieved. What’s more exciting is that the AI-auxiliary 

diagnosis show great promises in hospital. In contrast, the in solution DNA-based 

computation and artificial intelligence is still at early stage. Therefore, in my future works, 

I would like to start research on the construction of DNA-based artificial intelligence 

networks and their applications in smart molecular recognition. To achieve this goal, 

studies will be embarked on the theoretical network theories and the compilation in DNA-

based space; in parallel, hierarchical reaction networks will be studied from biological ones 

occurred within or between cells. 
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In the end, I would like to end this dissertation with a Chinese poem by Wei Wang 

(王维) from Tang(唐) dynasty:  

老将行 

唐·王维 

少年十五二十时，步行夺得胡马骑。 

射杀山中白额虎，肯数邺下黄须儿！ 

一身转战三千里，一剑曾当百万师。 

汉兵奋迅如霹雳，虏骑奔腾畏蒺藜。 

卫青不败由天幸，李广无功缘数奇。 

自从弃置便衰朽，世事蹉跎成白首！ 

昔时飞箭无全目，今日垂杨生左肘。 

路旁时卖故侯瓜，门前学种先生柳。 

苍茫古木连穷巷，寥落寒山对虚牖。 

誓令疏勒出飞泉，不似颍川空使酒。 

贺兰山下阵如云，羽檄交驰日夕闻。 

节使三河募年少，诏书五道出将军。 

试拂铁衣如雪色，聊持宝剑动星文。 

愿得燕弓射大将，耻令越甲鸣吾君。 

莫嫌旧日云中守，犹堪一战立功勋！ 
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