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Abstract. The high-luminosity upgrade of the LHC will come with unprece-
dented physics and computing challenges. One of these challenges is the accu-
rate reconstruction of particles in events with up to 200 simultaneous proton-
proton interactions. The planned CMS High Granularity Calorimeter offers
fine spatial resolution for this purpose, with more than 6 million channels, but
also poses unique challenges to reconstruction algorithms aiming to reconstruct
individual particle showers. In this contribution, we propose an end-to-end
machine-learning method that performs clustering, classification, and energy
and position regression in one step while staying within memory and compu-
tational constraints. We employ GravNet, a graph neural network, and an ob-
ject condensation loss function to achieve this task. Additionally, we propose
a method to relate truth showers to reconstructed showers by maximising the
energy weighted intersection over union using maximal weight matching. Our
results show the efficiency of our method and highlight a promising research
direction to be investigated further.

1 Introduction

The high-luminosity upgrade of the LHC (HL-LHC) will pose unprecedented computational
challenges. In order to reach the target luminosity, collisions at the HL-LHC are planned to
have an average of 200 proton-proton interactions per bunch crossing [1]. Building tracks
and energy clusters and associating them to particles of the primary hard interaction, or to
additional interactions in the collision (pileup), in such a complex environment is a highly
challenging task that requires the full event to be reconstructed in the most detailed way
before an assignment can be made.

The physics program of the HL-LHC seeks to exploit an expected 3000 fb~! of pp col-
lisions delivered by the end of the HL-LHC project. Thanks to this large data set, it will
be possible to characterize the electroweak sector of the standard model with unprecedented
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precision. Vector boson scattering and vector boson fusion (VBF) processes, where vector
bosons are radiated from the incoming quarks of the colliding protons before directly in-
teracting, are important probes of such interactions. A distinct feature of VBF processes is
high-momentum jets in the forward part of the detector. Consequently, identifying these pro-
cesses and accurately reconstructing their properties requires accurate reconstruction in the
very particle-dense forward region of the detector. To enable this, and to cope with the high
radiation environments in the forward region at high pileup, the calorimeter endcaps of the
CMS detector [2] will be replaced for the HL-LHC operations with the CMS High Granular-
ity Calorimeter (HGCAL), providing both fine lateral and longitudinal segmentation [3].

The HGCAL detector is a sampling endcap calorimeter, comprising 50 sensor and ab-
sorber layers with a total thickness of about 10 hadronic interaction lengths (1). The first
28 layers correspond to about 25 radiation lengths or 1.3 A, consist of silicon sensors and
absorber material and form the electromagnetic section. The sensors are hexagonal in shape
and have thicknesses of 120, 200, or 300 um, depending on the expected fluence. Their size
ranges from about 0.5 to 1.2 cm?, with higher granularity closer to the beam pipe. The fol-
lowing hadronic section includes 12 fine sampling layers. The remaining layers have a larger
fraction of absorber material. Also here, the sensor size increases with distance to the beam
pipe. In regions of lower expected fluences, and therefore increasing distance to the beam
pipe and the interaction point, the silicon sensors are replaced by scintillator tiles, regular in
n and ¢ and equipped with silicon photomultipliers.

Local reconstruction of particle tracks and clusters in the HGCAL is agnostic to the full
event record from the CMS detector. In particular, without the association of calorimeter
tracks and clusters to the tracking detector, assigning an object to the initiating vertex, and
thus to the primary interaction or to pileup, is not practical at this stage. It is therefore crucial
to be able to identify and determine the properties of each individual shower down to low
energy, even in case of severe overlaps with other incident particles. For this reason, it might
be suboptimal to adopt a binary or sequential reconstruction approach, in which an attempt
is made to first fully separate and cluster each shower and then determine the properties of
the individual cluster. Furthermore, the set of steps, usually comprising at least one seeding
step, and subsequent refinement of the object associated to the seed, all have similar pattern
recognition requirements which can lead to suboptimal usage of resources.

An alternative to such a sequential reconstruction are machine-learning (ML) approaches
based on the raw detector hit information, providing the possibility to reconstruct showers
in parallel, and naturally accounting for overlapping energy deposits. Furthermore, ML
algorithms are highly parallelisable, therefore, they exhibit a significant gain in execution
speed on dedicated hardware such as graphics processing units (GPUs) or field programmable
gate arrays [4-8]. In particular, recent developments on graph neural networks (GNNs) [9]
have shown promising physics potential while keeping the computing resource requirements
within expected financial and technological constraints [10]. Using GNNs, one can abstract
from the detector geometry, which in general and in case of the HGCAL is irregular.

Reconstructing multiple particles without employing seeds is a challenging problem, in
particular for ML algorithms aiming to also retain the information of nearby showers until
the final properties are determined. However, the object condensation approach [11] has
recently been proposed as a solution to this problem. Object condensation allows one to
reconstruct multiple objects and their properties from irregular data in a one-shot approach
by providing a method to quantify reconstruction efficiencies, noise suppression, and object
property determination in a unified loss function.

In this contribution, we demonstrate the use of the GravNet graph neural network with
an object condensation loss function to perform a seedless end-to-end clustering algorithm in
the CMS HGCAL. We demonstrate that this technique can achieve the reconstruction perfor-
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mance needed in particle-dense environments at the HL-LHC while respecting computational
constraints.

2 Dataset

Dedicated simulated samples of particles interacting with the CMS detector are used to train
our model and to evaluate the results. In order to demonstrate state-of-the-art performance
in a complex environment that approaches that of an HL-LHC collision, we produce a data
set with one hundred primary particles per event emanating from the interaction point at the
center of the detector towards the acceptance regions encompassing the HGCAL in the CMS
detector endcap. This leads to approximately 400 showers in the endcaps per event. The
particle types are selected randomly per event from electrons, muons, photons, charged and
neutral pions, and neutral, charged, short- and long-lived kaons. The energy and direction
of the primary particles is selected randomly, evenly distributed between 20 and 200 GeV
and in 7, ¢, subject to the 1 acceptance constraint. This leads to a falling energy spectrum
of the particle showers as also shown in Figure 4a. The interaction of these particles with
the detector and the consequent detector response are simulated through a detailed detector
description in GEANT4 [12]. Simulated events have an average of ~50,000 reconstructed
hits (rechits) in the HGCAL detector, about one third of the average number expected in a tf
event at 200 pileup. Our training data set comprises 32,000 collisions, which are divided by
endcap to give a training data set of 64,000 entries. We evaluate performance with a test set
of 1,250 collisions (2,500 entries).

From the point of view of a machine-learning algorithm, the fact that the sensors of the
HGCAL change shape and size throughout the detector leads to an irregular geometry that
cannot be represented by a regular grid. Therefore, we represent each event as a set of sparse
rechits (sensors with a signal over threshold), which are used as input into our reconstruction
algorithm. Each rechit r is associated with a feature vector of its reconstructed properties.
These features comprise the spatial coordinates of the sensor recording the energy % in xyz
space, the time of detection 7, and the recorded energy e,. Hence, all the N rechits are defined
as set R = {r; | r; = () ® t(r) ® e(r)}'. The distribution of rechits arising from the primary
and secondary interactions, as well as spurious hits due to noise in the detector, is shown in
Figure 1, alongside other general characteristics of the dataset.

Each rechit is additionally associated with a truth vector, representing the target properties
of the clusters to which the rechits are associated. The true clusters are defined by exploit-
ing the event history of the GEANT4 simulation. Distinct clusters are formed by collecting
all energy deposits in the HGCAL volume that arise from an initiating particle that enters
the HGCAL volume, or from secondary particles connected to the initiating particle in the
GEANT4 event history, that is, daughter particles from conversions, radiations, or decays. If
a decay or shower begins before crossing the plane of the HGCAL active detector volume,
we consider the associated hits as separate clusters provided the separation of the two entry
points AR = /A¢? + Ap? < 0.016. When showers are merged, all energy deposits from
associated particle interactions are collected and merged into a single shower. The set of all
the truth showers is represented as T = {t; | t;, € R}. Each of the truth shower is associated
truth energy E.(¢) which is defined as the sum of the total deposited energy.

I'The symbol & represents concatenation
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3 Methodology

Given the sparse and unordered nature of the input rechit sets, graph neural networks are a
natural choice to perform end-to-end reconstruction tasks from raw data with deep neural
networks [9].

The end-to-end reconstruction consists of multiple tasks: rechit clustering; particle iden-
tification (i.e., the association of a given cluster to any of the particle class, namely electron,
muon, photon, or hadron); energy and position regression for each cluster. The methods
discussed in this work allow these tasks to be performed and optimized simultaneously, how-
ever, we focus here on clustering and energy regression leaving identification tasks to future
studies. The algorithm is optimized using the objection condensation loss which offers the
possibility to handle inputs with variable length and to integrate regression and classification
tasks via the minimisation of a common loss function.

3.1 Architecture

GravNet [9] is a distance weighted dynamic graph neural network which aims to build an
extended representation of each vertex in the graph by aggregating information from those
vertices connected to it by the graph’s links. This results into a new representation of each
vertex of the graph at the output of each layer, i.e., a new engineered feature vector. An
individual GravNet layer transforms the input into two different spaces: feature space and
low-dimensional spatial coordinates. For each vertex, the 64 nearest neighbors are deter-
mined in the spatial coordinates of each vertex. Then, the feature vector in the feature space
of the neighbours are weighted by the edge length using a Gaussian function and gathered
at each node using two aggregation functions: the mean and max of the distance-weighted
features. Finally, the new vertex features are computed based on the original vertex features
and the aggregated neighbor features by applying a learnable local transformation and tanh
activation. This architecture comes with significant advantages in terms of computing re-
sources compared to other dynamic graph neural networks, and is therefore well suited for
the challenging HGCAL data.

The overall network architecture that we employ is schematically represented in Figure 2.
The network consists of four GravNet blocks, each extended with multiple neural network
layers. After each GravNet layer, there are 6 message passing layers in each GravNet block
which employ the same accumulation function without distance weighting. The resulting
features of GravNet and all message passing layers are concatenated into a feature vector for
each vertex.

3.2 Training

The object condensation approach aims to accumulate all object properties in condensation
points. Out of all vertices, the condensation points are identified by a learnable confidence
measure 3, where high values of § indicate a more significant condensation point. Conden-
sation points attract the other points belonging to the same object and repulse noise or points
from other objects in a latent clustering space. The object properties, in this case the shower
energy, are also predicted per point and weighted by S, such that the cluster centers also
embed the best predictions for the cluster properties. Hence, the output of our graph neural
network consists of 4 features per node in total: the clustering space C € R?, the 8 confidence,
and Epeq. The loss function consists of three terms:

L=alLy+ bLﬁ +cLp

4



EPJ Web of Conferences 251, 03072 (2021) https://doi.org/10.1051/epjcont/202125103072
CHEP 2021

Ly describes the attractive and repulsive potential losses as defined in Ref. [11]. In the
present work, we take a = 1, b = 10, and ¢ = 1. The attractive potential is given by a second
order polynomial and acts from a representative vertex on all vertices belonging to the same
object. Similarly, a linear repulsive term repulses vertices belonging to other objects from the
representative vertex.

For every truth shower 7, the vertex which has the highest 8 confidence value is chosen as
the representative vertex (a(t)).

a(t) = argmax(B(z))

The beta loss (L) is used to maximise the 5 confidence value for the representative vertex
[11]. The term Lp stands for payload loss. It is used to minimize the error in property
prediction for every cluster which, in our case, only comprises the energy of the shower and
is defined below:

1 1
Lp_

= — = (LE(Etue(r), E red(r))é:(r)
7| ZT: e €(r) 2tk ’

ret
where

&(r) = arctanh?(8(r))

and Lg is the energy loss. In principle, this term can take a simple form such as a mean
squared error. However, to account for the expected resolution of the calorimeter as well as
possible outliers, we take

Eie(r) — Epred(r)
rue\”), Lpre = —_—,2 rue
Lg(Etre(r), Eprea(r)) = Ls( VE—0 + 1 VEwue(r))

Ls is the Huber loss[13]:

A2, if Al <0

Ls(A,0) =
+(4,9) {92 + 26’(]A| —0), otherwise

We employ a cyclic learning rate scheduling [14] and optimise the weights using the
Adam optimizer [15] with Nesterov momentum [16, 17].

3.3 Inference

As described in Ref. [11], we select only points above a threshold Byesn. Then we start
with the highest 8 point, assign everything within a dyesy radius in the clustering space as
predicted shower p. The highest 8 point is taken as the representative vertex (a(p)). The
reconstructed energy for the shower p is taken from the representative vertex, such that

Epred (p) = Epred(argznax(p))

This process repeats until we have depleted all the points above Byesh, collecting all the
predicted showers P. Everything else is considered noise. Optimal values of Biyresh and dipresh
are selected after training by optimizing the efficiency for true shower identification against
the rate of clusters not matched to a true shower (fake rate). A low value of Biresh and dinresh
will correspond to more showers being reconstructed, leading to higher efficiency, but also a
higher fake rate. We find that the optimal value for both parameters is 0.6.

A sample of network input, output, and ground truth is shown in Figure 3.
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Figure 1: Properties of the reconstructed hits and true clusters for the simulated data set. The
distributions of the number of rechits per endcap (top), the number of rechits (bottom left),
and the number of true clusters per endcap (right) are shown. The distributions are normalized
to unit area. Each endcap can contain up to 60,000 rechits and up to 400 showers. Each of
these showers can have up to 1600 rechits.

4 Analysis and results

Because clustering is a complex task involving the association of many objects, evaluating the
performance of a clustering algorithm is not as straightforward as for tasks such as single-
object classification. To build an appropriate metric to quantify the reconstruction perfor-
mance, we take inspiration from the task of object detection in the field of computer vision,
where the metric intersection over union (IOU) or Jaccard Index [18] is used. The IOU is
defined as the number of pixels in the intersection of two objects divided by the number of
pixels in the union. However, this definition implicitly assumes that all pixels carry equiva-
lent importance, which is not the case for our reconstruction task, where rechits with higher
energy deposits carry greater importance in our clusters of reconstructed showers. Therefore,
we extend this metric to define an energy weighted intersection over union (EIOU), defined
as

2ie(r)|rienp)

EIOU(1, p) = Y e(r) | ri € (U p)

The EIOU is calculated for each pair of ground truth and predicted shower, i.e., V{P X T}.
In order to exclude very small overlaps from the matching procedure, we require EIOU > 0.1.
In a next step, predicted clusters are matched to the true shower clusters. A simple al-
gorithm in which a ground truth shower is matched to the predicted shower with the highest
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Figure 2: Architecture diagram of the GravNet graph neural network.

overlap or vice versa is not optimal; in particular, such an approach depends on the order
in which the association is made. Instead, we aim to optimise the matching of all showers
simultaneously. This can be framed as an assignment problem, namely

M = argmax(z EIOU(x))Yx € C(P({P x T}))

Here, P takes the power set defining the domain and C defines two constraints: a) each
true cluster can match to only one predicted shower and vice versa, and b) Each matching
cluster should have a minimum EIOU of 0.1. In order to perform this matching efficiently,
we use the algorithm of Ref. [19]

We denote reconstructed clusters that are matched to a true cluster as “matched clusters”,
and all reconstructed clusters which are not matched to a true cluster as “fake clusters”. We
define the reconstruction efficiency as the number of matched clusters divided by the number
of true clusters. The fake rate is defined as the number of fake clusters divided by the total
number of reconstructed clusters. The performance of our algorithm with respect to these
metrics is shown in Figure 4a and Figure 4b as a function of the true cluster energy. The
reconstruction efficiency increases with energy, but shows reasonable performance already
at very low energies, a region which will crucially determine the total physics performance,
allowing to either remove pileup contributions from jets, or determine a precise missing trans-
verse momentum. Similarly, the fake rate is also higher at lower energies because of a high
level of stochasticity and the similarity of low energy showers and noise. Moreover, this fake
rate does not necessarily pose a problem since it is possible that the neural network decided to
split one truth shower into two reconstructed showers, out of which one would be identified as
“fake”. In this case, the energy weighted truth matching algorithm would consider the higher
energy shower as matched, which also increases the fake rate at low energies. The decrease
in efficiency and increase in fake rate at 10 GeV is caused by the transition region between
primary particles entering the HGCAL (above approximately 20 GeV) and only secondary
particles being present (below 20 GeV). Therefore, it is an artifact of the approach we use
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Figure 3: The top plot shows the input to the network. Different colors represent true clusters
in the bottom left plot and reconstructed clusters in the bottom right plot.

to generate our data set and not a feature of our reconstruction algorithm—the exact same
reduction in efficiency is observed when employing purely human-engineered algorithms. In
addition, the region with only secondary particles, the truth information in the data set is not
fully reliable due to known insufficiencies of the simulation.

The reconstruction efficiency also depends on the cluster energy. As a metric to describe
the relative energy density around the shower cluster in question, we define the local shower
fraction (LSF) as the fraction of energy belonging to a given cluster with respect to the total
energy within a radius of AR = 0.5 center point of the cluster. That is,

Erue(s)
Y Evrue(i) | AR(s,i) < 0.5

The dependence of the reconstruction efficiency on the LSF is shown in Figure 4c. The
efficiency increases with the LSF, reflecting the fact that more spatially concentrated showers

LSF(s) =
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Figure 4: Quantitative metrics illustrating the performance of our reconstruction algorithm.
The distributions in orange correspond to the observable indicated in the y-axis to the left.
The blue histograms show underlying distributions of x-axis variables with respect to the
observable indicated on the y-axis to the right. The line width of the orange distribution
corresponds to the statistical error.

are easier to reconstruct. However, even for low LSF values of ~10%, the reconstruction
efficiencies approaches 70%. Because the low LSF region is important for the removal of
pileup particles from jets and for jet substructure—for example, in order to separate quark
and gluon jets in VBS or VBF event—efficient reconstruction in this region is an important
result.

Finally, the reconstruction efficiency and energy resolution are shown in Figure 4d. The
network has a tendency to overestimate the energy of low energy clusters, and a slight ten-
dency to underestimate the energy of high-energy clusters. However, the energy response
and resolution are promising, given the fact that this is the first application of simultaneous
clustering and property determination to a high dimension reconstruction task. We expect
future work to exceed this benchmark performance.
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5 Conclusions

This work describes the first application of dedicated graph neural networks for simultane-
ously separating, clustering and determining the properties of individual showers from all
hits in a full subdetector. We show that these tasks can be performed even in a highly dense
environment and a highly-granular calorimeter such as the CMS HGCAL, with up to 60 000
hits in a single step without the need for seeding. Using object condensation, property deter-
mination and clustering can also be optimized simultaneously. While we focus on estimating
energy of clustered showers here, the identification of the incident particles and other prop-
erties are natural extensions of this work. Finally, we propose a technique to match truth and
reconstructed clusters by maximising the energy weighted intersection over union, which nat-
urally generalizes to other reconstruction approaches and will become more important with
a more dense environment. Using this advanced matching algorithm, we demonstrated the
potential for end-to-end multi-particle reconstruction algorithms based on graph neural net-
works in the highly challenging environment of HL-LHC collisions.
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