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#### Abstract

In this paper we propose a methodology to design high-speed, power-efficient static frequency dividers based on the low-voltage Folded MOS Current Mode Logic (FMCML) approach. A modeling strategy to analyze the dependence of propagation delay and power consumption on the bias currents of the divide-by-2 (DIV2) cell is introduced. We demonstrate that the behavior of the FMCML DIV2 cell is different both from the one of the conventional MCML DFF (D-type Flip-Flop) and from FMCML DFF without a level shifter. Then an analytical strategy to optimize the divider in different design scenarios: maximum speed, minimum power-delay product (PDP) or minimum energy-delay product ( $E D P$ ) is presented. The possibility to scale the bias currents through the divider stages without affecting the speed performance is also investigated. The proposed analytical approach allows to gain a deep insight into the circuit behavior and to comprehensively optimize the different design tradeoffs.

The derived models and design guidelines are validated against transistor level simulations referring to a commercial 28 nm FDSOI CMOS process. Different divide-by-8 circuits following different optimization strategies have been designed in the same 28nm CMOS technology showing the effectiveness of the proposed methodology.


Index Terms-Current-Mode Logic, frequency divider, logic design, nanometer CMOS, delay model.

## I. INTRODUCTION

FREQUENCY dividers are fundamental building blocks in many applications, such as frequency synthesizers [1]-[3], clock generators [4-5], high-speed SerDes subsystems [6]-[11] and time-interleaved data converters [12[-[15]. These applications show in general a trend towards the use of deep submicron CMOS technologies, that provide higher and higher frequency performance (with transition frequencies up to $350 / 200 \mathrm{GHz}$ for NMOS/PMOS devices [16]), and require low supply voltages around 1 V or less, with much reduced power consumption with respect to their bipolar counterparts.

Minimization of power consumption is a key factor in many applications, to ease portability and to limit overheating, thus simplifying also the design of packaging and heat dissipation.

## Manuscript received May 01, 2020.

Authors ${ }^{1}$ are with the DIET Dept. of the University of Rome "La Sapienza" Italy (e-mail: francesco.centurelli@uniromal.it ).
Author ${ }^{2}$ is with the DIEEI Dept. of the University of Catania, Italy (e-mail: gaetano.palumbo@dieei.unict.it).

Several architectures are available for high-speed frequency dividers, such as static frequency divider (SFD) [17]-[21], regenerative frequency divider (RFD) [17], [22]-[24] and injection-locked frequency divider (ILFD) [17], [25]-[27]. The SFDs have the advantage that they can operate from dc to very high frequencies, and are composed only of standard digital blocks: this simplifies the design and allows design reuse and application in reconfigurable systems, making them the most commonly used frequency divider architecture unless extremely high frequencies are required. Contrasting requirements are posed on the design of frequency dividers: low power consumption and low area footprint are important to ease the application in Systems-on-Chip; a low supply voltage can be mandated by technological limits or system specifications, thus stressing the noise margin, hence the output swing.

For high frequency applications, logic families based on a differential approach and on current steering are typically preferred, since they offer the benefits of fast switching, low sensitivity to common-mode disturbances and low power supply switching noise, that is a great advantage for mixedsignal applications where logic circuits share the same chip with high-sensitive analog blocks. All this is paid by an increased power consumption with respect to the standard CMOS. In the case of MOS technology, the reference logic family is thus the MOS Current-Mode Logic (MCML) [28]. Conventional MCML exploits series gating to obtain logic functions. In this logic style, even limiting the number of stacked devices to two, the minimum supply voltage cannot be too low due to the cascade of gate-source voltages. Indeed, for a standard MCML 2 -input logic gate at least a minimum supply voltage of

$$
\begin{equation*}
V_{D D, \min }=2 V_{T H}+3 V_{O V}+V_{R} \tag{1}
\end{equation*}
$$

is required, where $V_{T H}$ is the threshold voltage of the devices, $V_{O V}=V_{G S}-V_{T H}$ is the overdrive voltage and $V_{R}$ is the DC voltage drop across the load resistor, whose value is constrained by the need to fully switch the differential pairs ${ }^{1}$.

To further reduce the supply voltage, to be compliant with technology constraints and simplify interfacing with lower
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[^0]frequency blocks implemented in standard CMOS, some solutions which modify the basic MCML family have been proposed in the literature [29]-[32]. Among these solutions, whose drawbacks are discussed in [33] and [34], the Folded MCML (FMCML) approach [33], which allows
\[

$$
\begin{equation*}
V_{D D, \min }=V_{T H}+2 V_{O V}+V_{R} \tag{2}
\end{equation*}
$$

\]

seems to be particularly promising. In particular, [33] and [34] have shown the advantages of the FMCML logic style for a very low-voltage implementation of D-latch and DFF (D-type FlipFlop) in a mixed-signal environment, that requires low supply switching noise and high immunity to noise and disturbances. These advantages easily apply also to the SFD, that uses the DFF as basic building block.

In this paper we present design criteria for low-voltage, high speed and energy efficiency static frequency dividers implemented in deep submicron CMOS technologies and based on the FMCML approach. Despite MCML frequency divider designs were previously treated [35]-[36], all the previous strategies are not suited for the case under consideration. Indeed, [35] uses the conventional MCML style, and the core latch, even if loaded by a level shifter, has not a constant delay versus the bias current, as happens in our logic style. This difference highly affects the design procedure that, completely different from our case, can assume constant the level shifter bias current. Regarding the design in [36], it is carried out considering MCML cells without level shifters, which are mandatory in a low voltage domain with FMCML.

The paper is structured as described in the following. In section II we describe the proposed frequency divider architecture which exploits the FMCML D-latch as basic building block. In section III we present a complete analysis of the clock-to-output propagation delay of the basic FMCML divide-by-2 (DIV2) cell, which is then exploited to derive design guidelines for multistage frequency dividers. Validation of the proposed models and design case studies referring to a 28 nm FDSOI CMOS technology are reported in sections IV and V respectively. Finally, some remarks and the conclusions are drawn in section VI.

## II. The Frequency Divider Architecture

In applications where high frequency is the main requirement, the $2^{N}$ static frequency divider is typically implemented by cascading $N$ divide-by-2 (DIV2) stages, thus implementing what is called an asynchronous frequency divider. In the simplest implementation, each stage is a Toggle Flip-Flop (TFF) with the $T$ input set to logic-1 (to toggle at every rising edge of the clock signal), as shown in Fig. 1a, and the output of the $i$-th divide-by- 2 stage is applied as the clock input of the following stage. In CML logic, where the $D F F$ can be easily implemented and has complementary input and output, the $T F F$ is realized by a $D F F$ where the $D$ input is connected to the inverted output (i.e., the $\bar{Q}$ output is connected to the $D$ input and the $Q$ output is connected to the $\bar{D}$ input), as shown in Fig. 1b.
For very low-voltage applications, standard MCML cannot be used, and a suitable alternative is the FMCML logic style. In FMCML, the 2-level series gating is implemented by exploiting
both NMOS and PMOS differential pairs. In particular, the lowest level of a standard MCML D-latch is implemented through a PMOS differential pair, whereas the steered currents are folded by NMOS current mirrors to NMOS differential pairs, which realize the upper level of a conventional NMOS MCML D-latch. Finally, currents are recombined in the output load, made up of resistors or triode-biased PMOS devices, thus implementing a wired-OR function. This topology allows reducing the minimum supply voltage with respect to a standard 2-level MCML logic gate, which becomes equal to that of a simple inverter [33]-[34]. Moreover, it is worth noting that a level shifter can still be required to adapt the output dc common-mode level to the input DC level of the PMOS input pair.


Fig. 1. Static frequency divider: a) based on TFF; b) based on $D F F$.


Fig. 2. Topology of a D-latch in Folded MCML logic style.
The topology of a FMCML D-latch is shown in Fig. 2, where the clock signal input is applied to the PMOS differential pair, $\mathrm{M}_{1}-\mathrm{M}_{2}$, which steers the tail current, $I_{\text {TAIL }}$, towards the current mirrors $\mathrm{M}_{3}-\mathrm{M}_{7}$ or $\mathrm{M}_{4}-\mathrm{M}_{8}$, thus enabling the track differential pair $\mathrm{M}_{9}-\mathrm{M}_{10}$ or the latch differential pair $\mathrm{M}_{11}-\mathrm{M}_{12}$. Transistors $\mathrm{M}_{5}$ and $\mathrm{M}_{6}$ are inserted to allow matching the drain-source voltages in the current mirrors, thus enhancing the mirroring precision (consider that in deep submicron technologies the channel length modulation effect is usually very large).

The $D F F$ in Fig. 1b is implemented with the master-slave approach by cascading two D-latches with counter-phase clock signals. When the clock is high, the first latch tracks the input signal, and the second one holds the previous input. When the clock is low, the first latch holds the input and the second latch tracks the output of the first one, thus making the output equal to the input read in the previous phase.

It is worth noting that the FMCML logic style allows an efficient low-voltage implementation of the $D F F$ [33], since only a single PMOS pair is used, common to both the two


Fig. 3. Topology of a D-type flip flop in Folded MCML logic style.
latches, thanks to an additional current mirrors output branch, as shown in Fig. 3. When the input clock signal steers the current to transistor $\mathrm{M}_{1}\left(\mathrm{M}_{2}\right)$ and to current mirror $\mathrm{M}_{3}-\mathrm{M}_{7}-\mathrm{M}_{7 \mathrm{~A}}$ $\left(\mathrm{M}_{4}-\mathrm{M}_{8}-\mathrm{M}_{8 \mathrm{~A}}\right)$, the track (latch) pair of the first latch and the latch (track) pair of the second latch are enabled, and the fully differential nature of the structure avoids the need of an additional PMOS pair. Therefore an FMCML divider could result advantageous with respect to a standard MCML one not only due to the lower supply voltage, but also for a lower number of current branches; on the other hand, the NMOS current mirror could reduce the maximum operating frequency, by providing a large load to the input pair and by providing an additional pole, as will be discussed in the next section..

As noted before, in Fig. 3 an input source follower is also included since, despite a level shifter is not required for a single divide-by-2 stage, it is mandatory to cascade several stages, as in a divider. Hence, it will be considered in the rest of the paper, including the derived design guidelines.

## III. Delay model of the FMCML for Static Frequency DIVIDER

In this section we present a complete analysis of the clock-to-output propagation delay of the basic FMCML frequency divider cell, which is then exploited to derive design guidelines for multistage frequency dividers.

## A. Time constants

Static frequency dividers are usually characterized by their sensitivity curve [37], which shows the relation between the minimum input amplitude of the full-rate clock, for which the divider properly works, and the frequency of the full-rate signal. This curve allows to identify the divider self-oscillation frequency (SOF), which is (twice) the oscillation frequency of the divider in a ring oscillator configuration (i.e., in feedback and without clock).

However, when the divider is implemented in deep submicron CMOS technologies, other figures of merit, such as the maximum input frequency the divider is able to work with, or the $D F F$ maximum toggle frequency, are usually adopted. According to [35] and [38] these frequencies are related to the D-latch clock-to-output propagation delay ${ }^{2} t_{C K Q}$, which is much easier to measure and to model. The propagation delay $t_{C K Q}$ can, hence, be used as a metric to assess the divider performance and to derive design guidelines (consider that for a master-slave $D F F$ the clock-to-output propagation delay is equal to the clock-to-output propagation delay, $t_{C K Q}$, of the slave latch).


Fig. 4. Small-signal equivalent circuit of the $\overline{\bar{l}}$ evel shifter (parameters with subscript LS refer to $\mathrm{M}_{\mathrm{LS} 1,2}$ in Fig. 3, and $G_{G}$ and $C_{G}$ model the admittance of the current source $I_{B}$ ).

The propagation delay of the FMCML D-latch, $t_{C K Q}$, can be estimated by linearizing the circuit and applying the opencircuit time-constant method [39]. In particular, it is useful to separate the level shifter contribution, $t_{p L S}$, from the D-latch core contribution, $t_{\text {PLATCH }}$, which are related to the bias currents $I_{B}$ and $I_{T A I L}$, respectively. Thus, we can write

$$
\begin{equation*}
t_{\text {CKQ }}=t_{p L S}+t_{p L A T C H} . \tag{3}
\end{equation*}
$$

Concerning the level shifter, from the small-signal circuit reported in Fig. 4 we get the following transfer function:

[^1]

Fig. 5. Small-signal equivalent circuit to calculate the time constants of the latch.

$$
\begin{equation*}
F(s)=\frac{v_{o}}{v_{i}} \simeq \frac{g_{m L S}}{g_{m L S}+g_{m b L S}+G_{G}} \frac{1+s \tau_{z}}{1+s \tau_{p}} \tag{4}
\end{equation*}
$$

where

$$
\begin{equation*}
\tau_{p} \approx \frac{C_{g s L S}+C_{s b L S}+C_{G}+C_{L B}}{g_{m L S}+g_{m b L S}+G_{G}} \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\tau_{z}=\frac{C_{g s L S}}{g_{m L S}} \tag{6}
\end{equation*}
$$

are the pole and zero time constants, $Y_{G}=G_{G}+s C_{G}$ is the output admittance of the current source $I_{B}, C_{L B}$ is the load capacitance seen by the level shifter, and primarily it is due to the PMOS differential pair input capacitance of the latch core, and the remaining terms are the usual small-signal parameters of the transistors $\mathrm{M}_{\mathrm{LS} 1,2}$ in Fig. 3.

From (4), the level shifter propagation delay can be calculated as

$$
\begin{equation*}
t_{p L S}=\tau_{p} \ln \left(2 \frac{\tau_{p}-\tau_{z}}{\tau_{p}}\right) \simeq \tau_{p} \ln 2 \tag{7}
\end{equation*}
$$

where the approximation holds since usually $\tau_{P}$ is at least an order of magnitude higher than $\tau_{Z}$ (despite the denominator of $\tau_{P}$ is slightly larger than the $\tau_{Z}$ one, due to $C_{G}$ and $C_{L B}$, the numerator of $\tau_{P}$ is several times higher than the $\tau_{Z}$ one).

According to [33], the propagation delay of the latch core, $t_{\text {pLATCH }}$, can be computed as the sum of three time constant contributions,

$$
\begin{equation*}
t_{p L A T C H}=\left(\tau_{1}+\tau_{2}+\tau_{3}\right) \ln 2 \tag{8}
\end{equation*}
$$

where $\tau_{1}, \tau_{2}$ and $\tau_{3}$ take into account three sections along the total path of the latch core and, for practical values of the device parameters, some of them could be negligible. In particular, referring to the small-signal differential half-circuit in Fig. 5, we can identify the time constants $\tau_{1}, \tau_{2}$ and $\tau_{3}$ to be the time constants of:

- the PMOS differential pair (from $v_{i}$ to $v_{D}$ );
- the current mirror output branch (from $v_{D}$ to $v_{S}$ );
- the track differential pair (from the source of $\mathrm{M}_{9}-\mathrm{M}_{10}$ to the output, i.e. from $v_{S}$ to $v_{o}$ ).

Assuming equal $M_{3}, M_{5}$ and $M_{7}$, the time constants are given respectively by

$$
\begin{align*}
& \tau_{1}=\frac{C_{g d p}+C_{d b p}+C_{d i o d e}+2 C_{g s n}+3 C_{g d n}}{G_{d i o d e}}  \tag{9a}\\
& \tau_{2}=\frac{C_{g d n}+C_{d b n}+2 C_{g s D P}+2 C_{s b D P}}{g_{m D P}+g_{m b D P}}  \tag{10}\\
& \tau_{3}=R_{D}\left(C_{g d D P}+C_{d b D P}+C_{L A T C H}+C_{R D}+C_{L}\right) \tag{11}
\end{align*}
$$

where $C_{R D}$ is the parasitic capacitance of the resistive load $R_{D}$ [28], $C_{L}$ is the load capacitance, and $Y_{\text {diode }}=G_{\text {diode }}+s C_{\text {diode }}$ is the admittance of the input branch of the current mirrors loading the PMOS differential pair and made up of transistors $M_{3,4}$ and $M_{5,6}\left(M_{3}\right.$ and $M_{5}$ in Fig. 3 are equivalent to a diode connected MOS), equal to

$$
\begin{align*}
& G_{d i o d e} \approx g_{m n}  \tag{12}\\
& C_{d i o d e} \approx C_{d b n}+C_{g s n}+2 C_{g d n} \tag{13}
\end{align*}
$$

The other parameters have the usual meaning of MOS smallsignal parameters (suffix $p$ refers to $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$, suffix $D P$ to $M_{9}-M_{12}$ and $M_{9 A}-M_{12 A}$, and finally suffix $n$ to $M_{7}-M_{8}$ and $M_{7 A^{-}}$ $\mathrm{M}_{8 \mathrm{~A}}$ ). Moreover, the load effect of the latch differential pair $\mathrm{M}_{11}-\mathrm{M}_{12}$, results

$$
\begin{equation*}
C_{L A T C H}=C_{g D P}+C_{s b D P} \tag{14}
\end{equation*}
$$

where $C_{g D P}$ is the capacitance at the gate of MOS transistor without a bias current.

Note that if we consider a single FMCML D-latch instead of the FMCML $D F F$ in Fig. 3, the current mirror has only one output branch and therefore $\tau_{1}$ in (9a) can be rewritten as follows:

$$
\begin{equation*}
\tau_{1, \text { latch }}=\frac{C_{g d p}+C_{d b p}+C_{d i o d e}+C_{g s n}+1.5 C_{g d n}}{G_{d i o d e}} \tag{9b}
\end{equation*}
$$

## B. Core latch current domain behavior

In order to derive DIV2 block design guidelines to be used in the divider design, parameters dependence on the bias currents has to be explicitly represented, thus allowing the clock-tooutput propagation delay and the power consumption to be analyzed and optimized. It is worth noting that all the small signal parameters in the previous equations are proportional to the gate width of the respective devices (minimum gate length is assumed).

We start by selecting appropriate values for the voltage swing

$$
\begin{equation*}
V_{s w i n g}=2 \Delta V=2 R_{D} I_{T A I L} \tag{15}
\end{equation*}
$$

and the noise margin, that can be expressed as [28]

$$
\begin{equation*}
N M=\Delta V\left(1-\frac{\beta}{A_{V}}\right) \tag{16}
\end{equation*}
$$

where $\beta$ is a factor that depends on the model adopted to describe the MOS behavior (ranging from $\sqrt{2}$, for the quadratic model, to 1 for a submicron linear model) and $A_{V}$ is the small signal gain of the considered path (clock input to output)

$$
\begin{equation*}
A_{v}=g_{m p} R_{D} \tag{17}
\end{equation*}
$$

By using the $\alpha$-power model of the MOS transistors, from relationships (15)-(17) we can express the gate width of the PMOS devices $W_{p}$ as a function of the tail current [28]

$$
\begin{equation*}
W_{p}=\frac{2^{\alpha-1}}{K}\left(\frac{A_{V}}{\alpha \Delta V}\right)^{\alpha} I_{T A I L} \tag{18}
\end{equation*}
$$

where $K$ and $\alpha$ are technology-dependent parameters ( $\alpha$ and $K$ asymptotically tend to 1 and $v_{s a t} C_{o x}$, respectively, for shortchannel devices, whereas they are equal to 2 and $\mu_{p} C_{o x} / 2 L_{p}$ for long channel devices).

Similarly, once an appropriate value for the overdrive voltage has been selected, the gate width of transistors with suffix $n$ and the one of transistors with suffix $D P$ can be written as follows:

$$
\begin{align*}
& W_{n}=\frac{I_{T A I L}}{2 K_{n} V_{o v, n}^{\alpha}}  \tag{19a}\\
& W_{D P}=\frac{I_{T A L L}}{4 K_{D P} V_{o v, D P}^{\alpha}} \tag{19b}
\end{align*}
$$

and the gate width of the NMOS transistors in the level shifter is given by:

$$
\begin{equation*}
W_{L S}=\frac{I_{B}}{K_{B u f} V_{o v, L S}^{\alpha}} . \tag{20}
\end{equation*}
$$

Substituting (18)-(20) into (9a), (10) and (11), the first two time constants, $\tau_{1}$, and $\tau_{2}$, (i.e., the propagation delay from the PMOS input to the sources of the NMOS track pair) do not depend on the bias current $I_{T A I L}$, since all the terms in numerator and denominator depend on the width of a MOS of the latch core, thus on $I_{\text {TAIL }}$. More comments and in-depth investigations are needed on the third time constant, $\tau_{3}$, which from (11) can be rewritten as:

$$
\begin{equation*}
\tau_{3}=\tau_{3 M O S}+\tau_{R D}+R_{D} C_{L} \tag{21}
\end{equation*}
$$

where

$$
\begin{align*}
& \tau_{3 M O S}=R_{D}\left(C_{g d D P}+C_{d b D P}+C_{L A T C H}\right)  \tag{22}\\
& \tau_{R D}=R_{D} C_{R D} \tag{23}
\end{align*}
$$

Like $\tau_{1}$ and $\tau_{2}, \tau_{3 M O S}$ is independent on $I_{T A I L}$ ( $R_{D}$ can be expressed as a function of $I_{\text {TAIL }}$ by using (17) and (18)). The intrinsic time constant of the pull-up load $\tau_{R D}$, instead, exhibits a dependence on $I_{T A I L}$ which changes with the adopted kind of load [40]. In particular, for a resistance load, $\tau_{R D}$ decreases with $I_{T A I L}^{2}$ up to a high bias current value, whereas, for a triode-based PMOS load, the behavior of $\tau_{R D}$ with the bias current depends on the adopted strategy to set the value of the equivalent resistance. In fact, if we set the value of the equivalent resistance by modifying the channel length, $\tau_{R D}$ decreases with $I_{T A I L}^{2}$, whereas, if we set the value of the equivalent resistance by modifying the gate bias voltage $V_{G A T E}, \tau_{R D}$ decreases with $I_{T A I L}$. In both cases, this behavior holds up to a low bias current value from which $\tau_{R D}$ remains constant (the current value corresponding at the PMOS triode resistance with minimum size [40]).

In order to compute the value of the load capacitance $C_{L}$, we have to remember that our divider core is based on a unitary feedback $D F F$ as shown in Fig. 1b. Therefore, $C_{L}$ is the sum of the input capacitance $C_{i n}$ of the track NMOS differential pair, and another term, which, when a level shifter is used as DIV2
input, is equal to the input capacitance $C_{i L S}$ of the level shifter in the following stage (see Fig. 3). Hence, (8) can be rewritten as:

$$
\begin{equation*}
t_{p L A T C H}=\ln 2\left(\tau_{M O S}+\tau_{R D}+\frac{c_{i L S} \Delta V}{I_{T A I L}}\right) \tag{24}
\end{equation*}
$$

where $\tau_{M O S}=\tau_{1}+\tau_{2}+\tau_{3 M O S}+R_{D} C_{i n}$, that includes all the effects due to the MOS devices independent from $I_{T A L L}$, is generally dominant with respect to the other terms of (24) (due to the current mirror capacitive load, the higher contribution in $\tau_{M O S}$ is $\tau_{1}$ ).

Focusing on $\tau_{R D}$, in typical VLSI applications, where minimization of silicon area is to pursue and a PMOS triode load is hence adopted, unless for very low tail currents, it is practically independent on the current. Moreover, even with a resistive load, since $\tau_{R D}$ is inversely proportional to $I_{T A I L}^{2}$, the contribution of $\tau_{R D}$ to the overall propagation delay can be neglected (especially if high-resistivity polysilicon resistors are used) [40].

In conclusion, relationship (24) shows that the propagation delay of the latch core, $t_{\text {pLATCH }}$, unless for very low current values, can be assumed independent from $I_{T A I L}$. Thus, usually, in a FMCML latch with a level shifter load the optimal tradeoff between high speed and low power-delay product (PDP) is achieved at low bias current, being, with a very good approximation, the maximum speed independent on the current and almost equal to the intrinsic time constant of the gate, $\tau_{\text {MOS }}$.

It is worth noting that this behavior is different both from the conventional MCML one ([28] and [36] and [41]) and from the FMCML latch without a level shifter load ([33] and [34]). Indeed, in the considered case, the time constant due to the current mirror, missing in a conventional MCML, makes the contribution independent from $I_{T A I L}$ (i.e., the constant part), $\tau_{\text {MOS }}$, much more dominant with respect to the other terms, and the presence of the level shifter makes the latch load negligible.

## C. Level shifter current domain behavior

Let us now consider the propagation delay of the level shifter. By inspection of (5), unless for $C_{L B}$, which is the input capacitance of a PMOS pair and proportional to $I_{T A I L}$ of the core latch, all the capacitances are directly proportional to $W_{L S}$, hence to the level shifter bias current $I_{B}$ through (20). Thus, the propagation delay is given by

$$
\begin{equation*}
t_{p L S}=\left(\tau_{B}+\frac{\tau_{L B}}{K_{L S}}\right) \ln (2) \tag{25}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{L S}=\frac{I_{B}}{I_{T A L L}} \tag{26}
\end{equation*}
$$

is the ratio between the bias currents of the level shifter and the one of the latch core, respectively (i.e., it represents the level shifter bias current normalized to the one of the core latch). Moreover, in order to highlight the dependence on the bias current ratio, $K_{L S}$, we have rewritten $\tau_{p}$ as the sum of the two time constant contributions:

- $\tau_{B}$, which accounts for all the capacitances unless $C_{L B}$ and is independent from the bias current ratio;
- $\tau_{L B}$ which is the time constant due to the level shifter load, $C_{L B}$, divided for $K_{L S}$ (i.e., inversely proportional to the level shifter bias current).
Note that the term in the accurate expression of (7) not only is negligible, but, being $\tau_{z}$ independent from the level shifter bias current, it has also a negligible dependence on the ratio $K_{L S}{ }^{3}$.

From (25) it is apparent that setting $K_{L S}$ sufficiently high (i.e., the level shifter bias current, $I_{B}$ sufficiently higher than the tail current $I_{T A I L}$ ), we can cut the contribution of the level shifter load, $C_{L B}$, with respect to the other capacitance contributions, thus decreasing the level shifter propagation delay up to its asymptotic minimum value, $\tau_{p} \ln$ (2).

## IV. FMCML DFF and DIV2 Design

In this section we focus on the design of the basic frequency divider cell and present design guidelines for the frequency divider following various design constraints.

## A. DIV2 design strategy

It is apparent that in the design of a $2^{N}$ frequency divider with a high speed performance the first $D I V 2$ cell has to be designed with the minimum possible propagation delay $t_{C K Q}$. Thus, considering that the DIV2 clock-to-Q propagation delay is equal to

$$
\begin{align*}
& t_{C K Q}=t_{p L S}+t_{p L A T C H}= \\
& =\ln (2)\left[\left(\tau_{B}+\frac{\tau_{L B}}{K_{L S}}\right)+\left(\tau_{M O S}+\tau_{R D}+\frac{c_{i L S} \Delta V}{I_{T A L L}}\right)\right] \approx \\
& =\ln (2)\left(\tau_{M O S}+\tau_{B}+\frac{\tau_{L B}}{K_{L S}}\right), \tag{27}
\end{align*}
$$

we get that the $I_{\text {TAIL }}$ has practically no effect on the delay. We can therefore choose a low value for such current, that allows obtaining that the $t_{\text {pLATCH }}$ is almost equal to $\ln (2) \tau_{\text {MOS }}$. This choice also means to guarantee the minimum power-delay product $(P D P)$ of the latch core. Concerning the level shifter design, we should set a sufficiently high $K_{L S}$ value if we want to minimize the propagation delay of the level shifter, and hence of the whole DIV2. It is apparent, however, that this choice may require a too high current consumption.
In particular, considering the DIV2 power consumption

$$
\begin{equation*}
P_{D I V 2}=\left(2 I_{B}+3 I_{T A I L}\right) V_{D D}=\left(2 K_{L S}+3\right) I_{T A I L} V_{D D} \tag{28}
\end{equation*}
$$

and multiplying it by $t_{С К Q}$ in (27) we get that the DIV2 PDP has a hyperbolic behavior whose minimum is at

$$
\begin{equation*}
K_{L S \min , P D P}=\sqrt{\frac{3}{2} \frac{\tau_{L B}}{\tau_{B}+\tau_{M O S}}} . \tag{29}
\end{equation*}
$$

$K_{L S \text { min,PDP }}$ in (29) is surely lower than one, and hence, much lower than the value which allows the maximum speed performance.

Moreover, looking for the minimum energy-delay product $(E D P)$, which represents the optimum tradeoff between the energy per operation and speed, we can start from the following expression of $E D P$

$$
E D P=P D P \cdot t_{C K Q}=
$$

$$
=[\ln (2)]^{2}\left(2 K_{L S}+3\right)\left(\tau_{B}+\tau_{M O S}+\frac{\tau_{L B}}{K_{L S}}\right)^{2} I_{T A I L} V_{D D}
$$

then we can compute the derivative of (30) and set the result to zero in order to find the minimum value, obtaining

$$
\begin{align*}
& 2\left(\tau_{B}+\tau_{M O S}\right)^{2} K_{L S}^{3}-2\left[\tau_{L B}+3\left(\tau_{B}+\tau_{M O S}\right)\right] \tau_{L B} K_{L S}- \\
& 6 \tau_{L B}^{2}=0, \tag{31}
\end{align*}
$$

Then, neglecting the last term, we find the $K_{L S}$ value to achieve the minimum $E D P$

$$
\begin{align*}
& K_{L S \min , E D P}=\sqrt{\left(\frac{\tau_{L B}}{\tau_{B}+\tau_{M O S}}\right)^{2}+3 \frac{\tau_{L B}}{\tau_{B}+\tau_{M O S}}} \approx \sqrt{3 \frac{\tau_{L B}}{\tau_{B}+\tau_{M O S}}}= \\
&=\sqrt{2} K_{L S \min , P D P} \tag{32}
\end{align*}
$$

## B. DIV2 approximated estimation and remarks

In order to evaluate a draft comparison among the various design strategies previously presented, let us assume as reference time constant, $\tau_{n}$, the ratio of the NMOS input capacitance, $C_{n}$, (about equal to $C_{g s}+C_{g d}$ ) divided by the NMOS transconductance (i.e., $\tau_{n}=C_{n} / g_{m n}$ ). For PMOS transistors we define as $\tau_{p}$ the ratio of the PMOS input capacitance, $C_{p}$ divided by the PMOS transconductance (i.e., $\tau_{p}=C_{p} / g_{m p}$ ). As additional hypothesis we assume that PMOS transistors are sized for the same transconductance of NMOS devices (i.e. $g_{m n}=g_{m p}=$ $g_{m}$ ). With this design choice the PMOS input capacitance $C_{p}$ can be related to the NMOS input one through a $\mu_{n} / \mu_{p}$ factor (i.e., $C_{p}=\left(\mu_{n} / \mu_{p}\right) C_{n}$ ). We also assume that $W_{n}=W_{D P}$, that implies that their $g_{m}$ 's are different if the overdrive voltage is the same(see (19)).

Considering for simplicity $\mu_{n} / \mu_{p}=2$ and $C_{g s}=C_{g d}$, and neglecting the junction contribution, we can rewrite (9a) and (10) as follows:

$$
\begin{align*}
& \tau_{1} \approx 4 \tau_{\mathrm{n}}+\tau_{p} / 2=5 \tau_{\mathrm{n}}  \tag{33}\\
& \tau_{2} \approx 1.5 \sqrt{2} \tau_{\mathrm{n}} . \tag{34}
\end{align*}
$$

Moreover, from (22) and (17) and assuming $C_{L A T C H}=2 C_{n}$, we get

$$
\begin{equation*}
\tau_{3 \mathrm{MOS}} \approx 1.5 A_{v} \tau_{\mathrm{n} .} \tag{35}
\end{equation*}
$$

Finally, regarding the term $R_{D} C_{i n}$, due to the feedback with the $D$ input, we get

$$
\begin{equation*}
R_{D} C_{i n} \approx 1.5 A_{v} \tau_{\mathrm{n} .} \tag{36}
\end{equation*}
$$

Regarding the level shifter, adopting the same simplified considerations and computing $C_{L B}$ as the sum of the gate-source contribution and two times the gate-drain contribution (due to the Miller effect), from (5) we can approximate the terms in (25) as

$$
\begin{align*}
& \tau_{B} \approx \tau_{n}  \tag{37a}\\
& \tau_{L B} \approx 1.5 \tau_{n} \tag{37b}
\end{align*}
$$

Thus, substituting (33)-(37) into (27) we get

$$
\begin{equation*}
t_{C K Q} \approx \ln (2)\left(8.12+3 A_{V}+\frac{1.5}{K_{L S}}\right) \tau_{n} . \tag{38}
\end{equation*}
$$

[^2]Relationship (38) can be adopted to approximatively estimate the propagation delay increase under the minimum $P D P$ and minimum $E D P$ designs. In particular, evaluating (38) with $K_{L S m i n, P D P}$ and $K_{L S m i n, E D P}$ under the approximation done, i.e. equal to 0.33 and 0.47 , respectively, we find a propagation delay increment with respect to the minimum propagation delay (i.e., (38) evaluated with $K_{L S}=2$ ) equal to about $25 \%$ and $16 \%$ for the minimum $P D P$ and minimum $E D P$ designs, respectively. From the power consumption perspective, we can compare the power consumption of the optimum PDP and optimum $E D P$ designs with the case $K_{L S}=2$, which tends to set the minimum propagation delay. In this case we find a power reduction advantage equal to $48 \%$ and $44 \%$, respectively. Even if we compare the optimum $P D P$ and optimum $E D P$ designs with the design case $K_{L S}=1$, (which is less close to the minimum propagation delay), we gain a power reduction advantage equal to $27 \%$ and $21 \%$ respectively.

TABLE I. MAIN PROCESS PARAMETERS OF THE 28 NM FD-SOI CMOS TECHNOLOGY

| $\mu_{n} C_{o x}$ | $210 \frac{\mu A}{V^{2}}$ |
| :---: | :---: |
| $\mu_{p} C_{o x}$ | $78 \frac{\mu A}{V^{2}}$ |
| $V_{T H}^{*}$ | 0.35 V |
| $W_{\min }$ | 80 nm |
| $L_{\min }$ | 28 nm |

*In FDSOI processes $V_{T H}$ can be adjusted by means of body bias. In our design the body of NMOS and PMOS devices has been connected to ground and $V_{D D}$ respectively.

TABLE II. Design Parameters for the FMCM DFF in Fig. 3

|  | Folded DFF in Fig. 3 |
| :---: | :---: |
| $L$ | 28 nm |
| $\Delta V$ | 300 mV |
| $I_{T A L L}$ | $10 \mu A$ |
| $I_{B}$ | $20 \mu \mathrm{~A}$ |
| $R_{D}$ | $30 \mathrm{~K} \Omega$ |
| $W_{D} / V_{G A T E}$ | $150 \mathrm{~nm} / 120 \mathrm{mV}$ |
| $W_{1,2}$ | 1000 nm |
| $W_{3,4,5,6}$ | 250 nm |
| $W_{7,8,7 A, 8 A}$ | 250 nm |
| $W_{9,10,1,12}$ | 500 nm |
| $W_{9 A, I 0 A, 11 A, 12 A}$ | 500 nm |
| $W_{L S l, 2}$ | 250 nm |

## C. Simulation results and validation

In order to validate the analysis and considerations above reported, we simulated in Cadence Virtuoso the FMCML DFF in Fig. 3 and the resulting DIV2 cell considering a commercial 28nm FD-SOI CMOS technology from ST Microelectronics [42], whose main technology parameters are reported in Table I. It is worth noting that with this submicron technology we have $C_{s b} \approx C_{d b}$ and $C_{g d}$ about $15 \%$ and $90 \%$ of $C_{g s}$, respectively ${ }^{4}$.

Following the design strategy suggested above and, in particular, setting all devices with minimum gate length to minimize parasitic capacitances, and gate widths according to the required noise margin and static gate-source voltages, we
find the transistor dimensions reported in Table II for a reference $I_{T A I L}$ and $I_{B}$ of $10 \mu A$ and $20 \mu A$ respectively. Gate widths have then been scaled with the currents $I_{B}$ and $I_{T A I L}$ to keep the biasing conditions as constant as possible (also the number of gate fingers has been scaled with the currents). Moreover, the minimum value for both the $I_{B}$ and $I_{T A I L}$ currents to avoid operation in sub-threshold region is about $5 \mu A$.

The behavior of the time constants $\tau_{1}, \tau_{2}$, and $\tau_{3 M O S}+R_{D} C_{\text {in }}$ versus $I_{\text {TAIL }}$ is plotted in Fig. 6. Hence, as expected, all these three time constants remain almost constant when increasing the core latch tail current, and among them $\tau_{1}$ is the greatest and $\tau_{2}$ is significantly lower than $\tau_{1}$ and lower than $\tau_{3 M O S}+R_{D} C_{i n}$.


Fig. 6. Latch time constants behavior versus current $I_{T A I L}$.


Fig. 7. Dependence of level shifter time constants on the bias current $I_{B}$ : a) pole time constant; b) pole-zero time constant ratio.

Regarding the level shifter, in Fig. 7a it is reported the value of the pole time constant $\tau_{p}$ versus the level shifter bias current. Moreover, to show the correctness of neglecting in (7) the zero time constant $\tau_{z}$, the ratio $\tau_{p} / \tau_{z}$ versus the level shifter bias current is also shown in Fig. 7b. From Fig. 7a, it is apparent that the level shifter contribution could significantly affect the $D F F$

[^3]time response. Indeed, its pole can be lower than $\tau_{2}$ for sufficiently high bias currents, but can become appreciable on the clock-to-Q propagation delay $t_{C K Q}$ for lower bias currents.


Fig. 8. Propagation delay, $P D P$ and $E D P$ of the DIV2 cell vs. the bias current ratio $I_{B} / I_{T A L L}$.


Fig. 9.. Clock-to-output propagation delay and $P D P$ vs $I_{T A I L}$, for $K_{L S}=0.33$ and $K_{L S}=1$.


Fig. 10. Estimated maximum input frequency of the divider vs $I_{T A I L}$, for $K_{L S}=0.33$ and $K_{L S}=1$.

The $t_{C K Q}$ together with the power-delay product $P D P$ and the energy-delay product $E D P$ of the $D I V 2$ cell are plotted in Fig. 8 versus the current ratio $K_{L S}$. The minimum PDP and the minimum $E D P$ in Fig. 8 are found to be at $K_{L S}$ values related through a $\sqrt{2}$ term as expected, and close to the values estimated in the previous sub-section.

To further validate the analysis and show some other details, the $t_{C K Q}$ and the $P D P$ versus the core latch bias current $I_{T A I L}$ for two key $K_{L S}$ values are reported in Fig. 9. The $K_{L S}$ values are 0.33 that corresponds to the minimum $P D P$, and 1 that allows a speed performance close to the ideal maximum one. Fig. 10 shows the estimated maximum input frequency of the divider $\left(f_{M A X}=1 / 2 t_{C K Q}\right)$ as a function of the current $I_{T A L L}$, for two values of the ratio $K_{L S}$.

The validate the model of the clock-to-Q propagation delay in (27), we have compared the simulated propagation delay (shown in Fig. 9a) with that obtained by (27) using the time constants in Fig. 6 and 7, for $K_{L S}=1$. For $I_{\text {TAIL }}$ ranging from 5 to $50 \mu \mathrm{~A}$, the average relative error results $1.76 \%$, and the maximum error is below $7.9 \%$. When using the simplified model where we neglect the effect of the zero in the level shifter, average and maximum errors are $3 \%$ and $9.16 \%$ respectively.

We have also studied the effect of process, supply voltage and temperature (PVT) variations on the clock-to-Q delay: for the case $I_{T A L L}=I_{B}=10 \mu \mathrm{~A}$, the delay remains between 72 and 79 ps when a $-20^{\circ}$ to $120^{\circ} \mathrm{C}$ temperature range and $\pm 10 \%$ supply voltage is considered. When process corners are considered, the critical cases are those with opposite deviations for NMOS and PMOS devices, providing a delay from 64 to 87 ps .

## V. Frequency Divider Design

In this section we focus on the design of the frequency divider following two main approaches. The former is the simplest one and is based on the use of equal DIV2 cells, whereas the other adopts optimized DIV2 cells having different biasing currents at the different stages.

## A. Design with equal DIV2

It is apparent that if we assume the $2^{N}$ frequency divider made up of $N$ identical DIV2 stages, we can immediately identify three design strategies: maximum speed, minimum $P D P$ or minimum $E D P$.
In particular, if we want the $2^{N}$ frequency divider with the highest speed performance, all the DIV2 cells have to be designed for the minimum $t_{\text {CKQ }}$. Thus, as shown in section IV, $t_{\text {CKQ }}$ minimization in a power conscious way is achieved by setting $I_{T A I L}$ at the minimum value, since $t_{C K Q}$ is almost constant with $I_{T A I L}$, and the level shifter bias current, $I_{B}$ at least twice $I_{T A I L}$, to make negligible the level shifter delay contribution. This strategy, of course, results in higher power consumption than the other two strategies.

For the other two design cases we have to simply set $I_{B}$ lower than $I_{T A I L}$, according to (29) or (32) for the minimum PDP or the minimum $E D P$, respectively. In this case, having all the DIV2 cells equal to each other, speed and power consumption reduction are those estimated in section IV.B

## B. Frequency divider design with customized DIV2

A more optimized design strategy, especially if we want to obtain the maximum speed performance and minimum power dissipation, can be pursued considering that each DIV2 cell operates at a halved frequency with respect to the previous one. Hence, exploiting again the considerations carried out in the previous section, we can change and adapt the level shifter bias current $I_{B}$, of a DIV2 cell with respect to the one of the previous $D I V 2$ cell. More specifically, we can design the DIV2 cell $i$ with its $K_{L S, i}$ value set to allow a $t_{C K Q}$ double than the DIV2 cell $i-1$. Thus from (27) we can write

$$
\begin{equation*}
\left(\tau_{M O S}+\tau_{B}+\frac{\tau_{L B}}{K_{L S, i}}\right)=2\left(\tau_{M O S}+\tau_{B}+\frac{\tau_{L B}}{K_{L S, i-1}}\right) . \tag{39}
\end{equation*}
$$

that provides

$$
\begin{equation*}
K_{L S, i}=\frac{\tau_{L B}}{\tau_{M O S}+\tau_{B}+2 \frac{\tau_{L B}}{K_{L S, i-1}}}=\frac{\tau_{L B}}{\tau_{M O S}+\tau_{B}} \alpha_{i} \tag{40}
\end{equation*}
$$

where the coefficients

$$
\begin{equation*}
\alpha_{i}=\frac{\alpha_{i-1}}{2+\alpha_{i-1}} \tag{41}
\end{equation*}
$$

have the numerical values reported in Table III if the divider has been designed for the maximum speed performance, that requires $K_{L S, 1} \rightarrow \infty$ thus $\alpha_{2}=1$.
TABLE III. $\alpha_{i}$ VALUES

| $i$ | 2 | 3 | 4 | 5 |
| :---: | :---: | :---: | :---: | :---: |
| $\alpha_{i}$ | 1 | $1 / 3$ | $1 / 7$ | $1 / 15$ |

Following this strategy, in the case we pursue the best speed performance, we can save a significant amount of power: For example, considering a static frequency divider with $N=3$, the adoption of the optimized strategy allows to reduce the power consumption to about $38 \%$ with respect to the implementation

[^4]with equal DIV2 cells, without degrading the maximum speed. From (28) and considering equal DIV2 cells with the maximum speed performance, the power consumption results
\[

$$
\begin{equation*}
P_{T}=7 N I_{T A L L} V_{D D} . \tag{42}
\end{equation*}
$$

\]

While if only the first cell is designed with the best speed performance, again from (28), and using (40) and (41), which allow neglecting the level shifter power consumption of the DIV2 from 2 to $N$, we can find

$$
\begin{equation*}
P_{T}=(7+3(N-1)) I_{T A I L} V_{D D} \tag{43}
\end{equation*}
$$

Note, however, that the procedure can be applied up to the third or fourth DIV2 cell, since the level shifter bias current becomes negligible ${ }^{5}$.

## C. Simulation results and validation

To validate the proposed design strategies, we have applied them to the design of a divide-by-8 frequency divider implemented with the FMCML logic style in the same $28-\mathrm{nm}$ FDSOI CMOS technology considered in the previous section.

In the first case study (I) we have designed a frequency divider made up of $N=3$ identical $D I V 2$ stages for maximum speed performance. As a first design step we have set $I_{T A I L}=$ $10 \mu A$ which is close to the minimum value which guarantees $t_{\text {CKQ }}$ almost constant with $I_{\text {TAIL }}$ (i.e., a latch propagation delay almost equal to $\left.\ln (2) \tau_{M O S}\right)$. Then, according to section V.A, the level shifter bias current has been set to $I_{B}=20 \mu A$ (twice $I_{\text {TAIL }}$ ), to make the delay contribution of the level shifter negligible. The resulting maximum operating frequency of this divider is 13.8 GHz , with a $168.5 \mu W$ power consumption.

It is worth noting that, since our divider core is based on a unitary feedback $D F F$ (see Fig. 1b), the clock-to-output propagation delay of the basic divider cell (i.e., the reciprocal of the maximum DIV2 frequency) is $2 t_{C K Q}$. Thus, the expected maximum divider clock input frequency should be $1 / 2 t_{C K Q}$. However, according to simulation results, we can achieve a maximum divider clock input frequency even slightly lower than $1 / t_{C K Q}$, at the cost, as shown in Fig. 11, of a reduced output swing in the first and second DIV2. The full output swing in fact exceeds the minimum required to fully switch a differential pair ${ }^{6}$.

The second and third case studies are designed again with $N=3$, identical DIV2 stages, $I_{T A I L}=10 \mu A$, but (II) $I_{B}=$ $3.3 \mu A$ (i.e., $K_{L S}=0.33$ ) and (III) $I_{B}=4.7 \mu A$ (i.e., $K_{L S}=0.47$ ), to achieve minimum $P D P$ and minimum $E D P$ respectively. The resulting maximum operating frequencies are 10.9 GHz and 11.8 GHz with a power consumption of $87.5 \mu \mathrm{~W}$ and $93.7 \mu \mathrm{~W}$. In conclusion, we find a $28 \%$ and $18 \%$ speed reduction with respect the maximum frequency case gaining a $48 \%$ and $44 \%$ power consumption reduction, respectively. By comparing these results with the estimated ones in section IV.B, we find a high accuracy on the power consumption reduction and a good agreement for what concerns the speed reduction.
frequency larger than predicted by $1 / 2 t_{C K Q}$; to define the maximum allowable input frequency, we use the criteria that the output swing of the first DIV2 cell must be large enough to allow correct operation of the following cells of the divide-by-8 divider.

The fourth considered case study (IV) regards the frequency divider design with customized DIV2 cells to achieve the maximum speed but at reduced power consumption. In particular, setting the $I_{T A I L}$ equal to $10 \mu \mathrm{~A}$ for all the stages and, according to (40), $I_{B}$ equal to $20 \mu \mathrm{~A}, 2 \mu \mathrm{~A}$ and $1 \mu \mathrm{~A}$, for the first second and third $D I V 2$, respectively, we find a 14.9 GHz maximum operating frequency with a $110.2 \mu \mathrm{~W}$ power consumption.
By following the customized design, the maximum operating frequency is even higher than in the case with maximum speed and all equal DIV2. This is due to the slightly lower load on the first DIV2 cell. Moreover, as expected, we achieve this best speed performance with a $35 \%$ reduction on the power consumption.
Paying a small prize in term of speed performance, but of course gaining in term of power consumption with respect to the design with all equal DIV2, other two design cases can be considered by changing only the first DIV2, in order to obtain a minimum $P D P$ or $E D P$. In particular, changing only the $I_{B}$ of the first $D I V 2$ into $3.3 \mu \mathrm{~A}(\mathrm{~V})$ or $4.7 \mu \mathrm{~A}(\mathrm{VI})$ we find a maximum operating frequency equal to $10.9 \mathrm{GHz}(-27 \%)$ or a $12.1 \mathrm{GHz}(-18 \%)$ with a power consumption equal to $79.6 \mu \mathrm{~W}$ $(-28 \%)$ or $81.7 \mu \mathrm{~W}(-26 \%)$, respectively.

All the cases designed and analyzed are summarized in Table IV. The DIV2 output waveforms of the frequency divider designed with customized DIV2 cells at the maximum operating frequency are reported in Fig. for an input clock signal with a period $t_{C K}$ equal to 67 ps and an amplitude of 0.3 V .

Fig. 11. Input and output waveforms for divider designed with customized $D I V 2$ cells at Maximum speed for an input $t_{C K}$ of 67 ps .

## VI. Conclusion

In this paper a methodology to design high-speed, powerefficient static frequency dividers based on the low-voltage Folded MOS Current Mode Logic (FMCML) approach has
been introduced. The method is based on the analytical modeling of the propagation delay and power consumption of the DIV2 cell as a function of bias currents $I_{\text {TALL }}$. and $I_{B}$. Design guidelines for the simple case of equal DIV2 cells and for the more optimized case which adopts customized DIV2 cells having different biasing currents at the different stages have been analytically derived for three different design scenarios: maximum speed, minimum power-delay product ( $P D P$ ) or minimum energy-delay product ( $E D P$ ).

The FMCML logic style is well suited for very low-voltage applications in a mixed-signal environment, and its topology with a folding current mirror introducing a large time constant makes the existing design guidelines for MCML frequency dividers unsuitable to maximize speed and minimize power consumption.

Six case studies involving the design of a divide-by- 8 circuit have been carried out referring to a 28 nm FDSOI CMOS technology. Results, summarized in Table IV, highlight the high agreement between predicted and simulated speed and power consumption reduction. They also confirm the effectiveness of the proposed approach, which allowed the design of a divide-by- 8 frequency divider with 14.9 GHz maximum operating frequency and $110.2 \mu \mathrm{~W}$ power consumption when targeting maximum speed, and with 10.9 GHz maximum operating frequency and $79.6 \mu \mathrm{~W}$ power consumption when optimizing for minimum $P D P$.
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[^0]:    ${ }^{1} V_{R}+3 V_{O V}$ is the theoretical minimum supply, but (1) takes into account the constraints derived by cascading MCML stages with interstage level shifters.

[^1]:    ${ }^{2}$ The propagation delay is defined as the time taken by the output to reach $50 \%$ of its full swing, starting from the point in which the input has reached $50 \%$ of its final value.

[^2]:    ${ }^{3}$ Its expression versus $K_{L S}$ results: $1-\tau_{z} / \tau_{p}=1-\tau_{z} /\left(\tau_{B}+\tau_{L B} / K_{L S}\right)$

[^3]:    ${ }^{4}$ The weight of $C_{g d}$ with respect $C_{g s}$ can be similar in other nanometer technologies, for example in a $65-\mathrm{nm}$ CMOS we have $C_{g d}$ about $75 \%$ of $C_{g s}$.

[^4]:    ${ }^{5}$ It is also not much useful to reduce the core latch bias current, since even the minimum sized MOS transistors work in the sub-threshold region and the derived relationships are no longer accurate.
    ${ }^{6}$ The latches in the divider are able to switch with a lower swing, also thanks to the positive feedback in the hold pair, whereas the propagation delay is calculated under the hypothesis of a full swing. This justifies a maximum clock

