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Abstract. In this work, we present a new technique for solving the center
problem for nilpotent singularities which consists of determining a new
normal form conveniently adapted to study the center problem for this
singularity. In fact, it is a pre-normal form with respect to classical
Bogdanov–Takens normal formal and it allows to approach the center
problem more efficiently. The new normal form is applied to several
examples.
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1. Introduction and Statement Main Results

The center problem for planar vector fields is an important problem in the
qualitative theory of the differential equation, see for instance [5,31,33,37,
38,42–44,47] and references therein.

This problem is related to the one of integrability. In fact a vector field
that has a singularity of type center has a first integral of infinity class in
a neighborhood of the singularity, see [39]. However, in general, it is not
analytically integrable around the singularity. Therefore, it is interesting to
distinguish when a vector field with a center has an analytical first integral,
see [4,5,11,25,29,32,39,40].

The case when a nilpotent singularity of a vector field is a center was
theoretically characterized in [5,22]. In fact, any nilpotent system with a
center is orbitally equivalent to a time-reversible system, more specifically
the phase portrait is symmetric respect to the y-axis after a change in the
time and state variables, see for instance [1,25,29].

The formal normal form for systems with a nilpotent singularity was
given by Takens [46] and Bogdanov [23] showing that such systems can be
formally reduced to
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ẋ = y + a(x), ẏ = b(x), (1.1)

where a(x) and b(x) are power series without constant and linear terms, see
also [21]. To obtain the normal form (1.1) they only use changes in the vari-
ables x and y but no changes of time. Later using changes of time Bogdanov
[24] showed that the formal orbital normal form (1.1) is reducible to

ẋ = y + a(x), ẏ = σxs, σ = ±1, (1.2)

with s ≥ 2. Similar results but with much simpler proofs were obtained by
Sadovski [45]. The monodromy case is for s = 2n + 1 with σ = −1 and
from the normal form (1.2) it is not difficult to characterize the centers of
the monodromic singularities. The monodromy of a nilpotent singularity was
studied in [18], see also [16]. If the origin of system (1.2) is monodromic then
it is a center if and only if a(x) is an even function of x, see [22]. Hence, we
have the following result.

Theorem 1.1. A differential system with a monodromic nilpotent singularity
at the origin is orbitally equivalent to system (1.2) with s = 2n + 1, n ∈ N

and σ = −1, where a(x) =
∑

i≥n+1 βix
i, |βn+1| < 2√

n+1
. Moreover system

(1.2) has a center at the origin if and only if a(−x) = a(x), i.e. β2k+1 = 0 for
all k ∈ N such that k ≥ n

2 . In addition, system (1.2) is analytically integrable
if and only if a(x) ≡ 0.

In fact, this result gives a procedure to find nilpotent centers transform-
ing the original system by a change of variables and of time to reduce the
system into the normal form (1.2). However, this procedure is difficult to
implement and with a high cost of computations to eliminate all the terms
that not appear in the final expression of the normal form. Is for this rea-
son that there are few families of nilpotent vector fields where the center
conditions are known, see, for instance, [7,11,12,20,27]. Moreover, alterna-
tive methods are used to find such centers, as the generalized polar coor-
dinates, Cherkas’ method, approximation by nondegenerate systems, see,
for instance, [6,16,17,28–30,34,35]. Indeed the centers of the more simple
semi-quasi-homogeneous systems, that is, systems that are sum of two quasi-
homogeneous vector fields are not yet completely classified. The objective of
this work is to find a new normal form in which we have only removed the
necessary terms to solve the center problem providing a much more effective
computational method. In this sense, a greater number of necessary condi-
tions can be computed that allow to solve the problem of the center for a
greater number of families of systems.

Before of showing our results, we recall the following concepts and def-
initions. Given t = (t1, t2) with t1 and t2 natural numbers without common
factors, a function f of two variables is quasi-homogeneous of type t and
degree k if f(εt1x, εt2y) = εkf(x, y). The vector space of quasi-homogeneous
polynomials of type t and degree k will be denoted by Pt

k. A vector field
F = (P,Q)T is quasi-homogeneous of type t and degree k if P ∈ Pt

k+t1
and

Q ∈ Pt
k+t2

. We will denote Qt
k the vector space of the quasi-homogeneous

polynomial vector fields of type t and degree k.
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Any vector field can be expanded into quasi-homogeneous terms of type
t of successive degrees. Thus, the vector field F can be written in the form F =
Fr+Fr+1+· · · for some r ∈ Z, where Fj = (Pj+t1 , Qj+t2)

T ∈ Qt
j and Fr �≡ 0.

If we select the type t = (1, 1), we are using in fact the Taylor expansion,
but in general, each term in the above expansion involves monomials with
different degrees.

We will denote by D0 = (t1x, t2y)T ∈ Qt
0 (a dissipative quasi-homogeneous

vector field) and by Xh = (−∂h/∂y, ∂h/∂x)T (the Hamiltonian vector field
associated with the polynomial h). If h ∈ Pt

r+|t| then Xh ∈ Qt
r where

|t| = t1 + t2. Moreover, it is proved that every Fj ∈ Qt
j can be expressed as

Fj = Xhj
+ μjD0 (1.3)

with hj = (D0 ∧Fj)/(j + |t|) and μj = div (Fj) /(j + |t|), where D0 ∧Fj :=
t1xQj+t2 − t2yPj+t1 ∈ Pt

j+|t| and div (Fj) ∈ Pt
j is the divergence of Fj , see

[4]. Our main result is the following.

Theorem 1.2. Let F be vector field with a monodromic nilpotent singularity
at the origin then
(a) System ẋ = F(x) can be transformed into

(
ẋ
ẏ

)

= Fn +
(

F (x2, y)
xG(x2, y)

)

+
∑

2i>n

α2ix
2i

(
x

(n + 1)y

)

, (1.4)

where

Fn =
(

y
−(n + 1)x2n+1

)

+ dxn

(
x

(n + 1)y

)

, (1.5)

i.e. Fn = Xh + μD0, where h = − 1
2 (y2 + x2n+2), μ = dxn, D0 =

(x, (n + 1)y)T and (F (x2, y), xG(x2, y))T is a vector field sum of quasi-
homogeneous vector fields of type t and degree greater than n where n−1
is the Andreev number, see [19].

(b) System (1.4) is a center if and only if α2i = 0 for all 2i > n and the
origin of ẋ = Fn(x) is a center.

The proof of Theorem 1.2 is given in Sect. 2. In the particular case,
n even and d = 0 this theorem was proved in [10]; nevertheless, we give a
exhaustive proof for completeness.

The normal form (1.4) allows to characterize the nilpotent centers in a
way more effective that transforming the system into the Bogdanov–Takens
normal form (1.2). This is due to the fact that the normal form (1.4) is less
elaborated than normal form (1.2) and less terms of the original system must
be canceled to arrive to the normal form (1.4). Therefore, the procedure
derived from the normal form (1.4) is more effective.

These constants α2i give the center conditions, and their vanish is a
necessary condition to have a center. Therefore, Theorem 1.2 provides an
effective algorithm for computing center conditions for general nilpotent sys-
tems. Notice that the algorithm is efficient because only use the change of
variables necessary to achieve the reduced orbital normal form (1.4). This
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fact allows to calculate more Lyapunov constants than by the classical al-
gorithm that includes all change of variables, as it is shown in the following
proofs. Moreover, the constants α2i that appear in (1.4) give the conditions
of orbital reversibility, that is, system ẋ = F(x) of Theorem 1.2 is orbital
reversible if, and only if, α2i = 0 for all i ≥ 0 in the system(1.4), see [1,22].

2. Proof of Theorem 1.2

The next result characterizes the form of the first quasi-homogeneous com-
ponent of a vector field with an monodromic nilpotent singularity.

To prove the result, we first analyze the normal preform which sets the
Newton diagram of the field and, therefore, the type and the degree of the
quasi-homogeneous leading term of the vector field that we want to study.
The next result establishes the normal preform of the quasi-homogeneous
leading term.

Proposition 2.3 [8, Proposition 2.5]. Consider ẋ = F(x) a nilpotent vector
field with 0 an isolated singular point. There exists n ∈ N, a polynomial
change Φ and a type t such that F̃ := Φ∗F = F̃r + · · · , F̃r ∈ Qt

r, with · · ·
the quasi-homogeneous terms of type t and degree greater than r, where F̃r

satisfies one of the following two conditions:
(A) F̃r = (y, bxny)T ∈ Qt

n, b ∈ R, b �= 0, i.e., t = (1, n + 1), and r = n. In
this case 0 is not an isolated singular point of ẋ = F̃r(x).

(B) 0 is an isolated singular point of ẋ = F̃r(x) and there exist Ψ0 ∈ Qt
0,

with det (DΨ0(0)) �= 0 such that Gr = (Ψ0)∗F̃r is one of the following
vector fields.

(B1) Gr =
(

y
x2n

)

∈ Q(2,2n+1)
2n−1 , i.e., t = (2, 2n + 1) and r = 2n − 1.

(B2) Gr =
(

y
−(n + 1)x2n+1

)

+ dxn

(
x

(n + 1)y

)

∈ Q(1,n+1)
n , d ∈ R,

i.e., t = (1, n + 1) and r = n.

(B3) Gr =
(

y
0

)

+ dxn

(
x

(n + 1)y

)

∈ Q(1,n+1)
n , d ∈ R, d �= 0, i.e.,

t = (1, n + 1) and r = n.

(B4) Gr =
(

y
(n + 1)x2n+1

)

+ dxn

(
x

(n + 1)y

)

∈ Q(1,n+1)
n , d ∈ R,

d �= 1, i.e., t = (1, n + 1) and r = n.

Proposition 2.4. Consider ẋ = F(x) a nilpotent vector field where the origin
is monodromic then there exists n ∈ N, a polynomial change Φ and a type
t = (1, n + 1) such that this system is conjugate to ẋ = Fn(x) + · · · , where
Fn is given in (1.5) and · · · means higher terms quasi-homogeneous respect
to the type t = (1, n + 1).

Proof. Applying Proposition 2.3, the unique Gr which is monodromic corre-
sponds to case B2). �

Therefore, it is enough to study the systems ẋ = Fn + · · · , where Fn is
given in (1.5)
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Theorem 2.5. If the origin of ẋ = Fn + · · · where Fn is given in (1.5) is a
center then the origin of system ẋ = Fn(x) is also a center.

Proof. Indeed, the result is a particular case of [3, Theorem 5] �
From Theorem 2.5, to study the problem of center for nilpotent systems

it is necessary to study when the origin of ẋ = Fn(x), Fn is given in (1.5), is
a center.

Proposition 2.6. Let Fn the quasi-homogeneous vector field (1.5). The origin
of system ẋ = Fn(x) is a center if, and only if one of following conditions is
satisfied (a) n is odd, or (b) n is even and d = 0.

Proof. We will use generalized polar coordinates: x = ρCs (θ), y = ρn+1Sn (θ),
where (Cs(θ),Sn(θ))T is the solution of the initial value problem ẋ = Xg(x),
x(0) = (1, 0)T , being g = x2n+2 + y2. It is well known that these functions
are periodic functions, and they satisfy Cs2n+2(θ) + Sn2(θ) = 1.

Observe that Fn = ẋ = 1
ρD0ρ̇ + 1

ρnXg θ̇. Then taking in account that
Fn = − 1

2Xg +dxnD0, we get Fn ∧Xg = 1
ρD0 ∧Xgρ̇, D0 ∧Fn = 1

ρnD0 ∧Xg θ̇.
As Fn ∧ Xg = dxnD0 ∧ Xg, D0 ∧ Fn = − 1

2D0 ∧ Xg and D0 ∧ Xg = 2(n +
1)(x2n+2 + y2) = 2(n + 1)ρ2n+2(Cs2n+2(θ) + Sn2(θ)) = 2(n + 1)ρ2n+2, after
the time-rescaling dT = −ρn

2 dt, we get
dρ
dT = −2dCsn(θ)ρ,
dθ
dT = 1. (2.6)

Consequently there are no equilibria on the axis ρ = 0, and the origin of
system ẋ = Fn(x) is monodromic. If n is odd the system ẋ = Fn(x) is
invariant respect to (x, y, t) → (−x, y,−t); therefore, the origin is a center. It
is case (a). If n is even and d = 0, Fn is a Hamiltonian vector field; therefore,
the origin is a center. It is case (b). If n is even and d �= 0, the origin of
system ẋ = Fn(x) is a focus and its stability can be easily deduced from
system (2.6). �

Therefore, for studying the center problem for nilpotent singularities, it
is enough to analyze the center problem for systems

ẋ = F(x) := Fn(x) + · · · , (2.7)

where Fn is given in (1.5), · · · means higher terms quasi-homogeneous respect
to the type t = (1, n + 1) and the origin of ẋ = Fn(x) is a center, i.e. n is
odd or n is even and d = 0.

2.1. Orbital Normal Form

Next result provides the orbital normal form of system (2.7).

Theorem 2.7. Let F the vector field given in (2.7), then F is orbital equiva-
lent to G = Fn +

∑
k>0 νk+nD0, where νk+n ∈ Cor (
k+n) (complementary

subspace to Range (
k+n)) and 
k+n is the Lie-derivative operator of Fn, i.e.,


k+n : Pt
k −→ Pt

k+n

μk → ∇μk · Fn.
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Proof. By [8, Theorem 3.18], given F =
∑

j≥n Fj with Fj ∈ Qt
j . If Ker

(

cn+k+|t|

)
= {0} for all k ∈ N, then F is orbitally equivalent to

G = Fn +
∑

k>0

Gk+n, with Gk+n = Xgk+n+|t| + ηk+nD0 ∈ Qt
k+n,

where gk+n+|t| ∈ Cor
(

c
n+k+|t|

)
and ηk+n ∈ Cor (
k+n), 
k+n is the Lie-

derivative operator of Fn,


cn+k+|t| : Δk+|t| −→ Δn+k+|t|

g → ProyΔn+k+|t|

(
∇g ·

(
Fn − n+|t|

n+k+|t|μD0

))
,

μ = 1
n+|t|div (Fn) and Δk+|t|, is a complementary subspace to hPt

k−n in
Pt

k+|t|, where h = 1
n+|t|D0 ∧ Fn.

It is sufficient to prove that Ker
(

ck+2(n+1)

)
= {0} and Cor

(

ck+2(n+1)

)

= {0} for all k ∈ N.
Let us take p ∈ Δk+n+2, where Δk+n+2 is a complementary subspace

to hPt
k−n in Pt

k+n+2. Then we can write

p(x, y) = α0x
k+n+2 + α1x

k+1y.

Consider Gn = Fn − 2(n+1)
k+2(n+1)dxnD0, then

∇p(x, y) · Gn = (k + n + 2)α0x
k+n+1∇x · Gn

+(k + 1)α1x
ky∇x · Gn + α1x

k+1∇y · Gn.

Taking into account that

∇x · Gn = y + k
k+2(n+1)dxn+1,

∇y · Gn = −(n + 1)x2n+1 + (n+1)k
k+2(n+1)dxny,

y2 = −x2n+2 − 2h,

we have that

∇p(x, y) · Gn = k+n+2
k+2(n+1) [dkα0 − (k + 2(n + 1))α1] xk+2(n+1)

+ k+n+2
k+2(n+1) [(k + 2(n + 1))α0 + kdα1] xk+n+1y

−2(k + 1)α1x
kh.

In this way,


ck+2(n+1) (p) = k+n+2
k+2(n+1)x

k+n+1
[
[dkα0 − (k + 2(n + 1))α1] xn+1

+ [(k + 2(n + 1))α0 + kdα1] y] .

Hence, choosing the bases Δk+n+2 = span
{
xk+n+2, xk+1y

}
and Δk+2(n+1) =

span
{
xk+2(n+1), xk+n+1y

}
. Notice that dim (Δk+n+2) = dim

(
Δk+2(n+1)

)
,

we obtain that the matrix of the operator 
ck+2(n+1) is
(

dk −(k + 2(n + 1))
k + 2(n + 1) dk

)

;
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from the structure of the above matrix, the proof follows. �

2.1.1. Computation of Cor (�k+n). In this subsection, we calculate the co-
ranges that are necessary for computing a orbital normal for of system (2.7).
For that, we need the following results:

Lemma 2.8 [8, Lemma 3.24]. Consider p ∈ Pt
k, Fn = Xh + μD0 ∈ Qt

n irre-
ducible and f ∈ Pt

s an irreducible quasi-homogeneous invariant curve of Fn

with Kn its cofactor. If 
n+k(p) ∈ 〈fm〉 and Fn + jKn

k−jsD0 is irreducible for
j = 1, . . . ,m − 1 then p ∈ 〈fm〉.
Definition 2.9. A vector field F is reducible there exist a scalar function f
and a vector field G such that F = fG.

Proposition 2.10 [2, Theorem 4.13]. The irreducible quasi-homogeneous vec-
tor field Fn = Xh + μD0 ∈ Qt

n has a polynomial first integral if, and only
if, there exists r

s ∈ Q+ (positive rational numbers) such that Fn + r
sμD0 is

reducible.

Lemma 2.11. Let the vector field Fn = Xh + μD0 given in (1.5), then the
vector field Fn + r

sμD0 is not reducible for all r
s positive rational number.

Proof. If d = 0 then μ = 0 and Fn = Xh + r
sμD0 = Xh is not reducible.

If d �= 0, by Proposition 2.10, the vector field Fn + r
sμD0 is not re-

ducible for all r
s positive rational number since by Proposition 2.12 Fn is not

integrable. �

Proposition 2.12. The vector field Fn = Xh + μD0 given in (1.5) is analytic
integrable if, and only if, d = 0. Moreover, a primitive first integral is h.

Proof. As Fn is a quasi-homogeneous vector field, if Fn is integrable there
exists a quasi-homogeneous first integral. This first integral is product of
invariant curves of Fn. The only irreducible quasi-homogeneous invariant
curve of Fn is h. Therefore, if Fn is integrable there exists a first integral
I = hl, l ∈ N. But

∇hl · Fn = ∇hl · (dxnD0) = (2n + 2)ldxnhl.

So ∇hl ·Fn = 0, if and only if d = 0. In this case, a primitive first integral is
h. �

Corollary 2.13. Let the vector field Fn = Xh + μD0 given in (1.5) and 
k+n

the Lie-derivative operator of Fn then

Ker (
k+n) =
{

span
{
hl
}

if d = 0, k = 2l(n + 1)
{0} if d �= 0 or mod(k, 2(n + 1)) �= 0

Proof. It is a direct application of Proposition 2.12. �

Next result provides us a cyclicity property for the co-range of the Lie
operator of Fn. Hence, it is enough for computing the formal orbital normal
form to calculate a finite number of them.
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Proposition 2.14. Let Fn = Xh +μD0 given in (1.5) and k ∈ N. It is possible
to choose a complementary subspace to Range(
k+n) such that

Cor(
k+n) = hlCor(
(l)i ),

where Cor
(


(l)
i

)
is a complementary subspace to Range

(


(l)
i

)
and the linear

operator 

(l)
i is defined by



(l)
i : Pt

i−n −→ Pt
i

μi−n → ∇μi−n ·
(
Fn + 2(n+1)l

i μD0

)
,

being i =
{

i0 + 2(n + 1) if 0 ≤ i0 ≤ n
i0 otherwise , where i0 := mod(k + n, 2(n + 1))

and l := k+n−i
2(n+1) .

Proof. We will prove that hlCor
(


(l)
i

)
⊂ Cor(
k+n) or equivalently that

hlCor
(


(l)
i

)
∩ Range(
k+n) = {0} by reductio ad absurdum. Given p ∈

Cor
(


(l)
i

)
\ {0} such that phl ∈ Range (
k+n), then there exists q ∈ Pt

k\ {0},

such that 
k+n(q) = phl. Applying Lemmas 2.11 and 2.8 in the case f = h,
Kn = 2(n + 1)μ, we have that there exits q̃ ∈ Pt

i−n\ {0} such that q = q̃hl

and consequently

phl = ∇q · Fn = ∇q̃hl · Fn = hl∇q̃ · Fn + lqhl−1∇h · Fn = hl∇q̃ · Fn

+2(n + 1)lqμhl = hl∇q̃ ·
(
Fn + 2(n+1)l

i μD0

)
.

Hence, p = ∇q̃ ·
(
Fn + 2(n+1)l

i μD0

)
, that is, p ∈ Range

(


(l)
i

)
∩ Cor

(


(l)
i

)

which gives a contradiction.
We have shown that hlCor

(


(l)
i

)
⊂ Cor(
k+n). Therefore, it is enough

to prove that dim(hlCor(
(l)i )) = dim(Cor(
k+n)).
Since 


(l)
i and 
k+n are linear operators, we get

dim(Cor(
(l)i )) = dim(Pt
i ) − dim(Pt

i−n) + dim(Ker(
(l)i )). (2.8)

dim(Cor(
k+n)) = dim(Pt
k+n) − dim(Pt

k) + dim(Ker(
k+n)). (2.9)

If d = 0 then μ = 0 and 

(l)
i = 
i, on the other hand, as mod(k +n, n+ |t|) =

mod(i, n+|t|) applying Corollary 2.13 we get dim(Ker(
i)) = dim(Ker(
k+n));
therefore, we get dim(Ker(
(l)i )) = dim(Ker(
k+n)).

If d �= 0 by Corollary 2.13 Ker (
k+n) = {0} for all k ∈ N. Also
Ker

(


(l)
i

)
= {0} since i > n, otherwise by Proposition 2.10 there exists

r
s ∈ Q+ such that Fn + 2(n+1)l

i μD0 + r
sμD0 is reducible, i.e. Fn + r̃

s̃μD0 is
reducible for r̃

s̃ = 2(n+1)l
i + r

s and by Lemma 2.11 this is a contradiction.
Therefore, dim(Ker(
(l)i )) = dim(Ker(
k+n)) and from (2.8), (2.9), it is

enough to prove that

dim
(
Pt

k+n

)− dim
(
Pt

k

)
= dim

(
Pt

i

)− dim
(
Pt

i−n

)
.
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Taking into account that Pt
i−n �= {0} since i − n > 0, and h = 1

2 (y2 +
x2(n+1)); therefore, deg (h) = 2(n+1) and applying [4, Lemma 2.3] we obtain
dim(Cor(
(l)i )) = dim(Cor(
k+n)) and this completes the proof. �

The following result provides explicit calculate of Cor (
k+n).

Proposition 2.15. Consider Fn = Xh + μD0 given in (1.5), k ∈ N. Then a
complementary subspace to Range (
k+n) is

Cor (
k+n) =

⎧
⎪⎪⎨

⎪⎪⎩

span
{
xi0hl+1

}
, if 0 ≤ i0 < n,

span
{
xi0hl+1

}
, if i0 = n, d = 0,

span
{
xi0hl

}
, if n < i0 < 2n + 1,

{0} , otherwise,

where i0, l are defined in Proposition 2.14.

Proof. By Proposition 2.14 it is enough to calculate Cor
(


(l)
i

)
, where i and

l is defined in the quoted Proposition. We consider different cases in function
i0 = mod(k + n, 2(n + 1))

• Case 0 ≤ i0 < n then i = i0 + 2(n + 1), and 2(n + 1) ≤ i < 3n + 2, then
Pt

i−n = span
{
xi−n, xi−2n−1y

}
.

If p ∈ Pt
i−n then p(x, y) = α0x

i−n + α1x
i−2n−1y, α0, α1 ∈ R and



(l)
i (p) = ∇p ·

(
Fn + l(k+n)

i μD0

)
= ∇p · (Xh + k+n

i dxnD0

)

= (i − n)
(

k+n
i dα0 − α1

)
xi + (i − n)

(
α0 + k+n

i dα1

)
xi−n−1y − 2(i − 2n − 1)α1x

i−2n−ih.

Taking Pt
i = span

{
xi, xi−n−1y, xi−2(n+1)h

}
results: Cor

(


(l)
i

)
= span

{
xi−2(n+1)h

}
= span

{
xi0h

}
. By applying Proposition 2.14 Cor (
k+n) =

hlspan
{
xi0h

}
= span

{
xi0hl+1

}
.

• Case i0 = n then i = i0 + 2(n + 1) = 3n + 2 and Pt
i−n = span{

x2n+2, xn+1y, h
}
.

If p ∈ Pt
i−n, then p(x, y) = α0x

2n+2+α1x
n+1y+α2h, α0, α1, α2 ∈ R

and



(l)
i (p) = ∇p ·

(
Fn + l(k+n)

i μD0

)
= ∇p · (Xh + k+n

i dxnD0

)

= 2(n + 1)
[(

k+n
3n+2dα0 − α1

)
x3n+2

+
(
α0 + k+n

3n+2dα1

)
xn+1y +

(
−α1 + k+n

3n+2dα2

)
xnh

]
.

Taking Pt
3n+2 = span

{
x3n+2, x2n+1y, xnh

}
results: Cor

(


(l)
i

)
= {0}

if d �= 0 and Cor
(


(l)
i

)
= span {xnh} if d = 0. By applying Proposi-

tion 2.14 Cor (
k+n) = {0}, if d �= 0 and Cor (
k+n) = hlspan {xnh} =
span

{
xnhl+1

}
if d = 0.

• Case n < i0 < 2n + 1, then i = i0 and Pt
i−n = span

{
xi−n

}
.
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If p ∈ Pt
i−n, then p(x, y) = α0x

i−n, α0 ∈ R and



(l)
i (p) = ∇p ·

(
Fn + l(k+n)

i μD0

)
= ∇p · (Xh + k+n

i dxnD0

)

= (i − n)
[

k+n
i dα0x

i + α0x
i−n−1y

]

Taking Pt
i = span

{
xi, xi−n−1y

}
results: Cor

(


(l)
i

)
= span

{
xi
}
. By

applying Proposition 2.14, Cor (
k+n) = hlspan
{
xi
}

= span
{
xi0hl

}
.

• Case i0 = 2n + 1 then i = i0 and Pt
i−n = span

{
xn+1, y

}
.

If p ∈ Pt
i−n then p(x, y) = α0x

n+1 + α1y, α0, α1 ∈ R and



(l)
i (p) = ∇p ·

(
Fn + l(k+n)

i μD0

)
= ∇p · (Xh + k+n

i dxnD0

)

= (n + 1)
[(

k+n
2n+1dα0 + α1

)
x2n+1 +

(
α0 + k+n

2n+1dα1

)
xny

]

Taking Pt
i = span

{
x2n+1, xny

}
results: Cor

(


(l)
i

)
= {0}. By Proposi-

tion 2.14, Cor (
k+n) = {0}.

�

In the next result, we give a more suitable expression of Cor (
k+n).

Corollary 2.16. Consider Fn = Xh + μD0 given in (1.5), k ∈ N. Then a
complementary subspace to Range (
k+n) is

Cor (
k+n) =

⎧
⎨

⎩

span
{
xk+n

}
, if i0 �= 2n + 1 and i0 �= n,

span
{
xk+n

}
, if i0 = n and d = 0,

{0} , otherwise .

where i0 is defined in Proposition 2.14.

Proof. We prove the corollary by reduction to the absurd. Assume that
xk+n ∈ Range (
k+n). For j = 0, . . . ,

⌊
k

n+1

⌋
, we have that

∇xk−j(n+1)yj · Fn = −j(n + 1)xk+2n+1−j(n+1)yj−1

+dkxk+n−j(n+1)yj + (k − j(n + 1))xk−1−j(n+1)yj+1.

Hence, for j = 0 we get ∇xk · Fn = dkxk+n + kxk−1y; therefore, if xk+n ∈
Range (
k+n), then xk−1y ∈ Range (
k+n). In the same way for j = 1, we
will have that xk−n−2y2 ∈ Range (
k+n) and reasoning in the same way
xk+n−j(n+1)yj ∈ Range (
k+n) for j = 0, . . . , l with l :=

⌊
k+n

2(n+1)

⌋
. Conse-

quently, xihl ∈ Range (
k+n) with i = k + n − 2(n + 1)l which is in contra-
diction with Proposition 2.15. �

2.2. Reduced Orbital Normal Form

Now we define the vector spaces which are useful for finding a reduced orbital
normal form taking into account the reversibility property.

Q̃t
k =

{
(P,Q)T ∈ Qt

k : P (−x, y) = P (x, y), Q(−x, y) = −Q(x, y)
}

,

(vector field reversible tox)

Qt

k =
{
(P,Q)T ∈ Qt

k : P (−x, y) = −P (x, y), Q(−x, y) = Q(x, y)
}

,
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(symmetric vector field)

P̃t
k =

{
μ ∈ Pt

k : μ(−x, y) = −μ(x, y)
}

, (odd scalar function)

P
t

k =
{
μ ∈ Pt

k : μ(−x, y) = μ(x, y)
}

(even scalar function)

Q̃t
k, Qt

k are the vector field in Qt
k such that the differential systems associated

to with these vector field are invariant to (x, y, t) → (−x, y,−t), or invariant
to (x, y, t) → (−x, y, t), respectively. It is verified that Qt

k = Q̃t
k

⊕Qt

k and
Pt

k = P̃t
k

⊕
P
t

k.
The vector field transformed of F by means of the change of variables

with generators (spatial U and temporal μ) is given by (see [26])

U∗∗ (μF) := μF + [μF,U] + 1
2! [[μF,U] ,U] + 1

3! [[[μF,U] ,U] ,U] + · · · .

Next result provides a simplified orbital normal form which uses re-
duced changes of variables and time reparametrization that are convenient
for calculating necessary conditions of centers for systems with first quasi-
homogeneous component Fn given in (1.5) such that the origin of ẋ = Fn(x)
is a center.

Proof statement (a) of Theorem 1.2. By [14, Proposition 12–15] a formally
orbital equivalent normal form of system ẋ = F(x) is ẋ = G(x) := Fn +∑

k>0 Gk+n, with Gk+n ∈ Cor (Lk+n) (complementary space to the range of
Lk+n), being the homological operator

Lk+n : Qt
k × Cor (
k) → Qt

k+n

(Uk, μk) − [Fn,Uk] − μkFn.

Moreover, from Theorem 2.7, G = Fn+
∑

k>0 νk+nD0 with νk+n ∈ Cor (
k+n)
(complementary space to the range of 
i); therefore, Cor (Lk+n) = Cor (
k+n)D0.
By Corollary 2.16, we have that

νk+n =

⎧
⎪⎪⎨

⎪⎪⎩

βk+nxk+n if

⎧
⎨

⎩

mod(k + n, 2(n + 1)) �= n and mod(k + n, 2(n + 1)) �= 2n + 1
or

d = 0 and mod(k + n, 2(n + 1)) = n
0 otherwise

It is possible to choose a complementary subspace to the range of 
k+n,
Cor (
k+n), for all k, of the form Cor (
k+n) = ˜Cor (
k+n)

⊕
Cor (
k+n), where

˜Cor (
k+n) = Cor (
k+n) ∩ P̃t
k+n and Cor (
k+n) = Cor (
k+n) ∩P

t

k+n. There-

fore, Qt
k × Cor (
k) = Q̃t

k × C̃or (
k)
⊕Qt

k × Cor (
k).

With this choice, we consider again the operator Lk+n : Q̃t
k×C̃or (
k)

⊕

Qt

k × Cor (
k) → Qt

k+n

⊕ Q̃t
k+n whose matrix can be expressed as

⎛

⎜
⎝

• 0 Qt

k+n

0 • Q̃t
k+n

Q̃t
k × C̃or (
k) Qt

k × Cor (
k)

⎞

⎟
⎠ ,
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where • means a non-null submatrix. As the origin of ẋ = Fn(x) is a center,
by Proposition 2.6, n is odd or n is even and d = 0 in both cases Fn ∈ Q̃t

n

and hence the following properties are verified (see [15, Lemma 2.3, Lemma

2.7]:
[
Fn, Ũk

]
∈ Qt

k+n,
[
Fn,Uk

] ∈ Q̃t
k+n and if μ̃k ∈ C̃or (
k), μk ∈ Cor (
k),

then μ̃kFn ∈ Qt

k+n and μkFn ∈ Q̃t
k+n.

Therefore, if we define the reduced operator

L̄k+n : Q̃t
k × C̃or (
k) → Q̄t

k+n

(Ũk, μ̃k) −
[
Fn, Ũk

]
− μ̃kFn

,

the matrix of the reduced operator L̄k+n is a submatrix of the matrix of
Lk+n and the formally orbital equivalent normal form using reduced spatial
generators Ũk ∈ Q̃t

k and reduced temporal generators μ̃k ∈ C̃or (
k) is given
by

Ũ∗∗ (μ̃F) = Fn +
(

F (x2, y)
xG(x2, y)

)

+
∑

2i>n

α2ix
2iD0

and the result follows. �

Next result characterizes the centers of system (2.7).

Proof statement (b) of Theorem 1.2. By item (a) of Theorem 1.2 the origin
of system ẋ = F(x) is a center if, and only if, the origin of system ẋ =
Ũ∗∗(μ̃F)(x) defined in (1.4) is a center. If α2i = 0 for all 2i > n then the
system ẋ = Ũ∗∗(μ̃F)(x) is reversible to x and its origin is monodromic,
therefore, it has a center at the origin and the sufficiency conditions follows.

We prove the necessity by reduction to absurdity. Assume that not
all the coefficients α2i be null and take N = min {i ∈ N : α2i �= 0}, that is,
α2i = 0 for all i < N and α2N �= 0. Let R be the vector field associated

with system (1.4) and G = Fn +
(

F (x2, y)
xG(x2, y)

)

:= Fn +
∑

j>n G̃j , G̃j ∈
Q̃t

j then R = G + νD0 with ν =
∑

i≥N α2ix
2i. Taking into account the

origin of ẋ = G(x) is a center, considering the decomposition (1.3) we have
G̃j = Xh̄j

+ λ̃jD0, where h̄j ∈ P
t

j+2(n+1) and λ̃j ∈ P̃t
j and considering that

Fn = Xh + μD0 with h = − 1
2 (y2 + (n + 1)x2n+2) and μ = dxn, we get
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G · R⊥ = G ∧ νD0 = ν

⎛

⎝Fn +
∑

j>n

G̃j

⎞

⎠ ∧ D0

= ν

⎛

⎝Xh + μD0 +
∑

j>n

(
Xh̄j

+ λ̃jD0

)
⎞

⎠ ∧ D0

= x2N

(

α2N +
∑

l>0

α2(l+N)x
2l

)⎛

⎝2(n + 1)h +
∑

j>n

(2n + 2 + j)h̄j

⎞

⎠ .

In this way, for all (x, y) in a neighborhood of the origin with x �= 0, we
have that sig

(
G · R⊥) = sig(α2(q+N+1)) and for x = 0 we get G · R⊥ = 0,

therefore, all orbits of R leave from any closed orbits of the center G if
α2N > 0 or all orbit of R enter from any closed orbit of the center G if
α2N < 0. Therefore, the origin of system ẋ = F(x) is not a center and this
fact is a contradiction. �

3. Applications

In this section, we solve the center problem using the method developed in
previous sections.

First, we consider the real differential polynomial system
(

ẋ
ẏ

)

=
(

y + dx2

−2x3 + 2dxy

)

+
(

a30x
3 + a11xy

b40x
4 + b21x

2y + b02y
2

)

. (3.10)

For such differential system, we can establish the next result.

Theorem 3.17. The origin of system (3.10) for d �= 0 with a11 + 2b02 = 0 is
a center if and only if one of the following conditions hold:
(a) b40 − 5b02 = a30 + 2b02d = b21 + 4b02d = 0;
(b) b02 = b21 + 3a30 = a30d + b40 = 0.

Moreover, all centers of system (3.10) with d �= 0 are not analytically inte-
grable.

Proof. First we study the necessity. If we apply the scaling of variables x = u
d

and y = v
d system (3.10) is transformed to
(

u̇
v̇

)

=
(

v + u2

−2Su3 + 2uv

)

+
(

A30u
3 + A11uv

B40u
4 + B21u

2v + B02v
2

)

, (3.11)

where S = 1/d2, A30 = a30/d2, A11 = a11/d, B40 = b40/d3, B21 = b21/d2,
and B02 = b02/d. Next we reparameterize taking

A30 = d0 − c1, A11 = d1 − 2c2, B40 = 5c0, B21 = 3c1 + 2d0, B02 = c2 + 2d1.

Now we compute the new normal form of system (3.10) transforming
the system into the form (1.4) and the first necessary condition is given by

α2 =
5(4c2 + 5d0 − 5d1)S + 30c0 − 6c1 + 2c2 + d0 − d1

25S2 + 1
.
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We have computed α2i for i = 1 to 7, but we do not write explicitly here the
constants due their extension. To obtain the necessary condition for the exis-
tence of a center of system (3.10) we look for the irreducible decomposition of
the variety V (I) of the ideal I = 〈α2, . . . , α14〉 over the field of rational num-
bers. One of the most efficient tools to find such irreducible decomposition
is the routine minAssGTZ [41] of the computer algebra system SINGULAR
[36]. The decomposition over the field of rational numbers consists of 13 com-
ponents but as S = 1/d2 > 0 the unique possible components are defined by
the following cases:
(1) c1 = d0 + 2c2 = 2c0 + d0S = 0;
(2) d0 = c2 = 5c0 − c1 = 0;
(3) c2 = d0 − 6c1 + 30c0 + 25d0S = 6c2

1 − 5c0d0 − c1d0 = 0.
Undoing the changes, cases (1) and (2) correspond to the cases (a) and (b) of
Theorem 3.17, respectively. The last case (3) is not a true case because the
conditions derive into complex roots.

Now we study the sufficiency. Under the assumptions of case (1) system
((3.11) has an inverse integrating factor of the form V = (Su4+v2)(1−2c2v).
Then by Theorem 1.3 of [9] system (3.11) has a center at the origin. Doing
the change of variable z = v+u2−5c0u

3 system (3.11) under the assumptions
of case (2) takes the form

ż = −u(2u2 + 2Su2 − 75c2
0u

4 − 4z), u̇ = z. (3.12)

System (3.12) is a time reversible system because it has the invariant sym-
metry (z, u, t) → (z,−u,−t); therefore, it has a center at the origin and
consequently also system (3.11) and system (3.10).

Finally, all centers of the family (3.10) with d �= 0 are not analytically in-
tegrable because the first quasi-homogeneous component F1 :=(

y + dx2

−2x3 + 2dxy

)

with d �= 0 is not polynomially integrable, see [13, The-

orem 3.2]. �

Finally, we study the center problem of the differential system
(

ẋ
ẏ

)

=
(

y
−x5

)

+
(

a50x
5 + a21x

2y
b70x

7 + b41x
4y + b02xy2

)

. (3.13)

Theorem 3.18. The origin of system (3.13) is a center if and only if one of
the following conditions holds:
(a) a50 = b41 = 0 (Rx-reversible, Ry-reversible)
(b) 5a50 + b14 = a21 + b12 = 0 (Hamiltonian)

Moreover, all centers of system (3.13) are analytically integrable.

Proof. First, we study the necessity. We compute the new normal form of
system (3.13) and the first necessary condition is given by α4 = 1

8 (5a50+b41).
If we take condition α4 = 0, i.e. b41 = −5a50, then the second constant is
α6 = 3

10a50(a21 + b12). Now we consider the two possibilities for α6 = 0.
(i) If a50 = 0 we obtain case (a). In this case, system (3.13) is Rx-reversible

and Ry-reversible; therefore, it has a center at the origin.
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(ii) If a21 + b12 = 0 we obtain case (b). In this case, system (3.13) is Hamil-
tonian; therefore, it has a center at the origin

In the case (a) system (3.13) is
(

ẋ
ẏ

)

=
(

y
−x5

)

+
(

a21x
2y

b70x
7 + b02xy2

)

, (3.14)

and this system is Rx-reversible and Ry-reversible; therefore, if we apply
the singular change of variable X = x2, Y = y2 and the rescaling in time
dT = 2xydt, we obtain

(
X ′

Y ′

)

=
(

1 + a21X
−X2 + b70X

3 + b02Y

)

,

where ′ = d
dT , and this system is analytically integrable applying the flow

box theorem. Therefore, system (3.14) is analytically integrable.
In the case (b), system is analytically integrable since it is Hamiltonian.

In consequence all centers of the family (3.13) are analytically integrable. �
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[10] Algaba, A., Garćıa, C., Giné, J.: Center conditions of a particular polynomial
differential system with a nilpotent singularity. J. Math. Anal. Appl. 483(2),
123639 (2020)
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[33] Giné, J.: The nondegenerate center problem and the inverse integrating factor.
Bull. Sci. Math. 130(2), 152–161 (2006)
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