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Abstract 
 

The integration of Renewable Energy Sources (RES) with power electronics interface to the grid, 

without the back-up of rotating inertia, endangers frequency stability. This issue becomes 

particularly critical in isolated power systems, like those of small islands not supplied by the main 

grid, in the case of high shares of production from unpredictable renewables such as photovoltaic 

and wind sources. Consequently, to preserve the security and the reliability of these systems, it is 

necessary to adopt new frequency adjustments mechanisms. In this context, the thesis investigates 

the transition toward an economically and technically feasible generating system based on RES, 

to achieve specific decarbonisation targets in two Italian small islands, proposing solutions for 

preserving grid stability.  

The optimal energy mix characterised by the lowest Levelized Cost of Energy is evaluated for 

both Lampedusa and Pantelleria islands (two Italian islands in the Mediterranean Sea), and then 

a frequency stability analysis is performed showing that, in some operating conditions, the island 

power systems are no more stable due to the inertia reduction caused by RES.  

Two solutions are hence proposed: the use of suitable Voltage Source Converters (VSC) for RES 

interface based on a Virtual Synchronous Machine (VSM) coupled to a traditional Cascaded 

Current Control (CCC) and the use of Battery Energy Storage System (BESS) able to provide 

virtual inertia (VI) response.  

The first aim of the thesis is to show how much important is to consider stability issues in the 

decarbonisation process of small islands. The second aim is to propose feasible solutions for 

facing this issue. 

The thesis's main contribution is the novelty of the proposed study, based on real data provided 

by the two small island utilities and analysing real scenarios of RES penetration in the two grids. 

The study results provide precious information for fostering the transition of the two islands 

towards green smart grid structures. 

 

Keywords 
Renewable Energy; Grid Stability; Mediterranean Sea; Sea Wave; LCoE; Inertial Response; 
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Chapter 1 

Premise to the work 
 

 

 

1.1. Introduction 
In the race to improve world energy sustainability, the European Union (EU) promotes the 

installation of new distributed generating systems supplied by Renewable Energy Sources (RES), 

introducing incentives to simplify their spreading and diffusion [1]. Thanks to RES, reduced 

pollutants and greenhouse gas emissions are obtained due to both a lower use of fossil fuels and 

better management of local natural resources [2], [3]. 

A recent IRENA report shows that, in less than 20 years, the installed power from RES worldwide 

is practically tripled, from 753.95 GW in 2000 to 2350.76 GW in 2018. RES are concentrated 

mainly in Asia (1023.5 GW, 43.54%), Europe (536.4 GW, 22.82%) and North America (366.5 

GW, 15.59%) [4]. However, huge investments are still required for a significant energy transition 

from fossil fuels to RES [5]. 

Despite the spreading of RES around the world, several small islands not supplied by the main 

grid are still totally or almost totally supplied by local power plants based on fossil fuels [6]-[7]. 

Considering the Small Islands Developing States (SIDS), the electricity demand to supply all 

these communities is estimated equal to 52690 GWh/year and currently is mainly covered by 

diesel generators [8].  

 

In addition, small islands show several peculiarities in the energy sector [9], [10]: 

 

• the presence of electrical grids not connected to the mainland; 

• high seasonal variation in inhabitants (especially in touristic destinations); 

• annual growth of energy demand (especially in developing countries); 

• limited utilisation of RES (especially for the preservation of the landscape); 

• high fuel cost due to the need to import it from the mainland or far foreign Countries; 

• limited freshwater reserves, so desalination plants sometimes are required [11]. 

 

To increase the energy independence from fossil fuels in small island, several projects have been 

promoted, proposing specific energy mixes according to local availabilities, such as Samsø 

(Denmark) [12], Faroe Islands [13], Cozumel Island (Mexico) [14], Canary Islands (Spain) [15], 

[16], Azores (Portugal) [17], [18], Maldives [7] and Reunion Island (France) [19]. 

The literature exploring RES penetration in small islands is mainly focused on commercial 

technologies such as wind plants and photovoltaic (PV) systems. E.g., Notton reported statistics 

on the electricity generation in several French islands (located in different parts of the world), 

considering installing power plants supplied by wind and solar sources [20].  

Kougias et al. investigated a potential energy mix based on solar, wind, fossil fuel and a battery 

storage system to supply several small Greek islands (Rhodes, Lesvos, Chios, Karpathos and 

Patmos) in the Aegean Sea, close to Turkey [21].  
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Geothermal, hydropower and biomass are sometimes considered to improve the energy sector's 

sustainability [22].  

Sea wave energy potential has also been investigated in the last decade, thanks to several 

peculiarities, such as the great regularity and huge availability, especially in small islands where 

the energy demand is limited, e.g., in [23], the energy production and the performance 

characteristics of three wave energy converters are estimated for two Italian locations. In [24], the 

authors estimate wave energy potential in Sicily (Italy). In [25], a high-resolution wave atlas for 

nearshore energy production at the Aegean Sea is provided, while in [26] the wave resource 

around Menorca island (Spain) is assessed. Several solutions have been proposed, but still, no 

consolidated technologies are commercially available. In [9], [27] four-wave converters (Wave 

Star, Oyster, Wave Dragon and Archimedes Wave Swing) are compared, assuming the Sicilian 

coast as a case study while in [9], [27] two Pelamis farm configurations are considered in the 

Portuguese coast. 

To improve the energy sustainability of about 20 Italian small islands, the Italian Government has 

recently issued two decrees promoting the introduction of RES and realising projects able to affect 

the final uses' energy efficiency. In detail, the Italian Ministry of Economic Development issued 

Decree February 14, 2017, fixing the amount of RES devices to install in 20 small islands by 

December 31, 2020 [28]. The Decree establishes a fund of 15 M€ for the realisation of projects 

devoted at lowering the primary energy consumption of final users in small islands [29]. The 

energy goals are modulated according to annual electricity production. 

 

In this context, various methods have been presented in the literature to find an optimal energy 

mix and reach the objective of decarbonizing small islands. As, e.g., in [30], the authors consider 

five indicators for assessing renewable energy integration in the Beijing-Tianjin-Hebei Region. 

The author believes the importance of flexible resources for integrating renewables and evaluating 

both technical and economic indicators. In [31] a GIS-based approach is presented, based on the 

elaboration of queried maps and tables with percentages of electricity consumptions covered by 

local RES, identifying the most critical and suitable areas for installing new RES plants in Lazio. 

In [18], Pico and Faial islands' RES potential is characterised by modelling some scenarios with 

EnergyPLAN. 

 

In this thesis, to achieve the Italian Government's goal for small islands, a method for finding the 

optimal renewable energy mix, composed of solar, wind and sea wave energy is applied. 

Commercial technologies are considered to exploit solar and wind sources, while innovative 

technology is presented in a sea wave case. The method is applied to Lampedusa and Pantelleria 

islands, located in the Mediterranean Sea, and considers the stability issue. 

In this thesis, a complete approach is adopted concerning the other methods, considering three 

phases. At first, a preliminary choice of the optimal energy mix to install, based on the Levelized 

Cost of Electricity (LCoE) calculation, is done. Subsequently, a dynamic analysis in the presence 

of the identified energy mix in various operating conditions for assessing the technical feasibility 

of the installation of RES plants from the point of view of grid security is performed. Finally, 

some solutions based on new control methods for static converters interfacing RES and Battery 

Energy Storage Systems (BESS) to the grid are proposed. 

 

Indeed, the analyses of RES penetration to Pantelleria and Lampedusa islands, that are presented 

in this thesis show clearly how the electricity production by RES requires to face new challenges 

in smart grids related to remote control, stability, and power quality. As an example of how RES 

interfaced to the grid by static converter poses new challenges, it is possible to refer to a technical 

report recently issued by IEEE discussing two new forms of stability, including converter-driven 

stability resonance stability [32].  

For a better understanding of what happens in the presence of high shares of RES in weak isolated 

systems, it is necessary to consider the role of Conventional Power Plants (CPP) with
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 Synchronous Generators (SGs) in the current power system architecture [33].  SGs can generate 

reactive power for voltage regulation [34] and have overload capacity but, in particular, SGs 

provide rotational inertia, which is indicative of kinetic energy stored in the machines used during 

a frequency transient [35],[36], [37]. 

 

Regarding this last point, it is worth underlying that all Transmission System Operators (TSO) 

worldwide indicate the disappearance of rotational inertia as a significant element able to impact 

angle stability. By reducing the power system inertia, the rotors of electrical machines accelerate 

faster and reach the limit of angular stability faster, generating more rapid dynamics. Another 

effect of low Inertial Response (IR) is that the frequency produces more significant oscillation, 

i.e., the power system is more sensitive to disturbances, presenting a reduction in damping. Still, 

the Rate of Change of Frequency (RoCoF) increases  [38] and so the maximum frequency 

deviation (to the frequency nadir). From the operational point of view, the consequences of 

reducing inertia with increasing nadir produce problems in frequency safety, causing the 

activation of the emergency frequency protection mechanism as under-frequency load shedding 

[39], [40], [41]. 

Many industrialised countries have defined rotational inertia problems since mid-2008 and have 

tried to monitor system inertia. From the operational point of view to know the minimum inertia, 

there are several techniques. Table 1.1 shows a summary of the different mechanisms for 

estimating the IR. 

 

Table 1.1. IR Methods. 

Method 
Input Data 

EMS f Ap Application 

Continuos signal - Ambient [42] - x x In Retrospect 

Continuos signal - Stimulated  - x - In Retrospect 

Event-driven - System [35] - x - Real-time 

Event-driven - Regional [35] - x x Real-time 

Unit commitment [36], [43] x -  - Real-time 

 

 

 

To increase system inertia, it is necessary to have recourse to new mechanisms as virtual inertia 

from static converters. In order to preserve their stability during disturbances, grids must include 

RES generators using smart converters that must measure, process, and emit a response that 

imitates that of SG. 

 

For doing this, different control strategies have been proposed in the literature, for both grid 

following and grid forming grid-connected converters [44].  

The traditional grid follower converters are used mainly in PV inverters. They are followers 

because they need a grid synchronization reference signal coming from a Phase Locked Loop 

(PLL) [45], [46]. Their control, classically, is a Cascaded Current Control (CCC) [47], [48], [49], 

[50]. 

On the other hand, the concept changes when using the grid forming converters able to generate 

voltage and frequency signals without using a PLL. The literature on-grid forming converters is 

extensive [51] because they use different control schemes e.g., Virtual Synchronous Machine 

(VSM) [52], Power Synchronization Control (PSC) [53] and Direct Power Control (DPC) [54], 

[55]. Table 1.2 summarizes the main methods for the emulation of the VSM. 

 

A second strategy to increase system inertia is to include the grid suitably controlled Battery 

Energy Storage Systems (BESS). The BESS allows participating in the power regulation, 
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guaranteeing an improvement in grid stability and continuity of the island's electricity service 

[56]. 

This second strategy appears as the preferred by the owner of the distributed generators since, 

using BESS, it is unnecessary to maintain a power reserve for an inertial response from RES 

sources, that will cause a reduction in the owner’s profit. 

 

Table 1.2. Grid Forming methods. 

Grid Forming- Methods 

Synchronous generator 

model-based 

Synchronverters [57] 

Virtual Synchronous Machine (VISMA) [58] 

Kawasaki Heavy Industries Labs Topology 

Swing equation-based Synchronous Power Controller (SPC) [59] 

Frequency power response 

based 

Virtual Synchronous Generator VSM [48] 

Droop based approach  

Virtual oscillator converter [60] 

1.2. Purpose of the thesis and main contributions 
In this context, this thesis has the aim to investigate the impact, in terms of frequency stability, of 

static converter interfaced-RES generators on small islands not supplied by the main grid and to 

discuss possible solutions for improving system security. The thesis presents two cases of studies 

related to the islands of Lampedusa and Pantelleria in the Mediterranean Sea. 

 

The main contributions of the thesis are the following: 

 

• an accurate estimation of the system inertia of the two islands is done using real data 

provided by the local utilities and considering typical summer and winter load profiles 

and SG schedules both in the presence and in the absence of RES. This part of the study 

allows to discover unsecure working condition, from the point of view of frequency 

stability, in the current situation and future scenarios; 

• the optimal energy mix that allows achieving the decarbonization targets in the two 

islands while minimizing the Levelized Cost of the Investment (LCoI) is assessed and 

verified from the point of view of system stability, highlighting how grid issues must be 

considered as system constraints in such kind of problems; 

• two control schemes are applied to VSC for interfacing RES to the grid and they are tested 

in the case of both strong and weak grids for assessing the tuning of the control 

parameters. The VSM structure is finally analysed coupled with CCC, and its 

effectiveness is demonstrated both in steady-state and during a severe fault in weak grids; 

• a sizing strategy of BESS for providing virtual inertia is proposed for small islands and 

applied to one of the two islands under different production and imbalances hypotheses. 

Economical consideration of the BESS sizing is provided; 

• the novelty of the proposed study based on real data provided by the two small island 

utilities and analyzing real RES penetration scenarios in the two grids. The study results 

provide precious information for fostering the transition of the two islands towards green 

smart grid structures. 

 

Finally, the thesis has been developed within the framework of various research projects 

involving the Engineering Department of the University of Palermo and concerning 

energy efficiency and RES penetration in small islands: 

• collaboration agreement between the Engineering Department of the University of 

Palermo and ENEA, the Italian National Agency for New Technologies, Energy and 
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• Sustainable Economic Development: “Analisi sperimentale e numerica di tecnologie 

solar driven per la climatizzazione e la produzione di ACS e di sistemi ICT per il controllo 

e la riduzione dei carichi elettrici nelle isole minori non connesse alla RTN” (Coordinator: 

Prof. Marco Beccali); 

• collaboration agreement between the Engineering Department of the University of 

Palermo and ENEA, the Italian National Agency for New Technologies, Energy and 

Sustainable Economic Development: Studio di fattibilità di soluzioni per 

l’efficientamento energetico delle Isole Minori”, Research Project 1.5 “Tecnologie, 

tecniche e materiali per l’efficienza energetica ed il risparmio di energia negli usi finali 

elettrici degli edifici nuovi ed esistenti” (Coordinator: Prof. Gaetano Zizzo); 

• research project “BLORIN – BLOCKCHAIN PER LA GESTIONE DECENTRATA 

DELLE RINNOVABILI”, PO FESR Sicilia 2014/2020 – Action 1.1.5  “Sostegno 

all’avanzamento tecnologico delle imprese attraverso il finanziamento di linee pilota e 

azioni di validazione precoce dei prodotti e di dimostrazione su larga scala”, 

(Coordinator: Prof. Eleonora Riva Sanseverino). 

 

1.3. Structure of the thesis 
The thesis is organised into nine Chapters. 

 

1. The present Chapter 1 describes the background information, motivation, and thesis 

contribution. 

2. Chapter 2 briefly analyses frequency adjustment mechanisms and introduce the concept of 

RoCoF, frequency nadir, Frequency Containment Reserve (FCR) and system inertia, 

referring, in particular, to the Italian Grid Code for distribution systems. 

3. Chapter 3 describes the generating and distribution systems of Lampedusa and Pantelleria 

islands, providing all data necessary for the further elaborations detail of two isolated power 

systems and proposing a method for evaluating system inertia based on real data. 

4. Chapter 4 analyses the inertial response of the two islands in the presence of generation from 

RES, proposing a methodology for such an analysis and calculating in various scenarios the 

maximum allowed imbalance between generation and demand and the frequency nadir. 

5. Chapter 5 deals with a technical and economic methodology for assessing the optimal RES 

mix for a small island while preserving the system stability. The methodology shows that a 

simple, economical evaluation of the RES mix can lead to stability issues in some cases. 

6. Chapter 6 proposes suitable control strategies for allowing higher RES penetration thanks to 

the provision of damping and virtual inertia. Various control strategies are analysed as a 

function of the Short Circuit Ratio, both steady-stable and during fault conditions. 

7. Chapter 7 applies the VSM+CCC control strategies to the case study of Lampedusa, assuming 

a severe fault in the grid and showing how this kind of control is suitable for improving system 

stability also in the presence of high shares of RES. 

8. Chapter 8 proposes a methodology for calculating the BESS size for providing virtual inertia 

to the small island.   

9. Finally, Chapter 9 contains the conclusion of the thesis. 
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Chapter 2 

Frequency adjustments mechanisms  
 

 

 

2.1. Introduction 
This Chapter introduces the problem of the frequency adjustments mechanisms in power system, 

analysing the technical requirements from the Italian Grid Codes for distribution systems [61], 

[62] and introducing the concept that will be used in the present thesis for assessing the stability 

of small islands in the presence of high shares of Renewable Energy Sources (RES) 

interconnected by static converters. 

 

2.2. Grid services and frequency regulation 
Active users connected to the power grid must control and operate their generators in order to 

provide the grid services listed in Table 2.1.  

 

Table 2.1: Grid services, according to CEI Standard 0-16. 

Reference Service 

Synchronous 

Generators 

(SG) 

Conventional 

asynchronous 

generator 

Full 

converter 

Wind 

plant 

Wind Doubly 

Fed Induction 

Generator 

(DFIG) 

Static 

generators 

Insensitivity to 

voltage variations 
X X X X X 

Participation in 

voltage control 
X 

X 
X X X 

𝑃𝑆𝐺 ≥ 6 MW 

Frequency regulation X X X X X 

Support for voltage 

during a short circuit 
- - X X X 

Participation in 

defence plans 

X X 
X X X 

𝑃𝑛 ≥ 100kW 𝑃𝑛 ≥ 100kW 

 

 

Frequency regulation is an essential service for ensuring the correct operation of an electric power 

system. The typical operating frequency ranges of standard Conventional Power Plants (CPP) is 

47.5 Hz ≤ f ≤ 51.5 Hz. Distributed generation in Italy is built and programmed to provide 

frequency regulation, but the service is not active today. The frequency is linked to the rotation 

speed of the SG that are active in the power station. Frequency must be kept the most constant 

possible, trying to guarantee a balance between electricity production and load. In case of an 

instantaneous power imbalance, the frequency could have a transient in over-frequency if the 

inequality is an excess of electricity production, or under-frequency if it is a generated 
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power deficit. Transient stability problems are often associated with inadequacies in power system 

component responses, poor coordination of control and protection equipment or insufficient 

generation reserve, producing sudden frequency deviations from the nominal value [63],[64]. 

Table 2.2 shows the frequency responses of CPPs to systems contingencies. 

 

Table 2.2: The frequency response. 

Response Stage Impact Origin 

Transition 

Electromagnetic energy 

release 
Maintain synchronism. 

The magnetic field of 

synchronous 

Inertial response (IR) Slow down ROCOF 
Kinetic energy from 

the rotor 

1 Primary frequency control PFR 
Bring frequency to the 

steady-state level 

Frequency responsive 

reserve 

2 
Automatic generation control 

SFR and TFR 

Bring frequency back to 

its nominal value 
Contingency reserve 

 

 

 

During the first instants from the contingency (approximately in the first 3 seconds), the kinetic 

energy stored in the rotors of the SG contrasts the frequency variation due to the mechanical and 

electromagnetic torques unbalance, limiting, in this way, the frequency nadir and the Rate of 

Change of Frequency (RoCoF) in the case of lack of generation. After this stage, the Primary 

Frequency Response (PFR) process limits the steady-state frequency error that the Secondary 

Frequency Response (SFR) process removed in about 30 min. Finally, the Tertiary Frequency 

Response (TFR) restores the capacity reserve of the system. The primary frequency regulation 

service today is provided by conventional production units of considerable sizes that reserve 10% 

of its nominal power as the minimum safety value that guarantees continuity to the electrical 

system. It is a mandatory service rewarded based on the regulatory energy provided, following 

the resolution 231/2013/R/EEL. The representation of the different frequency response indicators 

with a disturbance is shown in Figure 2.1 [65]. 

 

 

 

Figure 2.1: Frequency response indicators.
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In Figure 2.1 is: 

• 𝑓𝑠𝑡𝑎𝑟𝑡  is the frequency at that time; 

• 𝑓𝑒𝑥𝑡𝑟𝑒𝑚𝑒 is the minimum instantaneous frequency during a disturbance; 

• 𝑡𝑠𝑡𝑎𝑟𝑡 is the minimum instantaneous time occurred during a disturbance; 

• 𝑡𝑒𝑥𝑡𝑟𝑒𝑚𝑒 is the start time occurred during a disturbance; 

• ∆𝑓 is the difference between the minimum or maximum instantaneous frequency 

deviation and the frequency at the start of the disturbance; 

• 
𝑑𝑓

𝑑𝑡
 is the RoCof [3]; 

• ∆𝑡 is the time to reach the maximum frequency deviation. 

 

During the PFR, the active power injection is managed in three ways:  

• regulation around the nominal frequency denominated as Frequency Sensitive Mode 

(FSM) for small frequency variations; 

• under-frequency regulation denominated as Limited Frequency Sensitive Mode at under 

frequency LFSM-U for large variations below the nominal frequency; 

• over-frequency regulation denominated as Limited Frequency Sensitive Mode at over 

frequency LFSM-O for large variations above the nominal frequency. 

 

Figure 2.2 shows the types of frequency regulations  [37]. 

 

 

Figure 2.2: Characteristic curve P = E (f). 

 

where: 

• 𝑃𝑒 represents the maximum active power that can be supplied by the generating unit; 

• 𝑃𝑓𝑛 represents the active power supplied in the dead band area around the rated frequency 

𝑓𝑛, between 𝑓𝐵1 and 𝑓𝐵2; 

• Pu represents the maximum active power reached during the under frequency transient; 

•  𝑆𝑠𝑡𝑎_𝑢 represents the under frequency statism between points A and B1, 

•  𝑆𝑠𝑡𝑎_𝑜 represents the over-frequency statism between points B2 and C; 

• 𝑆𝑠𝑡𝑎_𝐹𝑆𝑀 represents the statism around the nominal frequency value between points B1-

DB1 and DB2-B2M 

• 𝐵𝐹𝑆_𝑀𝑈 represents the under-frequency power regulation band through FSM mode; 

• 𝐵𝐹𝑆_𝑀𝑂 represents the over-frequency power regulation band through FSM mode; 

• MU represents the permissible increase margin to make an under-frequency adjustment; 

•  𝑓𝐵1 represents the frequency limit of the LFSM-U regulation mode; 

• 𝑓𝐵2 represents the frequency limit of the LFSM-O regulation mode;
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•  𝑓𝐴 represents the lower frequency limit of the operating range defined by the standard; 

•  𝑓𝐶 represents the upper-frequency limit of the operating range defined by the standard; 

• the interval ∆𝑓𝐵1 − ∆𝑓𝐵2 represents the lower and upper-frequency limit of the dead band.  

 

Statism is defined, according to art. 2 points 23 of EU Regulation 2016/631 as the "Ratio between 

a permanent change in frequency and the resulting permanent change in the active power 

produced, expressed in percentage terms. The change in frequency is expressed concerning the 

rated frequency. In contrast, the change in active power is expressed concerning the maximum 

power or adequate active power when the relevant threshold is reached. " 

Table 2.3. shows the numerical values for points A, B1, B2 and C. 

 

Table 2.3: Response frequency. 

Point P/ Pe f [Hz] 

A 1 fA 49.5 

B1 0.985 fB1 49.8 

B2 0.985 fB2 50.2 

C 0.5÷0 fC 51.5 

DB1-DB2 0.985 ΔfB1-ΔfB2 50±0.5 

 
 

 Figure 2.3 shows the correlation of frequency response and active power. 

 

 

Figure 2.3: Active power response. 

 

𝑡1 represents the initial response delay and 𝑡2 represents the total activation time. Table 2.4 

summarizes the response characteristics of the power plants above 10 MW in Italy (source 

Standard CEI 0-16). 
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Table 2.4: Response characteristics of power plants. 

Parameter 
Generation parks 

PV Wind Hydroelectric Thermoelectric 

Statism 4% 4% 4% 5% 

Amplitude of 

the response 

ΔP/Pmax 

10% 10% 10% 8% 

Complete 

activate time t2 
2s 10s 30s 30s 

 

2.3. System Inertia 
The loss of SG for including new static generators in the grid has a negative impact on the stability 

of the electric power system. Two factors are mainly affected by this change: the IR of the system 

and the protection schemes. The IR is an intrinsic property of the rotating machines and can be 

calculated as: 

 

𝐻 =
𝐽𝜔0

2

2𝐴𝑛
 

(2.1)     

 

where 𝐽 represents the moment of inertia of the rotor of the SG expressed in 𝑘𝑔. 𝑚2, 𝐴𝑛 is the 

rated apparet power of the SG and  𝜔0 represents the rated angular velocity in 𝑟𝑎𝑑 𝑠⁄ . 

Typical values of  𝐻𝑖  are reported in Table 2.5. In the case of RES generators interfaced with 

static converters H=0s.  

 

Table 2.5: Typical inertia values. 

Type of Generation 

Unit 
𝐻  [s] 

Thermal unit 4.0 to 10.0 

Diesel unit 1.0 to 2.0 

Wind  0 

Solar 0 

Hydraulic unit 2.0 to 4.0 

 

 

The inertia provides a measure of the ability of the entire electric power system to resist sudden 

changes in the balance between electricity demand and electricity production. IR, together with 

PFC, enhances system stability by reducing the RoCoF and the nadir (minimum value) of the 

frequency. 

The inertial of the whole power system to which more generators (SGs and RES generators) are 

connected can be calculated according to [36], [66] and [67] as 

 

 

 

𝐻𝑠𝑦𝑠 =
∑ 𝐻𝑖 . 𝐴𝑛,𝑆𝐺,𝑖

𝑔
1

∑ 𝐴𝑛,𝑆𝐺,𝑖
𝑔
1 + ∑ 𝐴𝑛,𝑅𝐸𝑆,𝑖

𝑟
1

 (2.2) 
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The RoCof is the time derivative of the frequency and is an essential measurement for assessing 

the behaviour of the system [39]. In the presence of more generator, the RoCof, following a 

disturbance ∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 is:   

 

 

𝑅𝑜𝐶𝑜𝐹 =
 𝑑𝑓

𝑑𝑡
|

𝑡=0+
=

∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 . 𝑓0

2. ∑ 𝐻𝑖 . 𝐴𝑛,𝑆𝐺,𝑖
𝑛
𝑖=1

 (2.3) 

 

 

where fo is the frequency of the system when the disturbance occurs, usually assumed equal to the 

rated frequency. 

The product between the rated power and the inertia constant of an SG is the kinetic energy of the 

rotor 𝐸𝑘−𝑖 = 𝐻𝑖 . 𝐴𝑛,𝑆𝐺,𝑖. In [68], [69], [70] is calculated the total kinetic energy of the system by 

the following proposed equation:  

 

 

𝐸𝑘−𝑠𝑦𝑠 = ∑ 𝐸𝑘−𝑖

𝑛

𝑖=1
 (2.4) 

 

 

where  𝐴𝑛,𝑆𝐺,𝑖 is the rated power of the i-th SG and 𝐴𝑛,𝑅𝐸𝑆,𝑖 is the rated power of the i-th RES 

generator.  

The RoCof can be expressed considering the total kinetic energy of the system as: 

 

 

𝑅𝑜𝐶𝑜𝐹 =
 𝑑𝑓

𝑑𝑡
|
𝑡=0+

=
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 . 𝑓0

2. 𝐸𝑘−𝑠𝑦𝑠
 (2.5) 

 

 

The continuity of the electric service during the first moments after a disturbance can generate 

sudden changes in frequency, voltage and power angle that could vary depending on the rapid 

inertial response. Therefore, a low IR value and low values of the kinetic energy may not be able 

to cope with a contingency. 

Imposed a limit to the RoCoF (RoCoFmax) and considering the maximum disturbance that con 

occur in a grid, it is possible to estimate the minimum value of the inertia constant that can be 

accepted in a system as: 

𝐻𝑆𝑦𝑠,𝑚𝑖𝑛 =
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 . 𝑓0

2. 𝑃𝑙𝑜𝑎𝑑 . 𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥
 (2.6) 

 

The minimum inertia can be used for estimating the maximum RoCoF during the first moments 

of an incident using the following relation: 

 

 

𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥 =
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑓0

𝑃𝑙𝑜𝑎𝑑𝐻𝑚𝑖𝑛
 (2.7) 
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Table 2.6: Limits of RoCoF. 

Reference Limits of RoCoF 

Photovoltaic  2 Hz/s  
Wind  4 Hz/s  

CPP 

Short circuit powers 

Moving averages: e.g., 2 Hz/s for transferring average 500 ms 

window, 1.5 Hz/s with 1‐second window, and 1.25 Hz/s for 2 s 

window. 

Creating a frequency‐time profile 

 

The utility evaluates the limitations of RoCoF, considering the characteristics of the system based 

on the disturbances in frequencies generated by failures in lines or blackouts. On average, based 

on literature, ENTSO‐E documents suggest the limits proposed in Table 2.6 [33]. 

 

2.4. Frequency nadir 
For assessing the frequency nadir, the authors of [81] presented a simplified formula that can be 

useful for a preliminary evaluation of the maximum frequency deviation to compare different 

scenarios: 

∆𝑓𝑚𝑎𝑥 =
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒

𝐷
∙ (𝑒

𝐷𝑇𝑑
2𝐻𝑠𝑦𝑠 − 1) (2.8) 

where D is the load frequency dependence and Td is the time constant for the governors 

responding with FCR. Frequency nadir is essential data since the minimum frequency values 

reached during a disturbance depends on the disconnection of the distributed generators of the 

system. 

 

2.5. Conclusion 
The Chapter has introduced to the reader the issue of frequency regulation focusing on the inertial 

response from classical and futuristics stations. The main characteristics of IR have been 

presented, followed by concepts that will be used in the rest of this thesis. In the next chapter, the 

characteristics of the grids of two small islands will be presented. 
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Chapter 3 

Analysis of the Generating and Distribution 

systems and of the Inertial Response of two small 

islands 
 

 

 

3.1. Introduction 
This Chapter deals with the examination of the effects on the total system inertia constant and 

kinetic energy in small islands not supplied by the main grid of the Mediterranean sea. Initially, 

the characteristics of the power systems of  Lampedusa and Pantelleria islands are presented. 

Then, a simple method to evaluate the variation of the IR of the system is applied to the two 

islands and the effects of such variations are assessed using typical load profiles during typical 

summer and winter weeks. Then, the dynamic response of the small islands' frequency adjustment 

systems is simulated considering the states with maximum and minimum inertia in the case of 

loss of generation and a failure in a line. 

 

3.2. The generation system 
The present thesis uses as case studies two small islands of the Mediterranean Sea: Pantelleria 

(TP) and Lampedusa (AG), located between Sicily and North Africa and whose power systems 

are totally isolated from the main national grid of Italy [71]. The current electricity production 

systems of both islands are mainly based on diesel fuel thermal power plants with suitable control 

systems in order to guarantee a secure and reliable grid operation. Each island has eight diesel 

generators with different rated power: Lampedusa has a total installed power of 22.5 MVA, while 

Pantelleria has a total installed power of 24.5 MVA. Figure 3.1. shows the rated power of each of 

the eight generators of the two islands. 

 

 

Figure 3.1. Rated power of the eight generators of Lampedusa (AG) and Pantelleria (TP). 
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In both islands, the diesel SGs are located in a unique power station supplying the 10 kV Medium 

Voltage (MV) grid of the island. The structure of the local MV grids is reported in Appendix A. 

In terms of electricity production cost, the  isolated power systems are characterized by a higher 

price with respect to the mainland due to the following reasons: 

 

• the local power plant is significantly oversized to have enough backup power in the case 

of failure; 

• the energy demand varies considerably during the year, with a considerable reduction 

during winter; 

• the cost of fuel transportation from the mainland; 

• the cost of maintenance of the eight diesel generators. 

 

The average cost of electricity production is about six times higher than the national cost. For this 

reason, the liberalisation of the Italian energy sector in 2009 recognises an incentive to cover the 

higher costs for electricity production in the isolated power system. This incentive was introduced 

in the electricity bills, denominated as UC4 (now collapsed inside the incentive Arim). In this 

way, who lives in small islands purchases electricity at the same price as the mainland. It is 

estimated that this incentive generates an income of 70 M€/year, of which about 13 M€/y for 

Lampedusa and 9 M€/y for Pantelleria.   

On the other hand, the power plants are responsible for SO2, NOx and dust emissions: for this 

reason, they must be eliminated or renewed by 1st January 2030. This obligation derives by the 

Directive 2015/2193/EU, and in the next years, it will lead to more and more installations of new 

power plants based on RES.  

RES production may prove practical for small power needs in isolated places. Still, it should be 

used for maximum flexibility in conjunction with other power generation methods to ensure 

continuity. 

The diesel oil consumption and generators average specific fuel consumption during the year 

2018 for Pantelleria, and during the year 2016 for Lampedusa are reported in Figure 3.2 where is 

emphasised the similar power consumption, with the highest electricity demand in both islands in 

summer as a consequence of the continuous flow of tourists. The significant variation in electricity 

production between summer and winter is a typical situation in small islands whose touristic flows 

have a substantial impact on the energy demand. 

Regarding the capacity of the power plant, as in many Italian small islands, the generating system 

is oversized mainly compared to the average demand. The annual electricity production is about 

36.2 GWh (2016) for Lampedusa and 36.5 GWh (2018) for Pantelleria. In general, the electricity 

production yearly in the two islands has an approximate summer peak in August of 4.6 GWh [72], 

while the minimum is 2.5 GWh in winter as is shown in Figure 3.3.  

  

 

Figure 3.2. Monthly electricity production and corresponding fuel consumption.
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Figure 3.3. Monthly energy production. 

3.3. Load profiles 
The load profiles for the year 2017 are provided by the local utilities: S.MED.E. Pantelleria S.p.A. 

(Palermo, Italy) and SELIS Lampedusa S.p.A. (Palermo, Italy). Both companies are vertically 

integrated, providing electricity production, distribution, and supply. Nevertheless, Pantelleria 

had some renewable plants installed within the island, whose installation was recently pushed by 

Ministry Decree 14th February 2017 [73], [74]. The profiles in Figure 3.4 represent the typical 

daily profiles of the islands. 

Figure 3.4 reveals the following aspects: the first is a confirmation of the higher demand in 

Summer, the second is the similarity of the power load of the two islands during all year. 

 

 
 

 

Figure 3.4. Typical daily load profile of Pantelleria and Lampedusa.
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For the stability analysis that will be presented in the following, typical summer and winter weeks 

have been considered and represented in Figure 3.5 for Lampedusa and Pantelleria (S-P: Summer-

Pantelleria; S-L: Summer-Lampedusa; W-P: Winter-Pantelleria; W-L: Winter-Lampedusa). 

 

 
Figure 3.5. Typical load profile during a week in Winter and Summer. 

 

The analysis of the load diagrams shows that: 

• during Summer, Pantelleria registers peaks of electricity production between 6.5 MVA 

and marginally more top than 7.5 MVA between 18:00 and 22:00; 

• during Winter, Pantelleria registers peaks of electricity production between 4 MVA and 

marginally more top than 4.85 MVA between 18:00 and 21:00; 

• during Summer, Lampedusa registers peaks of electricity production between 6.5 MVA 

and marginally more top than 9.4 MVA between 17:00 and 22:00; 

• during Winter, Lampedusa registers electricity production peaks between 4.5 MVA and 

marginally more top than 5.5 MV between 17:00 and 20:00. 

• the minimum load for Pantelleria is recorded during Winter at 2:00 and is about 

2.15MVA. The average power is about 6.13 MVA during Summer and about 3.39 MVA 

during Winter; 

• the minimum load for Lampedusa is registered during Winter at 3:00 and is about 3.18 

MVA. The average power is about 4.78 MVA during Summer and about 3.39 MVA 

during Winter; 

Figure 3.6 shows the operation of the SGs in the CPPs for 336 hours. 
 

 

Figure 3.6. Active generators of typical load profile during a week in Winter and Summer. 

 

The Active SG from G1 to G8 are divided into four groups as TP w (Pantelleria Winter), TP s 

(Pantelleria Summer), AG w (Lampedusa Winter),  and AG s (Lampedusa Summer).  
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3.4. Inertial Response 
At today, the SGs of the two islands produce most (almost the whole) of the electricity required 

and participate in the regulation of the active/reactive powers to obtain a regular system operation. 

Depending on the islands demand, it is possible to identify three electromechanical operating 

characteristics of the alternators: 

 

• 𝑃𝑔 = 𝑃𝑐, the machine will rotate with a uniform circular motion. The angular speed of the 

machine and the electrical pulsation are constant because the driving torque of the rotating 

shaft is equal to the load resisting torque; 

• 𝑃𝑔 > 𝑃𝑐, the rotor accelerates generating an over-frequency transient because the driving 

torque is higher than the resisting torque;  

• 𝑃𝑔 < 𝑃𝑐, the rotor slows down, generating an under-frequency transient, because the 

driving torque is lower than the resisting torque. 

 

The companies that provide the energy service within the islands do not have verification of power 

systems security in the inertia estimation service function. In this way, Chapter 2 realises an 

algorithm for estimating the current IR and kinetic energy using Equations 2.2 and 2.4. Figure 

3.7a shows the current IR estimation for Pantelleria and Lampedusa grids, and Figure 3.7b shows 

the current kinetic energy estimation from internal generators (approximately, the CPP deliver 

average inertia of 2.35s and maximum kinetic energy of 42.5 MWh). 

 

 

 
 

Figure 3.7. Trend estimation of a) IR and b) Kinetic Energy. 

 

The trends in Figure 3.7 shows that:  
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• In Summer, Pantelleria has a minimum inertia 𝐻𝑚𝑖𝑛 = 2.58𝑠, with four active generators 

and a maximum inertia 𝐻𝑚𝑎𝑥 = 3.07𝑠, with three active generators. The minimum 

kinetic energy is 𝐾𝑚𝑖𝑛 = 19.1 MWh and the maximum is 𝐾𝑚𝑎𝑥 = 42.5 MWh; 

• In Winter, Pantelleria has a minimum inertia 𝐻𝑚𝑖𝑛 = 1.94𝑠, with two active generators 

and a maximum inertia  𝐻𝑚𝑎𝑥 = 2.22𝑠, with two active generators. The inertia is similar 

in 70% of the hours. The minimum kinetic energy is 𝐾𝑚𝑖𝑛 = 5.62 MWh  and the 

maximum is 𝐾𝑚𝑎𝑥 = 19.3 MWh; 

• In Summer, Lampedusa has a minimum inertia 𝐻𝑚𝑖𝑛 = 1.95s, with four active generators 

and a maximum inertia 𝐻𝑚𝑎𝑥 = 2.73s, with two active generators; 

• In Winter, Lampedusa has a minimum inertia 𝐻𝑚𝑖𝑛 = 1.93s, with three active generators 

and a maximum inertia 𝐻𝑚𝑎𝑥 = 3.07s, with one active SG; 

3.5. Transient behaviour of the isolated power system 
The present section shows an example of how the system response differs with the season. The 

dynamic behaviour of the isolated power system is shown for two cases with the highest load 

during a Summer and Winter week in Lampedusa island. A simulation has been done 

implementing the networks in Appendix A in NEPLAN environment. For these simulations, two 

different incidents were considered: 

• Incident f_0: a line fault occurs at t = 5 s and lasts 2 s; 

• Incident Less_G3: a generator is switched off at t = 5 s and then is switched on after 2 s. 

Figure 3.8 a and b show the trends in the two cases. Both cases create a sudden drop in frequency 

before the governor control stabilizes the grid frequency at a steady-state value. Then, the 

frequency is driven back to its standard value by the automatic generation control. 

 

 

Figure 3.8. Frequency response for two incidents within Lampedusa grid: a) Incident f_0; b) 

Incident Less_G3. Blue line: Summer; Green line: Winter.
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In Table 3.1 are reported the parameters that characterise the dynamic behaviour of the system in 

the two examined cases. 

 

Table 3.1. Response parameters. 

Case Nadir Zenith ∆𝑡 𝑇𝑟
∗ 𝑓∞ 

a 
Summer 49.96 50.07 7.6 9.03 49.997 

Winter 49.60 50.13 7.38 10.78 49.998 

b 
Summer 49.95 50.12 10.5 11.81 49.968 

Winter 49.45 51.58 6 Instability Instability 

 

 

f∞ represents the value in Hz at the steady-state after the disturbance, 𝑇𝑟
∗  represents the settling 

time, that is the period for establishing the response within the tolerance range of the set value. 

The frequency Zenith represents the maximum positive excursion of the frequency from the 

steady-state value. 

 

3.6. Conclusion 
In this Chapter, the characteristics of the isolated grid of Lampedusa and Pantelleria were 

presented. Then, the inertial response of the island was calculated considering the electricity 

production data per hour and the different behaviour in summer and winter was shown 

considering two disturbances. This part of the thesis is propedeutic to the successive study on 

RES penetration and frequency control in small islands. In the next chapter, the effects of RES-

based generators interfaced with static converters to the grid on the system inertia will be 

discussed. 
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Chapter 4 

Analysis of the inertial response in the presence of 

generation from RES 
 

 

 

4.1. Introduction 
RES is posing critical issues related to the mining of power systems stability due to the reduction 

of the generation by conventional power plants and the subsequent decrement of the inertial 

response during the system’s contingencies. Consequently, for preserving the security and the 

reliability of the system, it is necessary to have recourse to new frequency adjustments 

mechanisms. This issue is particularly current in isolated power systems like those of small islands 

not supplied by the main grid, in the case of high shares of production from unpredictable 

renewables such as photovoltaic and wind sources. In this context, the present chapter deals with 

analysing the variation of the inertia time constant of an islanded power system of a small island 

in various scenarios characterized by different share of renewable energy.  In particular, as an 

example, the power system of Lampedusa will be analyzed [36]. 

 

4.2. Premise to the analysis 
The urgent need of contrasting climate changes due to the high consumption of fossil fuels has 

led to the development of RES-based generators as commercially viable devices for cleanly 

producing electric energy. RESs represent a positive social contribution in terms of clean and 

unlimited energy and are becoming the most feasible step to face the increase in energy demand 

with low or null greenhouse gases (GHG) emissions [33]. Consequently, the characteristics of the 

electrical power system are changing, in such a way that they require new challenges in terms of 

intelligent networks, remote control, stability and power quality [75]. 

Since the current tendency is to increase the share of photovoltaic (PV) and wind plants in the 

energy mix, CPPs are gradually reducing their production, but this transformation introduces new 

challenges for power systems transient stability. CPPs can provide a considerable amount of 

rotating inertia, thanks to the kinetic energy stored in SG, they contrast load and generation sudden 

variations and limit the frequency nadir and the maximum RoCoF. 

The transition to an energy system based on RES has characteristics of variability, uncertainty 

and lack of synchronism that causes challenges to keep the energy system reliable and safe. Many 

research studies have argued that the main problem is that RES-based plants do not provide IR to 

system's contingencies and, for this reason, they are more inclined to favour instability [76], [77], 

[78]. Therefore, with the increase in the production from RES, the operating conditions will be 

less and less reliable, since transients due to fault or sudden reduction of generation/demand could 

generate stress for the remaining CPPs and increase the probability of cascade trips [79]. This 

issue is particularly current in power systems of small islands not supplied by the main grid, where 

the high shares of production from solar and wind 
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is due to the favourable climatic conditions and by the needs of reducing air pollution due to the 

use of old and often not efficient diesel generators. 

In this context, in the following paragraphs, the examination of the effects on the total system 

inertia constant of the increasing share of energy production from RES in Lampedusa is assessed. 

The variation during 24 hours of the inertia constant of the island's power system is evaluated 

considering typical generation profiles for a Summer and a Winter day for three different 

production shares from RES. The study aims to draw a framework of variation for the power 

system's IR to evaluate possible solutions for supporting CPPs during system's contingencies and 

enhancing system stability. 

The theme is of great interest for all the utilities managing the generation and distribution grid of 

small islands without cable connection with the main distribution grid. 

 

4.3. Methodology 
The following steps are necessary for assessing the impact on the system inertia of high shares of 

RES in an isolated system: 

• Step 1: since, typically, small islands are characterised by very different Summer and 

Winter daily load profiles, two typical daily load profiles and the related generation plans 

for the CPPs are considered. Each plan indicates for each hour the power produced by 

each SG. The daily load profiles identify the base scenario (Scenario 0). 

• Step 2: the system inertia is calculated for every hour according to the procedure in 

Section 2.3.3. 

• Step 3: the system inertia is for 24 hours for both the Summer and the Winter typical day. 

• Step 4: a scenario characterised by a given share of production by RES is selected. 

• Step 5: the daily generation plans are modified reducing the production from CPPs (or, 

eventually, switching them off) for allowing the RES plants to provide energy to the load 

and, in this way, a new scenario is defined. 

• Step 6: Steps 2 and 3 are repeated for the new scenario. 

The above-described methodology evaluates how maximum and minimum system inertia varies 

when a given percentage of energy production from RES is introduced in the isolated system. 

 

4.4. Preliminary study 
Figure 4.1 represents the Summer (in green) and Winter (in blue) daily load profiles of Lampedusa 

assumed in Scenario 0. 

Figure 4.1. Summer and winter typical daily load profile. 

 

Scenario 0 is characterised by a Summer peak power of 9400 kW at 9:00 p.m. and a Winter peak 

power of 5400 kW at 8:00 p.m. Figure 4.2 shows the trend of the system inertia during the 24 

hours of the two days without RES. 
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For the calculation of  𝐻𝑠𝑦𝑠 uses Equation 2.6, which, can be express in the function of each hour 

of the day, and the data of the SGs reported in Table A.1 (Appendix). 

 

 

Figure 4.2. Scenario 0: System inertia variation during the day. 

For analysing the effects of RES plants on the system inertia three scenarios with 

penetration of 20%, 50% and 70% are considered. As presented in [36], starting from 

Scenario 0. Then, three scenarios with a penetration of 20%, 50% and 70% from RES 

proposes. 

 

 

• Scenario 1: The base Scenario 0 is modified by considering the generation of a certain 

quota of energy from RES plants during the hours of the days characterised by the highest 

demand. Figure 4.3 illustrates the scenario conceptually. The green area identifies the 

hour in which RES covers a fixed percentage of the energy production of the island. For 

the examined case study, it is assumed that RES plants produce between 9:00 a.m. and 

3:00 p.m. In this scenario, the generation plan of the system change in those areas by 

reducing the power produced by the CPPs and switching off some synchronous 

generators; in particular, obtaining that the power generated by G8 decreases. 

 

 

Figure 4.3. Scenario 1: conceptual description of the procedure. The RES-based generation 

plants produce during the highest demand hours. 

• Scenario2: The base scenario 0 is modified by including a constant share of energy 

produced from RES in the 24 hours of the two typical days, as represented in Figure. 4.4.  
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Figure 4.4. conceptual description of the procedure. The RES-based generation plants produce during 

the whole day with a constant share. 

• Scenario3: The base scenario 0 is modified considering a percentage proportional to the 

power demand of the hour of the island, as shown in Figure. 4.5.    

 

 

 

Figure 4.5. Scenario 3: conceptual description of the procedure. The RES-based generation 

plants produce a share of energy proportional to the hourly demand. 

 

Figure 4.6 shows Scenario 1 (4.6a), Scenario 2 (4.6b), and Scenario 3 (4.6c) with RES 

70% for Summer (yellow line) and Winter (Pink line), RES 50 % for Summer (violet 

line) and Winter (grey line), RES 20% for Summer (green line) and Winter (blue line). 

 

As shown in Figures 4.6, the presence of RES considerably affects the system's inertia and, 

consequently, its stability. Therefore, the impact can be assessed, evaluating: 

 

 

• the maximum allowed disturbance for different values of RoCoFmax in the condition of 

maximum and minimum load for Summer and Winter, starting from Equation (2.6) 

suitably elaborated: 

 

∆𝑃𝑖𝑚𝑏,𝑥 =
2. 𝐸𝑘𝑖𝑛. 𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥

𝑓0
 (4.1)  

 

• the frequency nadir for a given disturbance (it is assumed a disturbance of 2% of the 

total load) using Equation (2.8). 
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Figure 4.6. System inertia variation in the three scenarios is based on three different RES (20%, 

50% and 70%). 

 

The results of the calculation of the maximum imbalance, presented for a RES penetration of 70% 

(worst case), reported in Table 4.1, show how the inertia reduction severely impact on the stability 

of the system reducing the maximum allowed imbalance. The decline is more visible in Scenario 

2, being the RES contribution present every hour of the day with the same percentage. 

Table 4.2 reports the frequency nadir for the different scenarios assuming D=1.04 and Td=10s. 
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Table 4.1. Maximum imbalance allowed as a function of the system inertia and RoCoFmax. 

Season 
𝑃𝑙𝑜𝑎𝑑 Hsys [s] RoCoFmax ∆𝑃𝑖𝑚𝑏 

[kW] Sc.0 Sc.1 Sc.2 Sc.3 [Hz/s] Sc.0 Sc.1 Sc.2 Sc.3 

Summer     

(Maximum) 
9400 2.26 2.26 0.79 1.32 

2 18% 18% 6% 11% 

1 9% 9% 3% 5% 

0.5 5% 5% 2% 3% 

Summer     

(Minimum) 
5050 1.55 1.55 0.58 0.97 

2 12% 12% 5% 8% 

1 6% 6% 2% 4% 

0.5 3% 3% 1% 2% 

Winter     

(Maximum) 
5888 2.35 2.35 0.79 1.32 

2 19% 19% 6% 11% 

1 9% 9% 3% 5% 

0.5 5% 5% 2% 3% 

Winter     

(Minimum) 
3277 1.85 1.85 0.62 1.03 

2 15% 15% 5% 8% 

1 7% 7% 2% 4% 

0,5 4% 4% 1% 2% 

 

 

Table 4.2. Frequency nadir in different Scenarios 0, 1, 2 and 3. 

Season 
𝑃𝑙𝑜𝑎𝑑 Hsys [s] 

D 

ΔPImb 
fnadir [Hz] 

 

[p.u.] Sc.0 Sc.1 Sc.2 Sc.3 [%] Sc.0 Sc.1 Sc.2 Sc.3 

Summer    

(Maximum) 
0.94 2.26 2.26 0.79 1.32 1.04 2% 49.34 49.34 49.07 49.17 

Summer    

(Minimum) 
0.505 1.55 1.55 0.58 0.97 1.04 2% 49.22 49.22 49.05 49.10 

Winter     

(Maximus) 
0.5888 2.35 2.35 0.79 1.32 1.04 2% 49.36 49.36 49.07 49.17 

Winter     

(Minimum) 
0.3277 1.85 1.85 0.62 1.03 1.04 2% 49.27 49.27 49.05 49.12 
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4.5. Conclusion 
Based on the results presented in this chapter, it is possible to conclude that the penetration of a 

large share of RES generation in a small isolated system can easily compromise the stability of 

the system. An accurate study of the threats for the system's security must be done considering all 

the possible operating conditions (variable with seasons and load demand) and the ways the RES 

generation can impact on the work programme of the existing diesel units. The system inertia is 

a good indicator of the proximity of the system to a hazardous operating point.  

For improving, the reliability of the generating system, the next chapters involve suitable control 

systems able to provide PFC and synthetic IR [66], [74]. 
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Chapter 5 

Evaluation of the optimal renewable electricity 

mix: the adoption of a technical and economic 

methodology 
 

 

 

5.1. Introduction 
Starting from the results of the previous chapter, this chapter shows how important is considering 

stability issues in studies evaluating the optimal renewable energy mix in isolated power systems 

and, in particular, in small islands. Firstly, a mathematical model is proposed to find the optimal 

energy mix to satisfy a fixed share of annual electricity production from RES. Commercial 

technologies are adopted considering the importance of flexible resources for the integration of 

RES and evaluating technical and economic indicators, such as the LCoE. Initially, a GIS-based 

model is created through maps and tables with percentages of electricity consumptions covered 

by local RES, identifying the most critical and suitable areas for the installation of new RES plants 

[20]. Then, RES potential is considered by modelling some scenarios with Energy PLAN [21], 

and the trend of the production from RES in a typical Summer and Winter week is evaluated. 

Finally, the optimal scenario evaluated is verified with regards to the stability issue with some 

simulation performed in NEPLAN, showing that the penetration of distributed generators based 

on static converters in small islands can lead to instability if appropriate controls are not 

implemented. 

 

5.2. Methodology  
The proposed methodology is divided into three steps: 
 

• first: the energy mix, composed of solar, wind and sea wave, is chosen, fixing the share 

of annual electricity production from RES equal to the target established for each island; 

• second: a mathematical model is used to find the best energy blend with the lowest LCOE. 

This parameter, reported in Equation (5.1), represents the minimal selling price for 

electricity to cover the initial investment cost and the annual operative and maintenance 

costs of the entire electrical system [80], [81].  

 

𝐿𝐶𝑂𝐸 ∗ ∑
𝐸𝑖

(1 + 𝜏)𝑖

𝑛

𝑖=1

= 𝑇𝐿𝐶𝐶 (5.1) 

 

• third: a model of the network with RES is implemented in NEPLAN and analysed in 

order to check the stability in the presence of static converter-interfaced RES DG.
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The Total Life Cycle Cost (TLCC) is the sum of all the costs associated with the selected 

technology in its entire life, practically, the initial investment and the annual operative and 

maintenance costs of the system [82]. The term 𝐸𝑖 represents the annual electricity production (or 

saving) from the power plant. Indeed, this parameter is generally referred to as a single technology 

and is commonly available in the literature [83]. The term 𝜏 is the monetary interest rate. In the 

energy scenario based on RES, considering an expected life equal to 20 years, Equation 5.1 can 

be adapted into Equation 5.2: 

 

𝐿𝐶𝑜𝐸 =

∑ 𝐸𝑓𝑐𝑓 (
1 + 휀
1 + 𝜏

)
𝑖

20
𝑖=1 + 𝐶𝑟,0 + ∑

𝐶𝑟,𝐴 + 𝐶𝑓,𝐴

(1 + 𝜏)𝑖
20
𝑖=1

∑
𝐸𝑑

(1 + 𝜏)𝑖
20
𝑖=1

 

 

(5.2) 

𝐸𝑓 = 𝐸𝑑 − (𝑃𝑠𝑤ℎ𝑒,𝑠𝑤 + 𝑃𝑤ℎ𝑒,𝑤 + 𝑃𝑝𝑣ℎ𝑒,𝑝𝑣)  

𝐶𝑟,0 = 𝑃𝑠𝑤𝑐𝑠𝑤,0 + 𝑃𝑤𝑐𝑤,0 + 𝑃𝑝𝑣𝑐𝑝𝑣,0   

𝐶𝑟,𝐴 = 𝑃𝑠𝑤𝑐𝑠𝑤,𝐴 + 𝑃𝑤𝑐𝑤,𝐴 + 𝑃𝑝𝑣𝑐𝑝𝑣,𝐴   

 

 

where: 

• 휀 is the inflation rate for the energy sector; 

• 𝐸𝑑 represents the annual energy demand; 

• 𝐸𝑓 represents the expected annual electricity production from the existing power plant to 

balance the energy demand and electricity production from RES. Consequently, 𝐸𝑓  can 

be expressed as the difference of the annual energy demand and the annual electricity 

production from sea wave (𝑃𝑠𝑤ℎ𝑒,𝑠𝑤), wind (𝑃𝑤ℎ𝑒,𝑤), and solar sources (𝑃𝑝𝑣ℎ𝑒,𝑝𝑣). The 

product of the installed power gives each term from each source (𝑃𝑠𝑤, 𝑃𝑤, 𝑃𝑝𝑣) and the 

annual equivalent working hours (ℎ𝑒,𝑠𝑤, ℎ𝑒,𝑤, ℎ𝑒,𝑝𝑣), i.e., the number of hours per year 

required to produce the entire annual electricity production if the system works at the 

rated power. This parameter depends on the chosen technologies and the local climatic 

conditions; 

• 𝐶𝑟,0 represents the initial investment cost. It is the sum of the initial investment costs for 

sea wave 𝑃𝑠𝑤𝑐𝑠𝑤,0, wind 𝑃𝑤 , 𝑐𝑤,0 and solar 𝑃𝑝𝑣 , 𝑐𝑝𝑣,0, each one expressed as the product 

of the installed power and the unitary cost of each technology; 

• 𝐶𝑟,𝐴 represents the annual operative and maintenance cost for the energy mix; 

• 𝐶𝑓,𝐴 represents the annual operative and maintenance cost for the existing diesel 

generators (except the fuel expenditure).  

 

The solar energy source availability is expressed by the monthly average daily total solar radiation 

from photovoltaic panels. The annual electricity production is: 

 

𝐸𝑝𝑣 = ∑ 𝐸𝑝𝑣,𝑖

12

𝑖=1

= ∑ 𝐼𝑇,𝑖𝑆𝑝𝑣휂𝑝𝑣𝑡𝑑,𝑖

12

𝑖=1

 (5.3) 

 

 

where 𝐸𝑝𝑣,𝑖 represents the summing the monthly electricity production, 𝐼𝑇,𝑖 represents total solar 

radiation, 𝑆𝑝𝑣 represents the area of photovoltaic panels, 휂𝑝𝑣 represents the average energy 

efficiency and 𝑡𝑑,𝑖 represents the number of days per month. The exploitation of the solar source 

uses commercial silicon PVP; the selected photovoltaic panel data are given by [84]. 

The wind energy source can evaluate measuring the wind speed class 𝑣𝑗 of annual electricity 

production. In detail, 𝐸𝑤 is discretised in several bins per each month. Therefore, the availability 
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of wind source is expressed indicating for each month the number of hours (𝑡𝑗,𝑖) when a wind 

class is measured. 

 

𝐸𝑤 = ∑ 𝐸𝑤,𝑖

12

𝑖=1

= ∑ ∑ 𝜓(𝑣𝑗)

𝑛

𝑗=1

12

𝑖=1

𝑡𝑗,𝑖 (5.3) 

 

In detail, the wind speed is discretised in several bins per each month, so the availability of wind 

source is expressed indicating for each month the number of hours when a wind class is measured. 

The function ψ(v) defines the power output of the chosen wind turbine, as a function of the wind 

speed. This relation and other data are available in the datasheet of the turbine builder, as reported 

in Appendix B [85]. 

The sea wave energy source by the wave power flux (𝜑), which is given by [86], i.e. the average 

power available in a unitary length of a wavefront: 

 

𝜑 =
𝜌𝑔2

64𝜋
𝐻𝑠

2𝑇𝑒 (5.4) 

 

introducing the significant wave height (trough to crest) Hs, the energy period Te, the seawater 

density ρ. These data are obtained from a measuring campaign, analysing the wave spectrum [87]. 

The estimation of electrical energy production from 𝐸𝑠𝑤 is given by: 

 

𝐸𝑠𝑤 = ∑ 𝐸𝑠𝑤,𝑖

12

𝑖=1

= ∑ 𝜑𝑖𝑑𝐶휂𝑠𝑤휂ℎ𝑦𝑡ℎ,𝑖

12

𝑖=1

 (5.5) 

 

considering the monthly average sea wave energy flux 𝜑𝑖, the average electrical efficiency 휂𝑠𝑤 

of the device, the equivalent hydraulic diameter 𝑑𝐶 of the wave energy converter, the hydraulic 

efficiency 휂ℎ𝑦 of power take-off and the number of hours in the i-th month 𝑡ℎ,𝑖. For the 

exploitation of sea wave, a Wave Energy Converter (WEC), in design step at the laboratories of 

the Engineering Department of the University of Palermo [88], has been considered. 

Figure 5.1 shows the system proposed by the University Palermo, composed of two floating 

buoys, where the external buoy can move up and down, running the linear generators installed 

inside the central buoy fixed to the seabed. 

 

The annual equivalent working hours ℎ𝑒,𝑠𝑤, ℎ𝑒,𝑤, ℎ𝑒,𝑝𝑣 are obtained by: 

 

 

ℎ𝑒,𝑝𝑣 =
𝐸𝑃𝑉

𝑃𝑝𝑣,𝑟𝑎𝑡𝑒𝑑
=

∑ 𝐼𝑇,𝑖𝑆𝑝𝑣휂𝑝𝑣𝑡𝑑,𝑖
12
𝑖=1

𝑃𝑃𝑉,𝑟𝑎𝑡𝑒𝑑
 

 

ℎ𝑒,𝑤 =
𝐸𝑤

𝑃𝑤,𝑟𝑎𝑡𝑒𝑑
=

1

𝑃𝑤,𝑟𝑎𝑡𝑒𝑑
∑ ∑ 𝜓(𝑣𝑗)𝑡𝑗,𝑖

𝑚

𝑗=1

12

𝑖=1

 

 

(5.7) 

ℎ𝑒,𝑠𝑤 =
𝐸𝑠𝑤

𝑃𝑠𝑤,𝑟𝑎𝑡𝑒𝑑
=

1

𝑃𝑠𝑤,𝑟𝑎𝑡𝑒𝑑
∑ 𝜑𝑖𝑑𝐶휂𝑠𝑤휂ℎ𝑦𝑡ℎ,𝑖

12

𝑖=1

  

 

 

The following parameters are considered to study the individuation of the best energy mix for the 

island from an economic point of view: 

 

• the ratio between the annual electricity production from photovoltaic / RES is 𝑎𝑝𝑣;
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• the ratio between the annual electricity production from G9 and the yearly demand is 𝑟; 

• the ratio between the annual electricity production from wind and the annual electricity 

production is 𝑎𝑤. 

 

 

 

Figure 5.1: External view of the WEC. 

 

 

Thus, by using the definition of 𝑟, 𝑎𝑝𝑣 and 𝑎𝑤 and the equivalent working hours from each RES 

generator (ℎ𝑒,𝑠𝑤, ℎ𝑒,𝑤 and ℎ𝑒,𝑝𝑣), after few manipulations the LCoE is be finally evaluated by: 

 

 

𝐿𝐶𝑜𝐸 = (1 − 𝑟)
𝑐𝑓𝑘1

𝑘2

+ 𝑟 [
1 − 𝑎𝑝𝑣 − 𝑎𝑤

ℎ𝑒,𝑠𝑤
(

𝑐𝑠𝑤,0

𝑘2
+ 𝑐𝑠𝑤,𝐴) +

𝑎𝑤

ℎ𝑒,𝑤
(

𝑐𝑤,0

𝑘2
+ 𝑐𝑤,𝐴)

+
𝑎𝑝𝑣

ℎ𝑒,𝑝𝑣
(

𝑐𝑝𝑣,0

𝑘2
+ 𝑐𝑝𝑣,𝐴)] +

𝐶𝑓,𝐴

𝐸𝑑
 

 

𝑘1 = ∑ (
1 + 휀

1 + 𝜏
)

𝑖20

𝑖=1

 

 

(5.6) 

𝑘2 = ∑
1

(1 + 𝜏)𝑖

20

𝑖=1
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where: 

• 휀 represents the inflation rate for the energy sector; 

• 𝑐𝑠𝑤,0, 𝑐𝑤,0, 𝑐𝑝𝑣,0 represent the inputs of the problem being the specific costs to install; 

• 𝑐𝑠𝑤,𝐴, 𝑐𝑤,𝐴, 𝑐𝑝𝑣,𝐴 are the maintenance costs of all RES technologies; 

• 𝑟, 𝑎𝑝𝑣 and 𝑎𝑤 represent the annual equivalent working hours that can be evaluated only 

one time, per Equation 5.6; thus, these parameters are considered constant in the 

optimisation phase. 

 

When fixing the share removable electricity production, two degrees of freedom are observed for 

the problem (𝑎𝑝𝑣, 𝑎𝑤). Thus, the economic optimisation to find the best energy mix has to be 

realised. The two degrees of freedom are varied in a discretised way,then the evaluation of LCOE 

is performed for each condition. It is essential to underline that this parameter uses the estimation 

of annual electricity production. Since each RES has a different trend during the year, some 

energy mixes could involve an hourly production trend incompatible with the network's balance. 

This problem is most significant during Winter when the electricity production from wind and 

sea wave is maximal and the energy demand minimal. To avoid this condition, the evaluation of 

LCOE introduces the following constraints on the renewable energy mix: 

• each source must produce almost 10% of the total energy in each month to justify the 

adoption of this energy source; 

• the total energy from RES must not exceed a specific ratio 𝑧 of the monthly electricity 

demand, to guarantee a minimal electricity production from fossil fuels, compensating 

the maintenance cost of the existing power plant; 

• considering the load profile during a typical summer day (highest energy demand) and 

winter day lowest energy demand, the difference between electricity production from 

RES and demand must be positive to balance the electrical grid by using the local power 

plant, avoiding the requirement of an ESS. 

 

The check of RES production for monthly scale, according to: 

 

 

𝐸𝑠𝑤,𝑖 + 𝐸𝑤,𝑖 + 𝐸𝑝𝑣,𝑖 ≤ 𝑧𝐸𝑑,𝑖 (5.7) 

 

 

where z represents maximal share, is used to prevent the hourly verification of all possible mixes 

and reduce the computational burden. 

 

As shown in the flow chart reported in Figure 5.2, the parameter z is evaluated with an iterative 

approach. It assumes firstly the value of 90% to evaluate the matrix of constrains preliminarily. 

Overlapping the matrix of constraints to the not constrained LCoE matrix, it is possible to identify 

the best condition, i.e., the RES mix corresponding to the lowest LCoE. This condition is 

consequently verified, considering the hourly trends of energy demand and production from RES. 

If the proposed energy mix exceeds the energy demand in some hours of the day, the parameter z 

is reduced, and consequently, the matrix of constrains is calculated again and overlapped on the 

not constrained LCoE matrix to find the new best energy mix. After a few iterations, the best 

energy is finally obtained, verifying the hourly compatibility with the local energy demand. 

 

After the selection of the best energy mix, the grid stability analysis is finally performed. 
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Figure 5.2. Flow chart of the methodology. 

 

5.3. Minimization of LCOE 
The RES mix are assessed by the economic parameter LCoE. The function shows three degrees 

of freedom: the share of electricity production from the RES mix 𝑟 concerning the total energy 

demand, the Ratio of electricity production from photovoltaic panels 𝑎𝑝𝑣 and wind turbines 𝑎𝑤 

concerning RES production. Climatic data are evaluated by using specific GIS tools. For this 

analysis, only Lampedusa island is considered, as an example, since Pantelleria island has similar 

characteristics, assuming an annual electrical energy consumption equal to 36.8 GWh [84]. Table 

A.3 of Appendix A report all data. 

Figure 5.3 shows the annual trend of the energy mix, considering: 9 wind speed classes by wind 

source (data are based on a specific weather model having a resolution of 30 km [89]).
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Figure 5.3. Availability of wind source by wind speed classes. 

 

Figure 5.4 shows the sea wave-energy source, the monthly average power flux trend and the solar 

source is represented by the monthly average daily solar radiation on the horizontal surface and a 

tilted surface (31°)[90]. 

 

 

 

Figure 5.4. Solar radiation on the horizontal and tilted surface (31°) and sea wave power flux. 

 

The mathematical model of CPP splits the annual costs into two parts: a term related to the fuel 

consumption to produce energy of each source and a term similar to fixed expenditure (worker 

salaries, maintenance, etc.). 

Assuming a constant trend from Figure 3.3, the evaluation of the average price for fuel 

consumption has been done as the weighted average of the monthly average price of oil with a 

low concentration of sulfur (less than 1%) published by the Italian Ministry of Economic 

Development [84]. The total income of the local producer is given by the product of the annual 

electricity production and the total selling price of energy. Thus, the fixed costs are the difference 

between the total income and the estimated fuel consumption expenditure. The cost of electricity 

production using traditional generators is assumed equal to the sum of National Unique Price 

NUP [91] and the incentive established by the Italian Authority for Energy ARERA [92].  

From [93] about RES, the unitary cost for the purchase and installation and the maintenance 

operations of each RES technology. 

 

About sea wave, the economic parameters are obtained from the study in reference [94]. The 

discount rate for the energy sector has been evaluated, considering the entire data bank (from 

January 1996 to November 2019) on the monthly average price of oil with a low concentration of 

sulfur [38]. About the discount rate for money, data are available in the literature [95], [96]. 
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Considering the climatic data by Section 5.3, the mathematical model assumes a RES share set to 

40%. The remaining two free degrees of freedom are varied in a discretised way from 0 to 100%, 

as shown in Table 5.1, obtaining the LCoE as a function of the share of solar and wind production. 

 

Table 5.1. LCoE (€/MWh) as a function of photovoltaic and wind Ratio (%) for 40%. 

 𝑎𝑝𝑣 

𝑎𝑤 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 

0 304 302 300 298 296 294 292 290 288 286 283 281 279 277 275 273 271 269 267 265 263 

5 302 300 297 295 293 291 289 287 285 283 281 279 277 275 273 271 269 267 265 262  

10 299 297 295 293 291 289 287 285 283 281 279 276 274 272 270 268 266 264 262   

15 297 295 293 291 288 286 284 282 280 278 276 274 272 270 268 266 264 262    

20 294 292 290 288 286 284 282 280 278 276 274 272 270 267 265 263 261     

25 292 290 288 286 284 281 279 277 275 273 271 269 267 265 263 261      

30 289 287 285 283 281 279 277 275 273 271 269 267 265 263 260       

35 287 285 283 281 279 277 275 272 270 268 266 264 262 260        

40 284 282 280 278 276 274 272 270 268 266 264 262 260         

45 282 280 278 276 274 272 270 268 265 263 261 259          

50 279 277 275 273 271 269 267 265 263 261 259           

55 277 275 273 271 269 267 265 263 261 259            

60 275 273 270 268 266 264 262 260 258             

65 272 270 268 266 264 262 260 258              

70 270 268 266 263 261 259 257               

75 267 265 263 261 259 257                

80 265 263 261 259 257                 

85 262 260 258 256                  

90 260 258 256                   

95 257 255                    

100 255                     

 

 

Consequently, Table 5.1 reveals the following features: 

• in the case of not constrained matrix, LCoE assumes the lowest value using only the 

renewable energy source with high equivalent working hours and low Capex and Opex 

(see 𝑎𝑤 = 100%); 

• sea wave is a technology in the development step. The initial investment is higher in 

comparison with the other two sources. Consequently, in the case 𝑎𝑤 = 0% and 𝑎𝑝𝑣 =

0% LCoE assumes the highest value; 

• the most considerable part of the amounts reported in Table 5.1 is lower than the 

equivalent cost for the electricity production from fossil fuel (see 𝑐𝑓 in Appendix Table 

). This aspect means that the adoption of different RES mixes can reduce the sum of all 

costs to produce electricity in small islands in comparison with the as-is scenario; 

• the change of operative and maintenance cost of the electricity production from fossil 

fuels does not intervene in the optimal energy mix election. 

 

The mathematical model introduces several constraints: 

• Each RES must annually produce at least 10% of the total electricity production from 

RES; 

• The monthly share of electricity production from RES must not exceed the parameter 𝑧, 

to guarantee minimal electricity production from the existing power plant and balance the 

electrical grid. At the same time, 𝑧 is calibrated to avoid the case that electricity 

production exceeds the electricity demand to prevent energy storage installation. 

 

The remaining two free degrees of freedom are varied in a discretised way from 0 to 100%, as 

shown in ¡Error! No se encuentra el origen de la referencia.5.2, obtaining the LCoE as a 

function of the share of solar and wind production. 
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Table 5.2. LCoE (€/MWh) as a function of photovoltaic and wind Ratio (%) for 40%. 

𝑎𝑝𝑣 

𝑎𝑤 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0  

10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0   

15 0 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0 0    

20 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0     

25 0 0 0 0 0 0 0 0 1 1 0 0 0 0 0 0      

30 0 0 0 0 0 0 0 1 1 1 0 0 0 0 0       

35 0 0 0 0 0 0 0 1 1 0 0 0 0 0        

40 0 0 0 0 0 0 1 1 1 0 0 0 0         

45 0 0 0 0 0 1 1 1 0 0 0 0          

50 0 0 0 0 0 1 1 1 0 0 0           

55 0 0 0 0 0 1 1 0 0 0            

60 0 0 0 0 1 1 1 0 0             

65 0 0 0 0 1 1 0 0              

70 0 0 0 0 1 0 0               

75 0 0 0 0 0 0                

80 0 0 0 0 0                 

85 0 0 0 0                  

90 0 0 0                   

95 0 0                    

100 0                     

 

 

The worst renewable energy mix scenario produces the maximal potential energy output: 

photovoltaic panels according to the hourly solar radiation, wind and sea wave at rated power. 

According to this analysis, z is evaluated equally to 0.53. Table 5.2 shows the RES mixes that 

satisfy all the conditions above reported, using a Boolean representation. The value one is referred 

to as the energy mixes that are compatible with all constraints above noted. Thus, multiplying the 

values reported in Table 5.1 and Table 5.2, the constrained LCoE matrix is finally obtained (see 

Table 5.3). 

 

Table 5.3. Constrained LCoE matrix for 40. 

 𝒂𝒑𝒗 

𝑎𝑤 0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 

0                      
5                      
10           279           
15          278 276           
20          276            
25         275 273            
30        275 273 271            
35        272 270             
40       272 270 268             
45      272 270 268              
50      269 267 265              
55      267 265               
60     266 264 262               
65     264 262                
70     261                 
75                      
80                      
85                      
90                      
95                      
100                      
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As shown in Table 5.3, according to all constraints, the best energy mix to cover the 40% of the 

annual electricity demand is composed by 70% wind, 20% solar and 10% sea wave. 

Consequently, the power to install for each source, considering the parameters already described 

above. 

 

 

𝑃𝑤 = 𝑟𝐸𝑑

𝑎𝑤

ℎ𝑒,𝑤

 𝑃𝑝𝑣 = 𝑟𝐸𝑑

𝑎𝑝𝑣

ℎ𝑒,𝑝𝑣

 𝑃𝑠𝑤 = 𝑟𝐸𝑑

1 − 𝑎𝑤 − 𝑎𝑝𝑣

ℎ𝑒,𝑠𝑤

 (5.8) 

 

 

Table 5.4: Proposal of the energy mix for AG. 

Reference Solar Wind Sea wave 

Power to be installed [kW] 1509 2100 640 

Rated power of the device 3 60 80 

n. device 503 35 8 

Annual electricity production  

[MWh/year] 
2947.4 10463.4 1548.5 

 

 

To replace the 40% of the current electricity demand, the best energy mix from an economic point 

of view requires the installation of 1509 kW of photovoltaic panels (subdivided into 503 small 

roof-integrated plants), 2100 kW of wind turbines (35 wind plants) and 640 kW of wave energy 

converters (8 devices). In this way, the estimated annual electricity production is equal to 2947.4 

MWh/year for solar panels, 10463.4 MWh/year for wind turbines analysed and 1548.5 MWh/y 

for sea WECs. 

 

 

Figure 5.5. Electricity demand and potential renewable electricity production. 

 

The energy mix can reduce the energy price to 0.260 €/kWh from the current value equal to 0.282 

€/kWh (data of 2015). An avoided annual expenditure in all Italian energy bill equivalent 

to0.797million euros (a reduction of 7.67 % of the current spending) is estimated thanks to the 

decrease in electricity production from fossil fuels.  

From an environmental point of view, the fuel consumption is reduced by 3170 tons of oil, 

corresponding to an avoided emission of 9963 tons of CO2 per year. 

Since sea wave technology is still prototypical, an alternative simulation was also investigated, 

removing the constraint on the minimal electricity production from this energy source. In this 

case, the proposed energy mix includes 40 wind turbines, producing the 80% of RES 
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production, and 503 PVP (same value of the previous simulation); therefore, the entire sea wave 

electricity production should be entrusted to wind turbines. The same environmental results could 

be achieved. From an economic point of view, the annual avoided expenditure is equal to 0.973 

million euros, due to the lower investment to accomplish this energy mix. The LCoE is 

consequently reduced to 0.255 €/kWh.  

However, both scenarios are almost equivalent if the grid stability is investigated. Thus, although 

the installation of sea wave energy converters represents a suboptimal solution from an economic 

point of view, the first energy mix is considered in the following Section to obtain useful results 

for a potential installation of first pilot plants.  

 

5.4. Grid stability analysis 
Power systems security is based on frequency stability concerning the inertia and kinetic energy 

variation of the synchronous area for each typical hour during the year. Two scenarios are verified 

in this section considering two different hourly production trends from RES during a typical week 

in summer and winter, starting from the previous section's results. The transient stability is 

analyzed considering an imbalance due to the sudden load lack following a short circuit occurring 

at bus 65 located two kilometers from the power plant (See Figure A.1). The fault occurs at the 

simulation time “1 second”. The procedure performed for the study is described below:  

• The typical load profiles are obtained according to two different contributions from RES 

defined in Scenario A and Scenario B below explained; 

• For each scenario, typical summer and winter weeks are investigated, to evaluate the 

power system inertia at each hour, considering the contribution from RES. The inertia 

constant of the power system in operation is determined according to Equation (2.2). To 

evaluate the number of active generators, the real daily operating plan of the diesel 

engines provided by the utility is considered; 

• Based on Equation (2.2), the hours corresponding to the maximum and minimum inertia 

constants of the power system are found for the winter and summer weeks. For those 

hours, the non-synchronous penetration level (NSPL), defined as the measure of the non-

synchronous generation for the instantaneous simulated scenarios time [97], expressed in 

percentage according to Equation (5.11): 

 

 

𝑁𝑆𝑃𝐿 =
𝑃𝑤 + 𝑃𝑝𝑣 + 𝑃𝑠𝑤

𝑃𝑤 + 𝑃𝑝𝑣 + 𝑃𝑠𝑤 + 𝑃𝑠𝑦𝑛
 (5.91) 

 

 

where 𝑃𝑠𝑦𝑛 is the power produced by synchronous generators. 

 

• As introduced before, the fault is simulated at the time step 𝑡 = 1𝑠 in the hours when the 

power system inertia is maximum and minimum. 

 

The two scenarios considered in the analysis are below reported. 

 

Scenario A or Worst Scenario. This case study models the worst condition for the local electrical 

grid. The hourly electricity production trend from RES defined as 𝑃𝑟𝑒𝑠 is obtained, assuming sea 

wave and wind power productions equal to their rated power for every hour, while PV plants 

produce according to the daily trend of solar radiation. The parameters considered for Scenario A 

are represented in three events with different penetrations of RES production to the power system: 

 

• Event A0: 𝑃𝑟𝑒𝑠 is 100% in service for every hour;
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• Event A1: 𝑃𝑟𝑒𝑠 is 88% in service for every hour, with the condition that must participate 

in the electricity production during each hour, at least one synchronous generator; 

• Event A2: 𝑃𝑟𝑒𝑠 is 88% in service for every hour, with the condition must participate in 

the electricity production during each hour as the minimum of two active synchronous 

generators. 

 

The comparison between the typical load profiles (delivered by the local energy producer) and 

the RES penetration according to each event on the island every hour are reported in Figure 5.6. 

 

 

 
Figure 5.6. Scenario A: Typical load profile with RES penetration:  

a) summer week and b) winter week. 

 

 

Scenario B or Probabilistic scenario. This case study introduces a more realistic condition, 

evaluating the hourly energy producibility by considering the data collected in two different years 

about sea wave, wind and solar radiation, and assuming each source the condition that 

corresponds to the maximal electricity production. Scenario B use three Events with different 

penetrations of RES electricity production: 

 

• Event B0: 𝑃𝑟𝑒𝑠 is 100% in service every hour; 

• Event B1: 𝑃𝑟𝑒𝑠 ≤ 3𝑀𝑉𝐴 with the condition that must participate in the electricity 

production during each hour, at least one synchronous generator; 

• Event B2: 𝑃𝑟𝑒𝑠 ≤ 3𝑀𝑉𝐴 with the condition that must participate in the electricity 

production during each hour as a minimum of two active SGs. 

 

Figure 5.7 shows the comparison between the typical load profiles (delivered by the local energy 

producer) and the RES penetration according to each Event on the island every hour.
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Figure 5.7. Scenario B: Typical load profile with RES penetration:  

a) summer week and b) winter week.  

 

Considering the energy produced by RES and the load profiles in Figures 5.6 and 5.7, the inertia 

of the system is evaluated hour by hour for the two typical weeks as shows Figure 5.815.8. 

Figure 5.8 shows how the system inertia constant varies along a Summer and Winter week.  In 

particular, the system inertia continually decreases since the production from RES increases and 

the number of SGs in operation decreases. Besides the number of synchronous generators in 

operation for each hour, the sum of the rated apparent powers of the synchronous generators 

influences the value of the inertia.   

The trends in Figure 5.8 show that IR is between 0-2.75 s. This means that in some situations, 

characterized by a high share of renewables, all synchronous generators are disconnected from 

the grid, and the inertia goes to zero. This happens, in particular, when renewables are 100% in 

service every hour. 

Table 5.5 reports 24 different power system states corresponding to the minimum and maximum 

inertia of the system, evaluated according to Equation (5.10). Each state is identified by a code, 

whose structure is the following 

 

#𝑐𝑜𝑑𝑒 =  𝑥1𝑥2. 𝑥3. 𝑥4 

 

where: 

 𝒙𝟏 indicated the scenario (A or B) 

 𝒙𝟐 indicates the event (0, 1, 2) 

 𝒙𝟑 indicates the value of the inertia constant of the system (1 for minimum inertia; 2 for maximum 

inertia) 

 𝒙𝟒 indicates the season (1 for summer and 2 for winter).
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Figure 5.81. Trend inertial response in RES presence: (a) Scenario A, Winter; (b) Scenario A, 

Summer; (c) Scenario B, Winter; (d) Scenario B, Summer 

 

For the 24 cases in Table 5.5, a dynamic stability analysis is performed by NEPLAN. The 

disturbance occurs at 𝑡 = 1𝑠, and the observation window is set equal to 10 seconds. Figure 5.9 

shows grid frequency oscillation for the 24 Events from Table 5.5.  

 

Table 5.5. Simulated Events overview. 

Simulation 
Active 

Generators 
NSPL 𝑇𝑁 [s] 

A0.1.1 G4 58% 0.54 

A0.1.2 - 100% 0.00 

A0.2.1 G4-G8 43% 1.48 

A0.2.2 G8 100% 2.34 

A1.1.1 G7 54% 0.57 

A1.1.2 G3 74% 0.30 

A1.2.1 G4-G8 38% 1.48 

A1.2.2 G8 87% 2.34 

A2.1.1 G3-G7 45% 0.67 

A2.1.2 G1 20% 0.92 

A2.2.1 G7-G8 45% 1.70 

A2.2.2 G1-G8 59% 2.75 

B0.1.1 G5-G7 26% 0.91 

B0.1.2 - 100% 0.00 

B0.2.1 G4-G7-G8 13% 1.71 

B0.2.2 G8 86% 2.34 

B1.1.1 G5-G7 26% 0.91 

B1.1.2 G3 75% 0.31 

B1.2.1 G4-G7-G8 13% 1.71 

B1.2.2 G8 34% 1.29 

B2.1.1 G5-G7 26% 0.92 

B2.1.2 G3-G5 55% 0.51 

B2.2.1 G4-G7-G8 13% 1.71 

B2.2.2 G1-G8 61% 2.75 

 

The trends in Figure 5.9. show that: 

• in all cases, the grid frequency shows a typical trend occurring in the case of load loss. In 

22 out of 24 cases the frequency initially increases, reaching a peak in less than one 

second due to the unbalance between generation and load. Then, it decreases again 

reaching a new steady-state value due to the action of the speed regulators of the diesel 

generators; 

• the frequency has more significant oscillations when RES contribution is greater than 

28% of the synchronous generation, and only one active synchronous generator is 

working. This is mainly due to lower values of both the system inertia and the primary 

regulation reserve of the generating systems depending only on the synchronous 

generators; 

• in 22 out of 24 cases, the system reaches a new stable condition in less than 10 seconds, 

therefore in a time interval totally compatible with the grid code. The new conditions area 

far from the upper-frequency limit allowed for the isolated grid (51.5 Hz);
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• the system is stable in 22 cases, with limited deviation from the rated frequency, while 

the upper limit frequency relays (set to 51.5 Hz) detach the synchronous generators in 

two cases: A0.1.2, B0.1.2.  

 

 
 

Figure 5.9. Grid frequency in the case of 3-phase short-circuit in the grid:  

a) Scenarios A0 and B0, b) Scenarios A1 and B1, and c) Scenarios A2 and B2. 

 

For a further analysis of the dynamic stability issue, the RoCof is introduced, according to 

Equation 5.12: 

 

 

𝑅𝑜𝐶𝑜𝐹 =
 𝑑𝑓

𝑑𝑡
|

𝑡=0+
=

𝑓𝑜𝑃𝑘

2 ∑ 𝐻𝑖 . 𝐴𝑛,𝑆𝐺,𝑖
𝑛
𝑖=1

 (5.12) 
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where 𝑓𝑜 is the rated frequency and 𝑃𝑘 represents the power disturbance in the grid (in the 

examined case, the detachment of loads due to the 3-phase short-circuit). Although in Lampedusa 

RoCoF protections are not present, the analysis is presented for its theoretical value. 

The analysis gave the following results: 

• number of Events with RoCoF below 2%: 5; 

• number of Events with RoCoF between 2% and 3%: 6; 

• the number of Events with RoCoF exceeding 3% (Maximum limit from ENTSO-E, 

2017): 13. 

 

Therefore, 22 of the examined cases are acceptable from the point of view of grid stability. In the 

presence of RoCoF protections, 13 of the contested cases should be further analysed to ensure 

that, in every possible disturbance event, the system could maintain its stability considering the 

electricity production from RES in the scenarios above investigated without the intervention of 

the RoCoF relays. 

 

5.5. Conclusion 
A mathematical model has been introduced to investigate a feasible energy mix to supply small 

islands, considering solar, wind and sea wave sources.  

From the environmental point of view, the installation of RES can avoid the emission of 9960 

tons of CO2/year and the consumption of 3170 tons of diesel per year. The main limitations to 

increase furthermore the RES production are related to the seasonal and daily variation of the 

electricity demand and production.  

Since PV plants and modern wind turbine generators are connected through power converters, 

they do not offer a natural inertial response. This condition can lead to instability issues, thus 

particular measures for avoiding power blackout must be implemented. For example, power 

storage units can be installed both for increasing the RES share and, thanks to specific advanced 

controls (synthetic inertia, fast frequency regulation and so on) for injecting/absorbing power in 

the grid and compensating generation of load imbalances (These will be examined in chapters 6 

to 8). 
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Chapter 6 

VSC control strategies to allow high penetration 

RES  
 

 

 

6.1. Introduction 
The presence of unpredictable RES-based generators in the grid poses many problems like the 

more difficult generation-load balancing and frequency instability. Due to the irregular and 

uncertain production from solar and wind sources, a grid having a high penetration of these 

sources can be exposed to sudden changes of active and reactive power flows [40]. Moreover, in 

the presence of a generation-load unbalance, being lower the system inertia and kinetic energy, 

system stability is threatened. 

To limit these issues, it is necessary to introduce proper control structures for managing inverter-

interfaced RES in order to provide ancillary services to the power system. Fast Frequency 

Response (FFR) and Virtual Inertia (VI) are the most famous among these services. The two 

controls are usually applied to grid-following converters to support the grid in a fast way during 

unbalances. Nevertheless, other control structures are proposed in the literature. In this thesis, the 

inverter is assumed to be a Voltage Source Converter (VSC) where the control topology plays an 

essential role in its use in the isolated grid. Three control structure are chosen and compared: a 

classical Cascaded Current Control (CCC) [98], a Virtual Synchronous Machine (VSM) control 

and, finally, a VSM with Current Control (CC) and Reference Control (RC). The aim of this 

chapter is to evaluate the VSC with various internal control strategies for different values of the 

Short Circuit Ratio (SCR) to study both cases of the weak and robust grid. 

 

6.2. Model of the system 
Figure 6.1 shows a single-bus model of the power system used in the following to compare the 

behaviour of a VSC with VSM (converter E-S.1) and CCC control (converter E-S.2) [43]. The 

VSC is connected to the Point of Common Coupling (PCC) through an RL-filter, composed by a 

resistance 𝑅𝑓 and an inductance 𝐿𝑓, and regulates the PCC voltage within the specified limits by 

providing the required reactive power support. The RL-filter inductance is 0.1 p.u. while the 

resistance is 0.01 p.u. 

The ideal grid is an AC-voltage generator Vg. (infinite bus) connected to the PCC by a grid 

impedance Zg modelled by a resistance Rg and an inductance 𝐿𝑔 The controllers have as main 

goal to create AC-voltage 𝑉𝑣𝑠𝑐 through internal control loops. E-S.1 uses current feedback control 

using coordinate transformation while E-S.2 uses a control that provides VI and damping.  
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Figure 6.1. Model of the power system.  

The SCR expresses the rate between the grid short circuit power 𝑆𝑠𝑐  and the VSC power 𝑆𝑠𝑐: 

 

 

𝑆𝐶𝑅 =
𝑆𝑠𝑐

𝑆𝑣𝑠𝑐
 

 

(6.1) 

𝑆𝑠𝑐 =
𝑉𝑔

2 

𝑍𝑔
 

 

                                                                           

The SCR is inversely proportional to 𝑍𝑔, if the SCR value is low, the grid is weak. Therefore, 

varying the SCR value from 1 to 10 it is possible to analyze the impact of 𝑍𝑔 passing from weak 

to strong grids (Table 6.1). 

Table 6.1. 𝑍𝑔for varying SCR. 

SCR 𝐿𝑔 [H] 𝑅𝑔 [Ω] 

1 0.0001 0.041 

3 0.0003 0.122 

5 0.0005 0.204 

7 0.0008 0.286 

10 0.00108 0.408 

 

6.3. CCC structure  
The structure of a cascaded loop shows the integration of an inner and an outer [99]. According 

to Figure 6.2, 𝐶𝐶𝐶1  represents the traditional CC feedback that regulates the three-phase voltages 

through the transformation of coordinates. 𝐶𝐶𝐶2 represents an external loop that uses 𝐶𝐶𝐶1 as its 

actuator. These internal controls are independent of each other but sequentially linked by the 

frequency-domain analysis. 𝐶0 and C are the input and output of the system. Finally, 𝑉0 and 𝑉𝑐 

are compensating internal ties. The purpose of the CCC split control technique must ensure that 

𝐶𝐶𝐶1 has greater stability than 𝐶𝐶𝐶2. 𝐶𝐶𝐶2 must respond faster that CCC1, which means that it 

has smaller bandwidth [47], [100], [101]. 

 

Figure 6.2. CCC block diagram.
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The characteristics of CCC are: 

 

• the power system quickly stabilises and has fact response from internal loops in steady-

state; 

• CCC does not emulate inertia and does not have the capability of regulating voltage; 

• the outer loop bandwidth should be smaller than the inner loop’s because the inner loop 

must reach the steady-state more rapidly; 

• CCC allows overcurrent protections. 

 

Figure 6.3 shows the proposed overall control scheme for the CCC. In Figure 6.3 are shown three 

controllers for generating a three-phase voltage 𝑉𝑣𝑠𝑐(𝑎𝑏𝑐), which are: 

• a Phase-Locked Loop (PLL) to track the grid voltage angle 휃𝑝𝑙𝑙 through 𝑉𝑝𝑐𝑐; 

• a CC block used to protect the converter from overcurrent; 

• an RC block used to obtain the CC input and coordinate the transformation abc/dq and 

dq/abc. 

  

 

 

Figure 6.3. The CCC scheme. 

The control needs the measurement of power, current and voltage at the PCC (𝑃𝑝𝑐𝑐 , 𝐼𝑝𝑐𝑐, 𝑉𝑝𝑐𝑐). 

Current and voltage at the PCC are the input for the block that performs the abc/dq transformation. 

The transformation blocks abc/dq and dq/abc use the angle 휃𝑝𝑙𝑙 for generating 𝐼𝑑𝑞 and 𝑉𝑑𝑞, which 

are the inputs of the CC and RC controllers. Moreover, 𝑃𝑝𝑐𝑐 is used as an input of RC. V and Pref 

are the reference signals for voltage and active power. 

 

CC is described by the following equation [102]: 

 

 

𝑉𝑣𝑠𝑐
𝑑𝑞∗

= 𝑉𝑝𝑐𝑐
𝑑𝑞

+ 𝐶𝐶 ∙  𝐼𝑑𝑞 + 𝐺𝑐 ∙ (𝐼𝑑𝑞
∗ − 𝐼𝑑𝑞) (6.1) 

 

 

where 𝑉𝑣𝑠𝑐
𝑑𝑞∗

 represents the reference signal for VSC voltage in dq coordinates, 𝑉𝑝𝑐𝑐
𝑑𝑞

 represents the 

PCC voltage in dq coordinates, 𝐶𝐶 represents decoupling terms expressed as ±𝜔0𝐿𝑓𝐼𝑑𝑞  and 𝐺𝑐 

is the transfer function of a PI controller with proportional gain 𝑘𝑝,𝐶 =∝𝑐𝑐 𝐿𝑓 and integral 
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gain 𝑘𝑖,𝐶 =∝𝑐𝑐 𝑅𝑓 , where 𝛼𝑐𝑐 represents the CCC bandwidth. The integral gain reduces the 

steady-state error while the proportional gain is associated with the ripple. By tuning these two 

parameters, excellent dynamic performance can be achieved [103], [104].  

  

A method for the tuning of ∝𝑐𝑐 is presented in [49]. In Figure 6.5 the results of some simulations 

performed in PSCad environment for Lampedusa are shown for ∝cc assuming the values of 1215, 

607 and 304 rad/s. An active power step of 0.7 p.u. at the instant t = 0.5 s is considered in Figure 

6.5 a) and a voltage step of 0.02 p.u. is considered in Figure 6.5 b). 

 

 

 

Figure 6.4. CC block diagram. 

 

 

Figure 6.5: CVC active power (a) and voltage (b) response during a power/voltage reference step 

for different values of ∝cc. 

Assuming ∝𝑐𝑐  equal to 1215 rad/s, Figure 6.6 shows the results of other simulations performed 

considering the following reference active power steps: 1;0.5; 0.2 in p.u.
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The trend of Figure 6.6 is always the same for different values reference power. The reason is that 

the closed-loop function 𝐺𝑐 given in Equation.6.1 depends only on the chosen value for ∝𝑐𝑐. 

 

Table 6.2 shows the analysis of overshoot Se% and settling time Τ𝔞ℇ. 

 

Table 6.2 Different response characteristics from CCC. 

Reference 
VSC Active Power 

20% 50% 100% 

𝑆𝑒% 59.7 56.4 50. 

Τ𝔞ℇ 0.6 0.6 0.6 

 

 

 

Figure 6.6. CC response for a reference power step and a reference voltage step, a) Active power 

for different RES penetration and b) PCC voltage for different RES penetration. 

 

Two block diagrams represent the RC [105], [106], that provides the dq input to the CC. The first 

one is an active power close loop for the d-axis current reference 𝐼𝑑
∗ . The second is a reactive 

power close loop for the q-axis current reference 𝐼𝑞
∗. In this context, Figure 6.6 shows the vector 

diagram and the control block of the dq-current 𝐼dq, where I is in phase with the voltage 𝑉pcc, and 

𝐼q can be used to control the PCC-reactive power Qpcc. 
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Figure 6.7. Vector Diagram and RC controllers. 

 

The controller has an open-loop structure described by the following equations: 

 

𝐼𝑑
∗ = (𝑃𝑟𝑒𝑓 − 𝑃𝑣𝑠𝑐 )𝐺𝑅,𝑃 = (𝑃𝑟𝑒𝑓 − 𝑃𝑣𝑠𝑐 )𝐺𝑐,𝑑𝑅𝑀𝑑𝑅 

 

𝐼𝑞
∗ = (𝑄𝑟𝑒𝑓 − 𝑄𝑣𝑠𝑐 )𝐺𝑅,𝑄 = (𝑄𝑟𝑒𝑓 − 𝑄𝑣𝑠𝑐 )𝐺𝑞,𝑐𝑅𝑀𝑞𝑅 

 

(6.2) 

 

where: 

• 𝐺𝑐,𝑑𝑅 is the transfer function of the PI controller with proportional gain 𝑘𝑝,𝑅𝑃 =

∝𝑅𝑃 𝐿𝑓 and integral gain 𝑘𝑖,𝑅𝑃 =∝𝑅𝑃 𝑅𝑓; where 𝛼𝑅𝑃 = 10 𝛼𝑐𝑐⁄  represents the bandwidth; 

• 𝑀𝑑𝑅 represents a limiter between 0 to 1.2 p.u.; 

• 𝐺𝑞,𝑐𝑅 is the transfer function of the PI controller with proportional gain 𝑘𝑝,𝑅𝑄 =

∝𝑅𝑄 𝐿𝑓 and integral gain 𝑘𝑖,𝑅𝑄 =∝𝑅𝑄 𝑅𝑓; where ∝𝑅𝑄 ≈ −0.01 ∝𝑐𝑐; 

• 𝑀𝑞𝑅 represents a limiter between -1 to 0 p.u.;  

• 𝑄𝑟𝑒𝑓 represents the VSC reference reactive power and is set equal to 0 p.u. 

 

Figure 6.8 shows the output of the RC controller for ∝𝑐𝑐= 125 and 62.5 𝑟𝑎𝑑/𝑠 considering a 

power step at t = 0.5 s. 

 

 

 

Figure 6.8. The output of the RC during a reference power step for different ∝𝑐𝑐. a) d axis and b) q 

axis. 
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The last block characterizing the CCC is PLL. In order to synchronize the converter to the grid, 

it is necessary to implement a PLL. The control algorithm uses the output and input signals 

feedback circuits [46]. A block diagram of the conventional PLL designed is shown in Figure 6.8. 

The PLL operation starts by measuring the instantaneous AC output voltage at the PCC 𝑉𝑝𝑐𝑐(𝑎𝑏𝑐), 

then this information is converted by an abc/dq transformer in dq-voltage 𝑉𝑝𝑐𝑐(𝑑𝑞). The voltage 

𝑉pcc(q) is the input of the PLL filter in the proportional-integral form 𝐺𝑝𝑙𝑙. The filter calculates 

the grid voltage angular frequency change ∆𝜔, which is added to the reference angular frequency. 

In this way, the grid angular frequency 𝜔pll and the angle θpll are evaluated [107], [108]. 

 

 

Figure 6.8. PLL block scheme. 

 

𝐺𝑝𝑙𝑙 represents the transfer function of a PI control with a proportional gain 𝑘𝑝,𝑝𝑙𝑙 = 2𝛼𝑝𝑙𝑙   and 

an integral gain 𝑘𝑖,𝑝𝑙𝑙 = 𝛼𝑝𝑙𝑙
2 , where 𝛼𝑝𝑙𝑙 represents the PLL bandwidth. To maintain the 

synchronism condition Δθ = 0, the PLL must reset Δθ by varying the speed 𝜔𝑟. Therefore, with 

x̂ = [ωr̂, θ̂]T, the linearised estimator can be expressed in state-space form as 𝑑�̅� 𝑑𝑡⁄ = 𝐴�̅� +
𝐵휃 with the polynomial characteristic of this PLL is given by: 

 

 

𝑑𝑒𝑡(𝑠𝐼 − 𝐴) = 𝑠2 + 𝛾2𝑠 + 𝛾1 (6.3) 

 

 

The poles of Equation 6.3 can be selected according to two perspectives 

• two poles with an imaginary part, obtaining a second-order response; 

• two poles with a real part getting a reasonable reaction. 

 

In [109], they remarked that the PLL tuning must have: speed, precision and adequate action in 

case of a sudden voltage phase jump. A good compromise between these requirements is to keep 

bandwidth low to properly reject possible harmonics, to maintain a high dynamic response. For 

these reasons, a αpll = π rad/s is considered. Figure 6.9 shows the PLL response (grid frequency 

fref=50 Hz) for the voltage reference passing with a step from 0 p.u. to 1p.u. at t =0.5 s. 

 

 

Figure 6.9. Voltage/Frequency response from PLL during a reference voltage step.
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6.4. Classical VSM-Structure 
The VSM control has the potentiality to allow a compatible grid integration of a VSC even in a 

weak isolated grid since it mimics the response of an SG. VSM has been proposed recently [110], 

[111], [112] and [113]. VSM- phase angle 휃𝑣𝑠𝑚 from Swing Control (SC) is shown in part 1 of 

Figure 6.10. The 휃𝑣𝑠𝑚 is used to generate the voltage 𝑉𝑣𝑠𝑐. The references for the virtual inertia 

and active power allow the choice of the oscillation damping and the inertia support that will be 

used by the converter to overcome the power system needs. The converter can operate in such a 

way that can provide a primary reserve to the grid. 

 

 

Figure 6.10: Basic VSM scheme. 

 
The control process shows that: 

• VSM provides power and emulates inertia and damping; 

• VSM can be modelled in RMS-system studies; 

• VSM contributes to the reduction of the RoCoF; 

• the control succeeds considering delays, even in case of low SCR. 

 

The VSM model proposes a power balance synchronisation mechanism established by the Swing 

Equation: 

 

2𝐻𝑣𝑠𝑚  
𝑑𝜔𝑣𝑠𝑚

𝑑𝑡
= 𝑃𝑟𝑒𝑓 − 𝑃𝑣𝑠𝑐 − 𝐷𝑤𝑣𝑠𝑚 (6.4) 

 
𝑑휃𝑣𝑠𝑚

𝑑𝑡
= 𝜔𝑜𝜔𝑣𝑠𝑚 − 𝜔𝑜 

 

 

where 

• 𝐻𝑣𝑠𝑚 is the virtual inertia of the VSC [s]; 

• 𝜔𝑜 is the rated angular frequency of the system [rad/s]; 

• 𝜔𝑣𝑠𝑚 is the angular frequency at the VSC [p.u.]; 

• 𝑃𝑟𝑒𝑓 is the reference active power of the VSC [p.u.]; 

• 𝑃𝑣𝑠𝑐  is the actual active power output of the VSC [p.u.]; 

• 𝐷 is the virtual damping coefficient of the VSC; 

• 𝛳𝑣𝑠𝑚 is the angle position of the converter voltage concerning a reference frame 

synchronised with the grid and rotating at a constant frequency of in steady-state; 

 

Equation 6.5 expresses 휃𝑣𝑠𝑚 in the Laplace domain: 

 

휃𝑣𝑠𝑚  =
1

𝑠
[𝜔0 + 𝐺𝑣𝑠𝑚(𝑃𝑟𝑒𝑓 − 𝑃𝑣𝑠𝑐)] (6.5) 
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where, 𝐺𝑣𝑠𝑚 represents the transfer function  1 𝑠[2𝐻𝑣𝑠𝑚(𝜔𝑜)−1]⁄ . 

 

Taking into account the VSM model, Figure 6.10 shows the results of some simulations 

performed for different VSC active power reference steps (0.2 p.u.=20%; and 1 p.u.=100%.) with 

inertia constants 0.1 (red line), 3 (blue line), 7 (pink line), 10 s (green line) and damping levels: 

30, 50, 100.   

 

 

 

 

 

 

Figure 6.10. VSM response for different values of Hvsm and D with power step equal to 20% and 

100%. 

 

Figure 6.10 shows that waveform improves with high damping values. Note that the damping is 

opposed to the IR. Below, in Table 6.3 the analysis of overshoot 𝑆𝑒% and settling time Τ𝔞ℇ is 

shown. Table 6.3 allows verifying the similarity of the dynamic response of VSM with D between 

50 to 100; with D in this range, it is possible to obtain a low power fluctuation.  
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Table 6.3. Different response characteristics from VSM.  

Referenc

e 
𝐷 

Active Power Step 

20% 50% 100% 

𝑆𝑒% 

30 60.50% 60.50% 60.50% 

50 42% 42% 42% 

100 13.90% 13.90% 13.90% 

Τ𝔞ℇ[s]  

30 2,9 1,9 1,1 

50 2,9 1,9 1,1 

100 2,9 1,9 1,1 

 

Control methods that provide damping of VSM have been proposed recently in [114].  

The steady-state active power injected by the VSC is given by: 

 

 

𝑃𝑣𝑠𝑚 =
𝑉𝑣𝑠𝑐𝑉𝑔

𝑋𝑓
𝑠𝑖𝑛휃𝑣𝑠𝑚 

 

(6.6) 

Taking into account equations (6.4) and (6.6), the small-signal (∆) analysis of the system leads to 

the following expression: 

 

2𝐻𝑣𝑠𝑚 ∙  
𝑑∆𝜔𝑣𝑠𝑚

𝑑𝑡
= ∆𝑃𝑟𝑒𝑓 −

d𝑃𝑣𝑠𝑚

dθ𝑣𝑠𝑚
∙ ∆𝛳𝑣𝑠𝑚 − 𝐷 ∙ Δ𝜔𝑣𝑠𝑚 

 
𝑑∆𝛳𝑣𝑠𝑚

𝑑𝑡
= 𝜔𝑜 ∙ Δ𝜔𝑣𝑠𝑚 

 
d𝑃𝑣𝑠𝑚

d𝛳𝑣𝑠𝑚
=

𝑉𝑣𝑠𝑐 ∙ 𝑉𝑃𝐶𝐶

𝑋𝑓
∙ 𝑐𝑜𝑠𝛳𝑣𝑠𝑚0 = 𝐾𝑝,𝑣𝑠𝑚 

 

(6.7) 

 

where 𝛳𝑣𝑠𝑚0 [rad] is the steady-state virtual angle and 𝐾𝑝,𝑣𝑠𝑚 represents the synchronising torque 

coefficient. 

To find the relation between the variation of the output power ∆𝑃𝑣𝑠𝑚 and the reference power 

∆𝑃𝑟𝑒𝑓, it is necessary to study the controller response based on Equation 6.7. The system’s linear 

model can be written as follows: 

 
𝑑

𝑑𝑡
[
∆𝜔𝑣𝑠𝑚

∆𝛳𝑣𝑠𝑚
] = [

−𝐾𝑑,𝑣𝑠𝑚 2𝐻𝑣𝑠𝑚⁄ − 𝐾𝑝,𝑣𝑠𝑚 2𝐻𝑣𝑠𝑚⁄

𝜔𝑜 0
] [

∆𝜔𝑣𝑠𝑚

∆𝛳𝑣𝑠𝑚
] + [

1 2𝐻𝑣𝑠𝑚⁄

0
]  ∙ ∆𝑃𝑟𝑒𝑓 

 

(6.8) 

 

transforming Equations 6.7 and 6.8 in the Laplace domain 

 

𝜔𝑣𝑠𝑚 =
1

𝑠2𝐻𝑣𝑠𝑚
( ∆𝑃𝑟𝑒𝑓 −

∆𝑃𝑣𝑠𝑐

𝑑𝛿𝑣
∆𝛿𝑣 − 𝐾𝑝,𝑣𝑠𝑚∆𝜔𝑣𝑠𝑚) 

 

(6.9) 

∆𝛳𝑣𝑠𝑚 = 𝜔o −
∆𝜔𝑣𝑠𝑚

𝑠
 

 
(6.10) 
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∆𝑃𝑣𝑠𝑐 = 𝐾𝑝,𝑣𝑠𝑚∆𝛳𝑣𝑠𝑚 (6.11) 

 

 

∆𝜔𝑣𝑠𝑚 from Equations 6.10 and 6.11 is 

 

 

∆𝜔𝑣𝑠𝑚 =
𝑠𝑃𝑣𝑠𝑐

𝐾𝑝,𝑣𝑠𝑚𝜔0
 

 

(6.12) 

 

From Equations 6.6 and 6.12, after some mathematical passages, the following expressions are 

obtained 

 

 

∆𝜔𝑣𝑠𝑚 (1 +
𝐾𝑝,𝑣𝑠𝑚𝜔0

2

2𝑠2𝐻𝑣𝑠𝑚
+

𝐷

2𝑠𝐻𝑣𝑠𝑚
) =

1

2𝑠𝐻𝑣𝑠𝑚
∆𝑃𝑟𝑒𝑓 

 

 

 

(6.13) 

𝑠𝑃𝑣𝑠𝑐

𝐾𝑝,𝑣𝑠𝑚𝜔0
(1 +

𝐾𝑝,𝑣𝑠𝑚𝜔0
2

2𝑠2𝐻𝑣𝑠𝑚
+

𝐷

2𝑠𝐻𝑣𝑠𝑚
) =

1

2𝑠𝐻𝑣𝑠𝑚
∆𝑃𝑟𝑒𝑓 

 

 

replacing Equation 6.13 in Equation 6.12, it is obtained: 

 

 

 

𝑉𝐷𝑣𝑠𝑚 =
Δ𝑃𝑣𝑠𝑚

∆𝑃𝑟𝑒𝑓
=

 𝜔o𝐾𝑝,𝑣𝑠𝑚

2𝐻𝑣𝑠𝑚

𝑠2  +  
𝐷

2𝐻𝑣𝑠𝑚
𝑆 +

 𝜔o𝐾𝑝,𝑣𝑠𝑚

2𝐻𝑣𝑠𝑚

=
𝜔𝑛

2

𝑠2 + 2ℶ𝜔𝑛𝑠 + 𝜔
 (6.14) 

 

 
where 𝑉𝐷𝑣𝑠𝑚 represents the power imbalance transfer function. The poles from Equation 6.14 are 

−ℶ𝜔𝑛 ± 𝜔𝑛√ℶ2 − 1 , where ℶ is the damping ratio and 𝜔𝑛 represents the natural frequency. 

Equation 6.14 represents a second-order function, where the response can be modified depending 

on the following characteristics:  

 

• for 0<ℶ<1 the poles are complex and conjugated, and therefore the response is oscillatory 

damped; the oscillation frequency, in this case, is given by the imaginary part of the poles 

and an overshoot characterises the system for a step in the reference active power;  

• for ℶ≥1 the poles are real and negatives and therefore the response is non-oscillatory 

damped. In this case, the overall dynamic response of the system is decided by the smaller 

poles, and this maximises the dynamic response of the control of the active power; 

• for ℶ=1 the system has two coincident poles in 𝜔𝑛. In this case, the transfer function in 

Equation 6.14 becomes: 

•  

𝑉𝐷𝑣𝑠𝑚 =
𝜔𝑛

2

(𝑠 + 𝜔𝑛  )2 
 (6.15) 

 

The setting of the values of  ℶ and 𝜔𝑛 must be done correctly, as shown in Figure 6.11, where the 

results of some simulations are reported. Simulations are performed based for an active 
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power step of 0.7 p.u. at t=0.5 s and different values of ℶ (0.1, 0.5, 0.7071) and 𝜔𝑛 (125.6, 62.8, 

31.4, 9.42 rad/s). 

 

 

 

 

Figure 6.11. The response of the VSM to a 0.7 p.u. power step varying the damping ration (a) and 

the natural frequency (b). 

 

D can be calculated as a function of the other parameters. For doing this, it is necessary to find 

𝑉𝑣𝑠𝑐 and δv0 at the steady-state after a step variation of the active power reference. From Equation 

6.14 is therefore obtained the value 𝐷 = 4𝐻𝑣𝑠𝑚ℶ𝜔𝑛 where 𝜔𝑛 = √𝜔𝑜𝐾𝑝,𝑣𝑠𝑚(2𝐻𝑣𝑠𝑚)−1. 

 

For instance, step active power of 0.7 p.u. is considered at the instant t = 0.5 s. In this case, 𝑉𝑣𝑠𝑐 =
1.016 𝑝. 𝑢. and δv0 = 0.0136 𝑟𝑎𝑑 and, from the third of Equation 6.7, it is obtained 𝐾𝑝,𝑣𝑠𝑚 =

1 𝑋𝑓⁄ .  

 

To verify the damping control performance, the results of a simulation in the presence of a double-

phase short circuit are presented below. The short-circuit is applied at the instant t = 5s with short-

circuit resistance 𝑅𝑠𝑐 = 0.5 Ω and 𝐻𝑣𝑠𝑚 is assumed equal to 7 s. Figure 6.12 responds to the active 

power step applied at t=0.5 s (Figure 6.12 a), and the response to the short-circuit (Figure 6.12 b) 

with the assumed values for D and Hvsm are shown. 

 

Figure 6.12 shows that the response to the active power step is fast and without oscillation while, 

in the presence of short-circuit, the derogated current increases by 30 times because VSM control 

is not capable of guarantee overcurrent protection to the VSC. 
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Figure 6.12. Simulation of VSM with Damping Control Loop. 

 

6.5. VSM with CCC 
As shown in Figure 6.12, the VSM control guarantees to the VSC a behaviour like an SG but does 

not guarantee the protection of the converter from overcurrent in the presence of a short circuit in 

the grid. A solution to this problem is to limit the converter current using the CCC described in 

Section 6.3. Therefore, this Section proposes a fusion between VSM and CCC. Figure 6.13 shows 

the new block diagram with the combined controls. Seven blocks are visible: 

• a VSM block implementing the SG equations; 

• a block for taking the measurements of  𝑃𝑝𝑐𝑐 , 𝐼𝑝𝑐𝑐 and 𝑉𝑝𝑐𝑐, which are the input of the 

RC block and the abc/dq block; 

• the abc/dq and dq/abc blocks, using 휃𝑣𝑠𝑚 for the transformations of voltages and currents; 

• a damping controller denominated as DC used to improve the response in the active 

power of the VSC; 

• a CC used to protect the converter from overcurrent; 

• a RC used to obtain the converter input of the current control and coordinate the abc/dq 

and dq/abc transformation; 

𝑃𝑟𝑒𝑓, 𝐻𝑣𝑠𝑚 are reference variables while 𝐿𝑓 and 𝜔0 are complementary variables [115], [116].   
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Figure 6.13. VSM-CCC fusion. 

 

6.5.1. Comparison between CCC and VSM+CCC in the presence of time delay 

All the simulations presented in the previous sections in order to compare the various control 

strategies were conducted in the ideal case in which there is no time delay in the control. In that 

case, the dynamics of the converter and the grid were compatible: it means that even if the 

dynamics of the grid are fast, since the converter is fast enough, it can follow the oscillations of 

the parameters effectively. But if a delay Δt is introduced in the measurement or the control 

system, the current that is delivered at the instant t + Δt based on the current measured at time t is 

different from the current that would be provided in the ideal case at time t. This difference 

depends on the dynamics of the grid. If the grid is robust, then even supplying a significant 

component of reactive current, the voltage oscillations are contained just because the grid is 

strong. It means that, in all cases, the delay does not have much influence on the control. In case 

of a weak grid, instead, as soon as the VSC sets the reference current necessary to supply the right 

reactive power to reach the new voltage value, the voltage itself will vary significantly: the grid 

dynamics will be therefore very fast and, considering the delay (as in the real case), the controller 

may not be able to be effective [117].   

 

In this section, the CCC and the VSM+CCC control are compared, considering a delay in the 

control structure. The system to which refer is the one presented in Figure 6.1. The E-S.1 converter 

is based on VSM+CCC and can provide virtual inertia and damping. The E-S.2 converter is based 

on CCC with current feedback control through coordinate transformation.  

To test the performances of the two converters in extreme fault conditions, a double-phase short-

circuit with a short-circuit resistance 𝑅𝑠ℎ = 10 Ω is applied to the grid at the instant t = 10 s. A 

robust grid with SCR=10 and a weaker grid with SCR=5 are considered. A time delay 𝑇𝑑 = 1.5𝑇𝑠 

with 𝑇𝑠 indicating the sampling time (sampling rate fs of about 1-5 kHz) is introduced. The VSM 

has the following parameters 𝐻𝑣𝑠𝑚 = 7𝑠 , ℶ= 0.707.  
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Figure 6.14. Controllers response during a load step. 

 

The trends in Figure 6.14 show sthat: 

• the E-S.1 converter with VSM control has a variable active power trend that depends on 

the SCR; 

• the E-S.2 converter with CCC has the same VSC's active power trend for the two different 

SCR values; 

• E-S.1 response speed is slower than E-S.2; 

• E-S.1 has an active power overshoot of 4 p.u. while E-S.2 has an overshot of 0.2 p.u.; 

• in the case of SCR, E-S.1 is not capable of supporting a weak grid. PCC-voltage is 12% 

over the allowed range in the case of SCR = 5.   

 

 

6.5.2. Presence of a load at the PCC 

In the case of a load connected to the PCC (Figure 6.15), the internal control (present both in the 

CCC and in the VSM+CCC) can be modified through a reduction of the grid using a Thevenin 

equivalent impedance 𝑍𝑡ℎ = 𝑅𝑡ℎ + 𝑗𝜔𝑂𝐿𝑡ℎ [118].   
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Figure 6.15. The grid model with a load connected at PCC. 

In this case, Equation 6.1 is rewritten as it follows: 

 

 

𝑉𝑣𝑠𝑐
𝑑𝑞∗

= 𝑉𝑝𝑐𝑐
𝑑𝑞

+ ±𝜔𝑂𝐿𝑡ℎ ∙  𝐼𝑑𝑞 + 𝐺𝑐,𝑡ℎ ∙ (𝐼𝑑𝑞
∗ − 𝐼𝑑𝑞) (6.16) 

 

 

where 𝐺𝑐,𝑡ℎ represents the transfer function of a proportional-integral PI block with 

• proportional gain 𝐾𝑝,𝑡ℎ =∝𝑐𝑐,𝑡ℎ 𝐿𝑡ℎ   

• integral gain 𝐾𝐼,𝑡ℎ =∝𝑐𝑐,𝑡ℎ 𝑅𝑇𝐻  

• bandwith ∝𝑐𝑐,𝑡ℎ 

and the equivalent Thevenin impedance is: 

 

𝑍𝑡ℎ =
(𝑅𝑙𝑜𝑎𝑑 + 𝑗𝜔𝑂𝐿𝑙𝑜𝑎𝑑)(𝑅𝑔 + 𝑗𝜔𝑂𝐿𝑔)

(𝑅𝑙𝑜𝑎𝑑 + 𝑗𝜔𝑂𝐿𝑙𝑜𝑎𝑑) + (𝑅𝑔 + 𝑗𝜔𝑂𝐿𝑔)
 

 

(6.16) 

 

[119], [120], [121] some techniques show a better performance of the VSC in terms of power 

quality with the impact of the load using an impedance estimation into CCC. The methods by grid 

impedance estimation are generally passive [119], [121] and active [122]. For this case, a simple 

passive method like [121], [123],  is proposed. In this way, an estimator for inductance (𝑳𝒕) and 

estimator resistance (𝑹𝒕) derived from the power system model is proposed to use into cross-

coupling ( 𝑾𝑹𝒗) and the calculation of the PI parameters as shows Figure 6.17. Also, an active 

resistance (𝑹𝒗) is added to reduce the current error by increasing the integral parameter of the PI, 

generating the possibility of active damping within CCC. 

  

 Figure 6.16. Internal current control with impedance estimator. 

where  

 𝐺𝐶,𝐺𝐼𝐸 represents the transfer function of a proportional-integral PI block with  a proportional 

gain 𝑘𝑝,𝐺𝐼𝐸 =∝𝐺𝐼𝐸 𝐿t and integral gain 𝑘𝐼,𝐺𝐼𝐸 =∝𝐺𝐼𝐸 (𝑅𝑡 + 𝑅𝑣). 

∝𝐺𝐼𝐸 represents the GIE bandwidth.
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𝐿𝑡 is the sum of 𝐿𝑓 and 𝐿𝑡ℎ and 𝑅𝑡 is the sum of 𝑅𝑓 and 𝑅𝑡ℎ. 

𝑅𝑣 can be calculated since an integral part as 𝑅𝑣 =∝𝐺𝐼𝐸 𝐿𝑡 − 𝑅𝑡. 

 

In the following, the input reference current If
dq∗

  can be expressed as: 

 

𝐼𝑓
𝑑𝑞∗

= [
𝑉𝑔

𝑑𝑞∗
− 𝑉𝑔

𝑑𝑞
+ ( 𝑮𝑹𝑪,𝑮𝑰𝑬 −  𝑊𝑅𝑣)  ∙ 𝐼𝑓

𝑑𝑞

 𝑮𝑹𝑪,𝑮𝑰𝑬
] 𝐶𝐿 (6.18) 

Where 𝑪𝑳 represents the transfer functions of a current limiter necessary for limiting overcurrents 

during transients and  𝑮𝑹𝑪,𝑮𝑰𝑬 represents the transfer function of a proportional-integral PI block 

with a proportional gain 𝒌𝒑,𝑮𝑰𝑬 =∝𝑮𝑰𝑬 𝑳𝐭 and integral gain 𝒌𝑰,𝑮𝑰𝑬 =∝𝑮𝑰𝑬 (𝑹𝒕 + 𝑹𝒗). ∝𝑹𝑪𝟐 

represents the RC2 bandwidth. 

The setting parameters are; a step active power of 0.7 p.u. activated at the instant t = 5 s, 𝑇𝑣𝑠𝑚:7 

s, ∝𝐶,𝐺𝐼𝐸: 1215 𝑟𝑎𝑑/𝑠 and ∝𝑅𝐶2: 121 𝑟𝑎𝑑/𝑠 and perturbation with 𝑅𝑠ℎ: 0 Ω and 10 Ω between  

𝑅𝑡ℎ and 𝐿𝑡ℎ. 

 

 

Figure 6.17. Controllers response with impedance estimation and active resistance during a load 

step. 

The trends in Figure 6.19 reveals the following aspects:  

• the settlement time Taε from PCC-voltage trend was evaluated as the time taken by the 

response to definitively enter in a band between ±3% of the steady-state value after the 

step voltage; in this case, it is set ε% = 0.3 of the steady-state value that corresponds to 

0.3 kV. These values are not placed in tables because after the fault the voltage is within 

this range; 

• the simulation results show that the virtual impedance has a visible improvement into 

system stability and current sharing ability are strongly enhanced; 
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• the controls require almost 15 s to stabilise in the event of extreme failure resistance; 

• E-S.2, allows the VSC to produce only 78% of the reference at 26 s this means that it is 

slower than E-S.1. 

 
 

6.6. Conclusion 
The chapter presented an overview of two internal control strategies for a VSC in a simple isolated 

power system in stable-state. The simulations were made by varying reference power in different 

steps and demonstrating the best option for independently setting parameters of each control. On 

the other hand, the control system setting parameters are based on the variations of power 

production that cause voltage fluctuations in the PCC between the converter and the AC grid. A 

low value of the grid impedance at the PCC reduces the voltage fluctuations, resulting in a robust 

grid. The dynamic response of the two controls is good at steady-state. In particular, CCC is faster 

than VSM. Below a comparison is reported of the two internal controls for the VSC in Table 6.4. 

 

Table 6.4. Comparison of VSM/CCC. 

Description CCC VSM 

Possibility of high-frequency instabilities x x 

Increased RoCof  x  

Emulates inertia  x 

Provides synchronising power and voltage reference  x 

Not have the capability of regulating voltage x  

Control succeeds considering delays, even in case of low 

SCR 
 x 

Can be modelled in RMS system studies   x 

Contributes to RoCof   x 
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Chapter 7 
 

VSM+CCC application for improving system 

stability in the presence of RES 
 

 

 

7.1. Introduction 
This Chapter investigates how VSM+CCC control for inverter-interfaced renewable energy 

sources can be effectively used for improving the dynamic stability in small islands not supplied 

by the main grid. In the proposed analysis, the RES-based generators of Lampedusa island are 

assumed interfaced to the grid by VSC with a swing controller and a CCC with two different 

options for the RC control for regulating the voltage at the PCC and the active power output [52] 

[48]. Firstly, the hourly electricity production and demand of the island are analysed during 

typical Winter and Summer days and the power system inertia is calculated hour by hour, looking 

for the most critical condition in terms of the reduced IR of the generating system in the presence 

of RES. Subsequently, a simple power system is created, where the overall RES plants are 

represented as a unique VSC and the conventional SGs as an unique ideal voltage source. The 

system is modelled in the PScad environment, verifying the response of the renewables-based 

generators with VSM control in the presence of a disturbance in the grid. In order to examine an 

extreme situation, a double-phase short-circuit is considered. 

 

7.2. Model of the power system  
The simple power system proposed in Figure 7.1 approximates an aggregate model of a two-

area power system. 

 

Figure 7.1. Model of the power system. 

Figure 7.1 shows: 

• on the right an SG with its internal control connected to the grid impedance Zg; 

• at the center the load connected to the PCC; 

• on the left, the VSC with its RL-filter (Chapter 6). 
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Concerning the control scheme presented in the previous chapter, a lead-lag filter to measure the 

active power at the PCC is included, to improve the active power response of the VSC. Also, the 

implemented control scheme consists of an automatic damping loop and an extension of a power 

loop (Figure 7.2).  
 

 

 

Figure 7.2. VSM structure 

 

The transfer function of the lead-lag has: 

• lead time constant 𝑇2 = 1 ∝𝑐𝑐⁄  

• lag time constant 𝑇1 = 1 ∝𝑅𝐶⁄ . 

 

Figure 7.3 reports the block diagram of the internal control of the SG. The data assumed for the 

control circuits are reported in Appendix A Tables A.4.1 to A.4.1V. 

 

Figure 7.3: SG Internal control: a) power system stabilizer; b) speed governor.  

 

In Figure 7.3 ωSG represents the SG angular frequency, DSG the damping coefficient of the SG, 

LP1 to LP7 the transfer functions of low pass filters, Ef the field voltage and Pref_SG the reference 

active power of the SG.  
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The swing equation of the SG is: 

 

 

2𝐻𝑆𝐺  
𝑑ω𝑣𝑠𝑚

𝑑𝑡
= 𝑃𝑟𝑒𝑓_𝑆𝐺 − 𝑃𝑚 − 𝐷𝑆𝐺ω𝐺𝑆 (7.1) 

 

 

where 𝑃𝑚 represents the mechanical power in p.u. and 𝐻𝑆𝐺  represents the inertia constant in 

seconds of the SG. 

 

The swing equation of the VSC is described in Chapter 6. In the following, the input reference 

current If
dq∗

 of the VSM is calculated in two different ways: 

 

• Option RC-1: 𝐼𝑓
𝑑𝑞∗

 can be expressed as Equation 6.18; 

• Option RC-2: 𝐼𝑓
𝑑𝑞∗

 can be expressed as: 

 

𝐼𝑓
𝑑𝑞∗

= [
𝑉𝑔

𝑑𝑞∗
− 𝑉𝑔

𝑑𝑞

𝜔𝑜𝐿𝑔
+𝐼𝑓

𝑑𝑞
] 𝐿𝑃 ∙ 𝐶𝐿 (7.3) 

 

 

where 𝐿𝑃 is the transfer function of a low-pass filter used for avoiding spiky transients and 

miscalculations before sending the calculated references to the current controller. 

The load at the PCC is modelled as a fixed impedance where active power Pload and reactive 

power Qload are expressed as: 

 

 

         𝑃𝑙𝑜𝑎𝑑 =  𝑃𝑙𝑜𝑎𝑑−0 (
𝑉base

𝑉0
)

𝑁𝑃

(1 + 𝐾𝑃𝐹 . 𝑑𝐹) (7.4) 

                𝑄𝑙𝑜𝑎𝑑 =  𝑄𝑙𝑜𝑎𝑑−0 (
𝑉base

𝑉0
)

𝑁𝑄

(1 + 𝐾𝑄𝐹 . 𝑑𝐹) 

 

 

 

where 𝑑𝐹 is the frequency variation, 𝑉0 is the rated voltage, 𝑃𝑙𝑜𝑎𝑑−0  and 𝑄𝑙𝑜𝑎𝑑−0 are, 

respectively, the active and reactive power of the load at the rated voltage and frequency and 𝑁𝑃, 

𝐾𝑃𝐹, 𝑁𝑄 and 𝐾𝑄𝐹 are some indexes expressing the active and reactive power dependence from 

the actual values of voltage and grid frequency.  

 

7.3. Case study 
The case study considers the 10 kV isolated power system of the island of Pantelleria in the case 

of a high share of RES generation. Considering a renewable energy mix composed by 1 MW of 

photovoltaic plants and 1 MW of wind plants and taking into account the reports provided by the 

local utility, the daily power profiles in typical Summer and Winter days for one week are reported 

in Figure 7.4. 
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Figure 7.4. Trend electricity production a) from TP and b) from AG. 

In particular, the yellow line represents the daily power profile generated by the VSC (mix 

composed by wind and photovoltaic plants) during Summer while the pink line represents the 

same power trend in Winter. The blue line represents the daily load power during Summer and 

the green line the same power in Winter. Based on the previous figure and considering the data 

of the diesel generators of the island, the inertia of the SG is calculated hour by the hour using 

Equation 2.2 and shown in Figure 7.5. 

 

 

Figure 7.5. Inertia trend in Winter and Summer. 

The worst case, defined as the working condition presenting the minimum inertia, is defined both 

for summer (Scenario A) and winter (Scenario B) in Table 7.1. 

Table 7.1. Parameters for the study. 

Description  Summer Winter 

𝐻𝑆𝐺 (s) 1.01 1.29 

𝐻𝑠𝑦𝑠𝑦 (s) 0.77 0.45 

NSPL 24% 65% 

 𝑃𝑙𝑜𝑎𝑑 

(MVA) 
6.08 3.56 

   

Hour 9 11 

 

The system’s behaviour is simulated in the case of a double-phase fault. The methodology for 

checking the VSM behaviour in case of fault is given in the flow chart reported in Figure 7.6. 
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In the simulations, the following parameters are considered: 휁=0.707; 𝜔𝑛=10; ∝cc< 0.12π𝑓𝑠; 

𝑓𝑠 =5 kHz. The system is simulated for two different values of the virtual inertia 𝐻𝑣𝑠𝑚: 8 s and 

0.01 s. 

The simulations are divided into four cases: A1, A2, B1 and B2 where A indicates the Winter 

case while B indicates the Summer case and 1 and 2 show the control option RC-1 and RC-2. 

The double-phase short circuit is applied at t=45s. Two different values of the short-circuit 

resistance 𝑅𝑠𝑐 are considered: 0.5 Ω and 0.5 kΩ, for testing the VSM control performance in two 

extreme fault conditions. In addition, the vector-current control is tested with two angle options 

for the dq-frame transformation: 

1) 𝛳𝑣𝑠𝑚; 

2) 𝛳𝑐𝑜𝑚𝑝 = 𝛳𝑣𝑠𝑚 + 𝛳0, where 𝛳0 = 1.5 𝜔𝑜 ∝cc⁄ .  

The second option allows compensating the delay introduced by the PWM using synchronous 

sampling. 

 

 

Figure 7.6. Flow chart of the proposed methodology. 

 

Fig. 7.7 shows the power trend calculated, initially, in the hypothesis of the strong grid with 

SCR=10. 

 

The graphs representing the load and RES active power are grouped into four groups:
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• SCENARIO A1: Fig. 7.7 a), b), c), d); 

• SCENARIO A2: Fig. 7.7 e), f), g), h); 

• SCENARIO B1: Fig. 7.7 i), j), k), l); 

• SCENARIO B2: Fig. 7.7 m), n), o), p). 

 

For each scenario, it is assumed: 

• β) ϴ = ϴcomp; Rsc: 0.5 kΩ; 

• ∂) ϴ = ϴvsm; Rsc = 0.5 kΩ; 

• Υ) ϴ = ϴcomp; Rsc = 0.5 Ω; 

• Φ) ϴ = ϴvsm; Rsc: 0.5 Ω. 
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Figure 7.7. Load and RES Active power with SCR=10. 

 

The trends in Figure 7.7 reveals the following aspects:  

• in all simulations, the grid dynamic shows the typical trend occurring after a short circuit 

with a load loss depending on the unbalance between SG and RES.  After the short-circuit 

is eliminated, the active power rises again to the steady-state value due to the action of 

the speed regulators of the diesel generators and the internal controls of the VSC; 

• the active power trend has more significant oscillations when RES contribution is greater 

than 60% (Scenarios B1 and B2) of the load power and for the lowest value of 𝑅𝑠𝑐. The 

grid stability improves using the angle compensation and a higher 𝐻𝑣𝑠𝑚; 

• Scenarios A1 does not present instability situations, even for low Hvsm and Rsc value. The 

positive behaviour of the system is due to the contribution both of the SG and of the 

control chosen for the VSC (RC-1) during the fault; 

• on the contrary, in Scenario A2 in the presence of a low resistance short-circuit, the 

system gets instable when the control option RC-2 is chosen both for high and low Hvsm 

values; 

• in Scenarios A2 and B2, thanks to the RC-2 control option, the system is more quickly 

stabilised. RC-2 control shows a better performance than RC-1 in steady-state, but in the 

presence of short circuits, it is not capable of maintaining the desired power output; 

 

Starting from the results obtained for the strong grid, an analysis for the successful cases from 

Figure 7.7 is done for a weak grid (SCR = 3), considering the groups A1: Figure 7.7 a), b), c), d) 

and B1: Figure 7.7 i), j), k), l). 

 

The results of the simulations for the weak grid are reported in Figure 7.8. 
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Figure 7.8. Load and RES Active power with SCR=3. 

 

The trends in Figure 7.8 reveal the following aspects:  

• in Scenario A1 no alterations are seen in the power generation from the VSC: it delivers 

the desired power to the load. On the other hand, in Scenario B1 the power production is 

reduced to 66%, and this creates a deficit in power generation during this hour; 

• the lower is SCR (and so, as higher is the grid reactance Xg), the closer is the power 

contribution of the VSC to that of the SG. Note that mathematically this is obtained by 

calculating the SCR = 𝑆𝑠𝑐 𝑆⁄ , where S is the rated power and 𝑆𝑠𝑐 = 𝑉2 𝑋𝑔⁄  is the grid 

short-circuit power; 

• also in the presence of low SCR value, the behaviour of the VSC during the fault does 

not vary;
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• the PCC voltage is significantly affected by SCR value, as shown in Figure 7.9, where 

the voltage variation during the fault is shown for both the robust and the weak grid. 

 

 

 

 

 

Figure 7.9. PCC voltage for cases A1 and B1 where a) represents SCR=10 and b) represents 

SCR=3. 

Fig. 7 shows that: 

• It is remarkable to see that there is a variation of PCC voltage when the power system 

operates at different transfer power conditions. 

• Case A1 is negligible the SCR value. 

• Case B1 with SCR=3 does not meet the minimum standard established for medium 

voltage. 

 

7.4. Conclusion 
The study shows the advantages of implementing a swing controller for RES-based generators on 

a small island in the presence of a double-phase short-circuit. The VSM+CCC model allows 

implementing virtual inertia and damping in the isolated micro-grid, improving grid stability. In 

the simulations, performed for the Island of Pantelleria in the Mediterranean Sea, the VSC active 

power output transients and the PCC voltage are observed. The study shows how the value of the 

SCR can influence the behaviour of the VSC. 

0.3

0.5

0.7

0.9

1.1

1.3

30 35 40 45 50 55 60

V
o

lt
aj

e 
 [

p
.u

]

Time [s]

a)

0.3

0.5

0.7

0.9

1.1

1.3

30 35 40 45 50 55 60

V
o

lt
aj

e 
 [

p
.u

]

Time [s]

b)

V_ref A.Rsc:0.5kOhm, 8s, Comp
A.Rsc:0.5kOhm, 0.1s, Comp A.Rsc:0.5kOhm, 8s
A.Rsc:0.5kOhm, 0.1s A.Rsc:0.5Ohm, 8s, Comp
A.Rsc:0.5Ohm, 0.1s, Comp A.Rsc:0.5Ohm, 8s
A.Rsc:0.5Ohm, 0.1s B.Rsc:0.5kOhm, 8s, Comp
B.Rsc:0.5kOhm, 0.1s, Comp" B.Rsc:0.5kOhm, 8s
B.Rsc:0.5Ohm, 8s, Comp B.Rsc:0.5kOhm, 0.1s
B.Rsc:0.5Ohm, 8s B.Rsc:0.5Ohm, 0.1s
B.Rsc:0.5Ohm, 0.1s, Comp



 

77 

 

 

 

 

 

 

 

Chapter 8 

Use of BESS for providing Virtual Inertia in Small 

Islands. 
 

 

 

8.1. Introduction 
In this Chapter, the virtual inertia need of a small island is assessed considering several cases 

characterised by different RES production from an optimum energy mix obtained through a cost-

benefit analysis. This analysis in the future will become fundamental for evaluating the feasibility 

for the transition of a traditional power system based on fossil fuel towards a renewable energy-

based power system. Three cases are evaluated and compared: an approach based only on SGs 

(traditional system assumed as a base scenario), a system with SGs and RES-based generators, 

and, finally, the same system with SG and RES but where the SGs are activated following criteria 

that minimize the electricity generation cost. Then, the inertial response analysis of the three cases 

is performed. Finally, for the third case, a battery energy storage system (BESS) is calculated to 

compensate for the reduction of IR in the power system. Finally, some considerations about the 

sizing and cost of the BESS for providing VI to Pantelleria Island are reported, based on a 

comparison with the literature.   

 

8.2 Methodology 
This part of the study is divided into three different steps: 

• First step: by using the optimization algorithm presented in chapter 5, the optimal size of 

varying power plants able to satisfy a fixed share of the energy demand is found. The best 

choice of the energy mix is represented by the one that has the lowest LCoE. Wind, solar 

and sea wave energy are considered as renewable energy sources. 

• Second step: the optimal combination of the RES plants with the conventional SGs is 

analysed to supply active power to the typical load profiles of the island. In this step, three 

RES generation hypotheses (minimum, average and maximum production) from the first 

step, are considered for three cases.  

• Third step: the dynamic grid stability is theoretically assessed by conducting an IR 

analysis of the power system [124], [125], including the RES trend and assuming that the 

RES does not have inertia due to the power electronics components [48]. In this way, the 

minimum, maximum and average inertia of the power system is calculated from the IR 

hourly trend, and it is verified if the system requires the addition of a BESS for providing 

VI [77], [126], [127]. The BESS system is sized in the examined cases to give the needed 

VI.
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8.3. Case Study 

8.3.1. Data for the analysis 

The island of Pantelleria is taken as a case study for this analysis. The total rated power of the 

SGs is 24.5 MVA. Table 8.1 shows the rated capacity of each SG and the corresponding inertia 

constant.  

Table 8.1. Rated power of SGs installed in Pantelleria. 

Identification 
Rated power 

[MVA] 

Inertia 

constant 

[s] 

G1 1.25 1.45 

G2 5.04 3.24 

G3 3.07 2.31 

G4 2.92 2.24 

G5 3.09 3.05 

G6 2.65 2.12 

G7 1.76 1.69 

G8 5.22 3.31 

 

 

Figure 8.1 shows the map of Pantelleria. GIS information is overlapped, considering the presence 

of reserved areas (green and light blue), as well as the airport (yellow). The depth of seabed is 

added to find suitable locations for sea wave exploitation. 

 

 

 

Figure 8.1. GIS map of Pantelleria. 

 

In Figure 8.1, three red points, X, Y, Z, are represented showing the locations of RES supplied 

technologies. In detail: 

• wind turbines can be installed only in X and Y, avoiding any interference with the airport; 

• PV plants can be established in a distributed way in the entire territory; thus, all reference 

points are considered;

X 

Z 

Y 



 

79 

• sea wave can be installed only in the northern area, where the sea depth is limited 

(reference point Z); 

• geothermal energy can be exploited only in Y reference point (close to the source). 

A modular approach is also adopted. For each technology, the following RES rated powers have 

been assumed: 3.3 kW for PV, 80 kW for sea wave, 250 kW for wind turbines and geothermal 

steam turbines. Only one reference day is considered for each month (15th day). Table 8.2 reports 

the characteristics of the PV modules considered in the study, while the selected wind turbine data 

are reported in Figure 8.2. 

 

Table 8.2. Main parameters of photovoltaic modules.  

Model HIT VBHN330SJ53 

Number of cells per panel 96 

Maximum power rating 330 Wp 

Max. Power at NOCT 251.9 W 

NOCT 44°C 

Open circuit voltage 69.7 V 

Short circuit current 6.07 A 

Module efficiency 19.70% 

Temperature Coefficient (Pmax) -0.258%/°C 

Temperature Coefficient (Voc) -0.164V/°C 

Temperature Coefficient (lsc) 3.34mA/°C 

Dimensions 1590x1053x40 mm 

Weight 19 kg 

 

 

 

 

Model b.ventus 250 

Nominal power 250 kW 

Cut-in wind 

speed 
2.5 m/s 

Nominal wind 

speed 
9.0 m/s 

Cut-out wind 

speed 
23 m/s 

Rotor diameter 42.54 m 

Rotor area 1421 m2 

Tower height 28.37 m 

Voltage 400 V (AC) 

Frequency 50 or 60 Hz 

n. blades 3 
 

 

Figure 8.2. Data of the selected wind turbine. 

 

Data on solar radiation are available from the online GIS tool PVGIS, a European instrument 

usable to perform preliminary energy assessments [128]. The total monthly solar radiation on a 

horizontal surface is reported for the three reference points in Figure 8.3. For each reference point, 

hourly data are extracted considering 12 years (2005 – 2016) for the 15th day of each month. As 

an example, see Figure 8.4 about January in reference point X. 
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Figure 8.3. Monthly solar radiation in Pantelleria. 

 

Figure 8.4. Hourly solar radiation in 12 years during January in the reference point X of Pantelleria. 

 

The same GIS tool also contains information on wind speed, measured at 10 m above the ground. 

In this case, only X and Y reference points are considered. Since the wind turbine should be 

installed at 28 m from the ground data are preliminarily modified, considering Equation 8.1, 

according to IEC 61400-1 [129]: 

 

𝑣𝑧〈𝑡〉 = 𝑣𝑧,𝑟𝑒𝑓〈𝑡〉
ln (

𝑧
𝑧0

)

ln (
𝑧𝑟𝑒𝑓

𝑧0
)
 (8.1) 

 

where 𝑣𝑧〈𝑡〉 is the time-dependent wind speed at the height 𝑧 above the ground, 𝑣𝑧,𝑟𝑒𝑓〈𝑡〉 is the 

time-dependent wind speed at the reference height 𝑧𝑟𝑒𝑓, finally, 𝑧0 is an equivalent length related 

to the local orography. For both reference points, the probability function of wind speed 

availability in each month is evaluated. Data are scaled considering a year; thus, the annual 

distribution is equal to the sum of the monthly distributions here reported.
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Figure 8.5. The probability density function of wind speed at 28 m from the ground each month. 

As well as solar radiation, hourly wind speed data were also extrapolated for the 15th day of each 

month, as shown in Figure 8.6. 

 

 

Figure 8.6. Wind speed in 12 years during January in the reference point X of Pantelleria 

 

Sea Wave is the last unprogrammable energy source considered in this assessment. Some data are 

available from the RON (Italian acronym of "Rete Ondametrica Nazionale") buoy measuring grid 

[130]. The closest station is Mazara del Vallo (lat. 37.518°N, long. 12.533°E). Data are almost 

complete in the years 2003, 2004, 2005, 2006, 2010 and 2011 [131]. Then, the average wave 

energy flux and the hourly trends are obtained, as reported in the examples in Figure 8.7 and 

Figure 8.8. 

 

 

Figure 8.7. Monthly average wave energy flux in Pantelleria.
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Figure 8.8. Hourly wave energy flux in Pantelleria. 

Finally, the last renewable energy source is geothermal. Unlike the previous RES, geothermal 

energy can be used as a programmable energy source, with the possibility to follow the trend of 

the local energy demand. In the past, studies were performed to evaluate the potential energy 

source in Pantelleria [73], [132]. According to these reports, a possible geothermal power plant 

can be installed in Pantelleria, with a rated power until 2.5 MW, corresponding to the estimated 

energy production of 20000 MWh/y. Table 8.3 reports the economic parameters used for 

calculating the optimal energy mix that minimizes the LCoE. Data are obtained from the literature 

[93], [133], [94]. 

 

Table 8.3. Investment and operative and maintenance costs for renewable energy sources. 

Technology Investment O&M costs 

Wind turbine 1212.57 €/kW 42.12 €/(kW-year) 

Solar PV 980.10 €/kW 12.15 €/(kW-year) 

Sea wave 

converter 
5020.00 €/kW 75.00 €/(kW-year) 

Geothermal 

turbine 
4353.00 €/kW 115.00 €/(kW-year) 

Inverter 100.00 €/kW 10.00 €/(kW-year) 

Battery 600.00 €/kWh 60.00 €/(kWh-year) 

 

 

The inflation rate for the energy sector was fixed to 2.993%, by considering the trend of diesel 

price in Italy [134]. The interest rate was set equal to 1.14% [95]. The desired share of RES 

production was varied up to 70% with a step of 5%.  

 

 

8.3.2. Calculation of the optimal energy mix 

For each condition, the configuration that minimizes the LCoE parameter was identified using the 

algorithm introduced in Chapter 5. The numbers of required plants for each reference point and 

technology are reported in Table 8.4. 

 

The details of the energy contribution inside the RES share is depicted in Figure 8.9. 

In any case, the LCoE evaluation shows an almost linear trend with the RES share, as shown in 

Figure 8.10.
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Table 8.4. Size of the optimal energy mix fora different share of energy demand. 

RES 

Share 

Number of plants 

Wind PV Sea 

wave 
Geo 

X Y X Y Z 

5% 0 1 58 27 0 1 0 

10% 2 0 0 31 161 2 0 

15% 1 2 0 47 0 13 0 

20% 5 0 16 53 0 9 0 

25% 0 2 0 84 36 13 2 

30% 0 2 0 0 147 9 3 

35% 1 1 104 6 1 8 4 

40% 0 5 115 0 18 10 3 

45% 1 4 101 58 1 7 4 

50% 0 2 80 37 66 14 6 

55% 3 1 106 63 6 13 6 

60% 1 3 102 59 76 10 7 

65% 1 1 129 85 28 12 9 

70% 3 2 61 90 72 11 9 

 
 

 

Figure 8.9. Contribution of renewable energy sources at different RES share 

 

Figure 8.10. LCoE trend at different RES portions.
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The best energy mix from an economic point of view requires the inclusion of 70% of RES with 

the installation of: 

• 735.9 kW of PV plants (223 small plants with rated power 3.3 kW each); 

• 1250 kW of wind plants (5 wind turbines with rated power 250 kW each); 

• 880 kW of wave energy plants (11 wave converters with rated power 80 kW each); 

• one 250 kW geothermal turbine. 

In this way, the estimated annual electricity production is equal to 1304.98 MWh/year for solar 

panels, 5891.8 MWh/year for wind turbines analysed, 1368.9 MWh/year for sea wave energy 

converters and 16978 MWh/year for geothermal. The investment cost of only the RES is 

16,448,818 €. 

 

8.3.3. Inertia Response evaluation 

Starting from the above results, the inertia response of Pantelleria power system is evaluated in 

three cases: 

• Case_0: only SGs (the electricity generation profiles of the year 2017 are assumed as a 

base for the calculation); 

• Case_1: a combination of the SGs and the RES mix above calculated. 

• Case_2: a combination of the SGs and the RES mix above calculated where the operation 

of the SG units is managed in order to minimize their production cost. 

For Case_1 and Case _2, three conditions are examined: minimum, average and maximum 

production from RES. 

The daily power profile for Case_0 is represented in Figure 8.11. 

Figure 8.11 shows that: 

• the monthly load trends regularly vary by 20% among every hour; 

• the lowest load is in winter, and the highest load is in summer; 

• the minimum load peak is 5.9 MVA at 8 pm in January; 

• the maximum load peak is 8.5 MVA at 9 pm in August; 

• the highest load corresponds to 44.2% of the installed active power. 

 

 

 

Figure 8.11. Daily power profiles for Case_0. 

 

In Case_1 the RES plants produce at their maximum and the traditional power plants generate the 

missing electricity production for compensating the load demand. In this context, the RES 

inclusion automatically causes the disconnection of 2/3 of SG production with respect to Case_0. 

Figure 8.12 represent the electricity generated by SGs and RES plants in Case_1. The graphs in 

Figure 8.12 are divided into two groups. The first group refers to the months from January to 

June. RES production is assumed minimum in Figure 8.12 a), average in Figure 8.12 b) and 

maximum in Figure 8.12 c). The second group refers to the months from July to December, RES 

production minimum (d), average (e) and maximum (f).
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The comparison of the hourly electricity productions shows that: 

• RES trends of both groups present peaks between 6 am to 6 pm due to the presence of the 

PV plants; 

• the decrease in electricity production from SGs is the function of the three levels of 

electricity production from RES. Therefore, the higher the RES production, the lower the 

SGs production; 

• maximum and average RES levels show a good interaction based on the cost-benefit of 

the investment of the RES plant. 

 

In Case 2, the SGs are managed to minimize the electricity generation cost from traditional plants. 

The optimization algorithm used searches hourly the optimal rated power, through the verification 

of the capacity of each SG from Power Plant. In this way, the algorithm first calculates the value 

that the power capacity should have, as a result of: 𝑆𝑆𝐺= 𝑆𝑙𝑜𝑎𝑑 - 𝑆𝑅𝐸𝑆, where 𝑆𝑅𝐸𝑆 represents the 

electricity production by the RES and 𝑆𝑙𝑜𝑎𝑑 represents the apparent power required by the 

demand.  

 

Then, the safety margin of 30% of the hourly power demand is added (internal reserve of SG and 

FCR-indicated as 𝑆𝑅). Finally, the value of the power capacity is calculated as: 𝑆𝐺1 = 𝑆𝑆𝐺_0+ 𝑆𝑅, 

where 𝑆𝐺1must be matched by each SG in the exchange, until its value is reached. Firstly, the use 

of a single SG is considered, while two SGs are regarded as a second option. Furthermore, the 

condition that each SG group can participate in energy production only for 12 hours a day is 

considered. In this way, the apparent power of the SGs in service for each hour of each day of the 

months considered for minimum, average and maximum RES production are assessed. 

Using equation 2.2, the system inertia is calculated hourly for the three cases and represented in 

Figure 8.13. (a: Case_0; b: Case_1 minimum RES production; c: Case_1 average RES production; 

d: Case_1 maximum RES production; e: Case_2 minimum RES production; f: Case_2 average 

RES production; g: Case_1 maximum RES production).  
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Figure 8.12 Yearly electricity generated by SGs and RES plants from Case_1. 
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Figure 8.13. Yearly IR for Case_0, Case_1 and Case_2. 

 

Table 8.5 synthetizes the minimum, medium and maximum system inertia for the three cases. 

 

 

Table 8.5. Summary of IR from Figure 8. 

Case 
RES 

production 

Minimum Medium Maximum 

𝐻𝑚𝑖𝑛 𝐻𝑚𝑒𝑑 𝐻𝑚𝑎𝑥 

[s] [s] [s] 

0 - 2.00 2.64 3.28 

1 
Avg 2.00 2.68 2.80 

Max 0 1.45 1.91 

2 
Avg 1.41 2.70 2.79 

Max 0 2.00 2.03 

 

 

Starting from the data in Table 8.5, the maximum unbalance allowed for the island is calculated 

by the following formula derived from Equation 2.8:  

 

 

∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 =
∆𝑓𝑚𝑎𝑥𝐷

(𝑒
𝐷𝑇𝑑

2𝐻𝑠𝑦𝑠 − 1)

 
(8.2) 

 

 

where, 𝑇𝑑 = 2.7 𝑠 is the response time of the DG, 𝐷 = 1% represents the load frequency 

dependence, ∆𝑓𝑚𝑖𝑛 is the maximum frequency deviation assumed equal to 2.5 Hz (frequency 

nadir for the island 47.5 Hz. 
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Table 8.6. Maximum load imbalance. 

Case 
RES 

production 

  
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 

For minimum 
For 

For maximum 
average 

inertia inertia inertia 

[p.u.] [p.u.] [p.u.] 

0 - 0.074 0.0995 0.121 

1 
Avg 0.074 0.0995 0.104 

Max 0.0005 0.054 0.071 

2 
Avg 0.052 0.0995 0.104 

Max 0.0005 0.074 0.074 

 

The IR can be improved by using BESS suitably interfaced to the grid by static converters 

controlled as described in the previous chapters. The sizing of the BESS for providing VI can be 

done according to the following procedure. 

 

Firstly, the target system inertia is evaluated. It can be done using two different approaches: 

• assuming the target inertia is equal to the minimum (or average) inertia of the system in 

the absence of RES-based static generators (values obtained in Case_0); 

• as a function of the desired RoCoFmax (if RoCoF protection is present) or fmax. 

 

In the case RoCoFmax is used for assessing the target inertia of the small island, the following 

equation must be used: 

 

𝐻𝑡𝑎𝑟𝑔𝑒𝑡 =
∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 . 𝑓0

2. 𝑃𝑙𝑜𝑎𝑑 . 𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥
 (8.3) 

In the case fmax is used, the following equation derived from Equation 8.2 must be adopted: 

 

𝐻𝑡𝑎𝑟𝑔𝑒𝑡 =
𝐷𝑇𝑑

2𝑙𝑛 (
∆𝑓𝑚𝑎𝑥𝐷

∆𝑃𝑖𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒
+ 1)

 
(8.4) 

 

In both cases, it is necessary to define the most critical condition in terms of imbalance in the grid. 

Then, the VI amount that must be provided by BESS is calculated using the expression: 

𝐻𝐵𝐸𝑆𝑆 =
𝑓0

2 𝑅𝑜𝐶𝑜𝐹𝑚𝑎𝑥
 (8.5) 

As an alternative, it can be imposed that the value of 𝐻𝐵𝐸𝑆𝑆 is giving the best dynamic response 

of the BESS controlled by a VSM to the grid. For example, in Chapter 6, using a VI of about 8 s 

an excellent dynamic response of the VSM is obtained. 

Finally, the rated power of the BESS is assessed by the following equation considering the worst 

operating condition in terms of inertia of the isolated power system:
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𝐻𝐵𝐸𝑆𝑆 ∙ 𝑃𝐵𝐸𝑆𝑆0,𝑁 + 𝐻𝑠𝑦𝑠,𝑚𝑖𝑛 ∙ ∑ 𝐴𝑛𝑗

𝑗

= 𝐻𝑡𝑎𝑟𝑔𝑒𝑡 ∙ (𝑃𝐵𝐸𝑆𝑆0,𝑁 + ∑ 𝐴𝑛𝑗

𝑗

) 

(8.6) 

 

 

from which it derives: 

 

𝑃𝐵𝐸𝑆𝑆0,𝑁 =
𝐻𝑡𝑎𝑟𝑔𝑒𝑡 − 𝐻𝑠𝑦𝑠,𝑚𝑖𝑛

𝐻𝐵𝐸𝑆𝑆 − 𝐻𝑡𝑎𝑟𝑔𝑒𝑡
∙ ∑ 𝐴𝑛𝑗

𝑗

 
(8.7) 

 

 

To calculate the effective power exchanged by the storage system (𝑃𝑒𝑓𝑓), based on the charging 

efficiency (휂𝑐) and discharging efficiency (휂𝑑), the following equation is used: 

 

 

𝑃𝑒𝑓𝑓 = {

𝑃𝐵𝐸𝑆𝑆,0

휂𝑑

𝑃𝐵𝐸𝑆𝑆,0휂𝑐

 (8.8) 

 

When 𝑃𝑒𝑓𝑓> 0, the storage discharges, vice versa the storage charge. Note that the behaviour of 

the storage depends on the actual State of Charge (SoC,) given by: 

 

 

𝑆𝑜𝐶 = 𝑆𝑜𝐶0 −  
∫ 𝑃𝑒𝑓𝑓

𝐸𝐵𝐸𝑆𝑆
% (8.9) 

 

 

𝑆𝑜𝐶0 represents the initial state of charge and 𝐸𝐵𝐸𝑆𝑆 represents the capacity of the batteries, 

calculated assuming that they can provide VI both by charging and by discharging at any time: 

 

 

𝐸𝐵𝐸𝑆𝑆 =  𝐸𝐵𝐸𝑆𝑆_𝑈𝑃 +  𝐸𝐵𝐸𝑆𝑆_𝐷𝑁 (8.10) 

 

 

𝐸𝐵𝐸𝑆𝑆_𝑈𝑃 represents the capacity needed during the charging process and 𝐸𝐵𝐸𝑆𝑆_𝐷𝑁 represents the 

capacity needed for the discharging process. As a consequence, the capacity of the batteries is 

given by:  

 

𝐸𝐵𝐸𝑆𝑆 =  1.25 ∙ (
𝑃𝐵𝐸𝑆𝑆0,𝑁

휂𝑑
+ 휂𝑐 ∙ 𝑃𝐵𝐸𝑆𝑆0,𝑁) ∙ 𝑡𝐼𝑅 (8.11) 

 

 

where 𝑡𝐼𝑅 represents the time for the synthetic inertia service. This time can be assumed between 

1 and 30 s, according to the pilot project Fast Reserve Units promoted by Terna in Italy. The 

coefficient 1.25 is considered to consider the rise and decrease the time of the power 

injection/demand from the BESS.  

Following the above procedure, the BESS size is calculated for maximum renewable production 

in Case_2 (the same value is obtained for Case_1 being in both cases Hsys,min=0s), assuming 

Htarget=2.64s, HBESS variable between 5 and 20s and ANtot=2.9 MVA (including RES).
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Table 8.7. BESS size for various operative hypotheses. 

𝐸𝐵𝐸𝑆𝑆 [kWh] 

𝐻𝐵𝐸𝑆𝑆 

 

[s] 

𝑃𝐵𝐸𝑆𝑆0,𝑁 

 

[MW] 

𝑡𝐼𝑅 

[s] 

1 2 5 10 20 30 

5 3.24 2.26 4.51 11.28 22.56 45.12 67.67 

7 1.76 1.22 2.44 6.11 12.21 24.42 36.63 

10 1.04 0.72 1.45 3.62 7.23 14.47 21.70 

12 0.82 0.57 1.14 2.84 5.69 11.38 17.06 

15 0.62 0.43 0.86 2.15 4.31 8.61 12.92 

18 0.50 0.35 0.69 1.73 3.47 6.93 10.40 

20 0.44 0.31 0.61 1.53 3.07 6.13 9.20 

25 0.34 0.24 0.48 1.19 2.38 4.76 7.14 

 

 

The values in Table 8.7 are very low, due to the short time of the VI service. 

Another way for calculating the capacity of the BESS unit of Table 8.7 is to refer to the criterion 

used in the Fast Reserve Unit (FRU) program promoted by Terna. 

In this case, the BESS charging/discharging curve must be represented in Figure 8.14 and the 

capacity, evaluated according to Figure 8.14 and considering about three interventions per day 

(1000 interventions in one year) must be reported in Table 8.8. 

 

 

Figure 8.14. Charging/discharging curve of BESS for FCR according to the FRU program. 

Table 8.8. BESS size as FRU. 

𝐻𝐵𝐸𝑆𝑆 

 

[s] 

𝑃𝐵𝐸𝑆𝑆0,𝑁 

 

[MW] 

𝐸𝐵𝐸𝑆𝑆 

 

[kWh] 

5 3.24 1220 

7 1.76 663 

10 1.04 392 

12 0.82 309 

15 0.62 233 

18 0.50 188 

20 0.44 166 

25 0.34 128 
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The values reported in Table 8.8 show that the BESS capacity is still deficient, assuming the same 

behaviour of a FRU. 

 

8.3.4. Considerations about sizing and cost of BESS  

This section shows a comparison of the results obtained in this chapter, with those obtained in a 

previous study on Pantelleria [135], with particular reference to the BESS sizing and cost. In [135] 

the authors carried out a multi-objective optimisation algorithm aiming to minimise the energy 

losses into the distribution grid of Pantelleria, the total electricity generation cost and the 

greenhouse gas emissions, for the Pantelleria distribution grid.  

In [135], the selection of ESS sizing and the suitable BESS installation nodes was made according 

to different design strategies, aiming to compensate the variability of power production from PV 

plants (ST-PV strategy), to improve the voltage profile (ST-PV strategy) and to compensate the 

variations of large loads (ST-LO strategy). In order to consider realistic conditions, only four 

batteries were assumed to be installed in four different nodes of the MV grid, for a total capacity 

of 5.2 MWh and rated power 2.6 MW. Although design strategies are different compared to those 

considered in this Chapter, the BESS sizing developed in [135] can be used to verify concrete 

feasibility of BESS installation in Pantelleria island. The BESS capacity values reported in Tables 

8.7 and 8.8 are compatible in power with those found in [135] for almost all system inertia values 

(except 5s) and always compatible in capacity.  

Indeed, the capacity necessary for virtual inertia is always very low, considering the short time of 

the service. In the hypothesis that the service can be required one time per each hour of the day 

(an hypothesis clearly on the side of safety), the values in Table 8.7 can be increased as reported 

in Table 8.9. Also, under this hypothesis, the capacity obtained is still compatible with those 

reported in [135]. 

This means that the VI service could be provided by BESS installed for other applications without 

compromising the original function of these systems. 

The investment cost for stationary batteries shown in Table 8.3 (200 €/kWh) can be considered a 

reasonable compromise among the different existing technologies, also taking into account the 

enormous potential of battery cost reduction according to the International Renewable Energy 

Agency (IRENA) [136]. Indeed, IRENA confirms that total installed costs for stationary batteries 

could fall between 50% and 60% by 2030 (the battery cell costs even more), main thanks to 

manufacturing facilities optimisation efforts, combined with better combinations and reduced use 

of materials. With specific reference to Lithium-ion batteries, which currently represents the most 

promising stationary battery technology, IRENA expects that the costs for stationary applications 

could fall below 200 $/kWh by 2030 for installed systems. 

 

Table 8.9. BESS size for various operative hypothesis (one intervention per hour). 

𝐸𝐵𝐸𝑆𝑆 [kWh] 

𝐻𝐵𝐸𝑆𝑆 

 

[s] 

𝑃𝐵𝐸𝑆𝑆0,𝑁 

 

[MW] 

𝑡𝐼𝑅 

[s] 

1 2 5 10 20 30 

5 3.24 54.24 108.24 270.72 541.44 1082.88 1624.08 

7 1.76 29.28 58.56 146.64 293.04 586.08 879.12 

10 1.04 17.28 34.8 86.88 173.52 347.28 520.8 

12 0.82 13.68 27.36 68.16 136.56 273.12 409.44 

15 0.62 10.32 20.64 51.6 103.44 206.64 310.08 

18 0.50 8.4 16.56 41.52 83.28 166.32 249.6 

20 0.44 7.44 14.64 36.72 73.68 147.12 220.8 

25 0.34 5.76 11.52 28.56 57.12 114.24 171.36 
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8.4.Conclusion 
A second mathematical model has been introduced in this Chapter to investigate a feasible energy 

mix to supply small islands, considering BESS for avoiding electricity production curtailment. 

From the environmental point of view, the installation of RES-based generators produces a total 

electricity production of 25544 MWh/year, limiting the electricity production from diesel 

generators to 10924 MWh/y, consequently with a reduction of 70% for fuel consumption and CO2 

emissions in the island. 

Nevertheless, the rotational inertia of the system is seriously compromised, and this led to 

excessive frequency deviations during power imbalances that must be solved using suitable 

methods like the provision of synthetic inertia by BESS suitably sized to provide, in the worst 

operative condition, the desired value of VI also more times per day. 

The installation cost of such systems is always becoming more and more sustainable and, for this 

reason, it is realistic foreseeing that, together with RES interfaced by VSC to the grid, they can 

be used as a solution for allowing a high penetration of RES generators in small islands weak 

grids. 
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Chapter 9 

Conclusion 
 

 

 

The study presented in this thesis demonstrates the importance of facing the issue of the 

penetration of high shares of renewables in isolated small and weak grids. 

Indeed, while on one hand it is universally recognized the need for a transition from fuel-based 

grids towards smart and green grids, on the other hand, many of the studies in the scientific 

literature only face classical problems such as minimization of the costs for the transitions and 

optimal placement of the distributed generation in the grid in order to minimize voltage drops, 

but they do not deal with the issue of frequency stabilities in such systems. 

 

Focusing on two real case studies (Lampedusa and Pantelleria), in this thesis the risk of blackout 

(or grid collapse) due to the reduction (or totally loss) of rotational inertia, caused by the 

introduction of high shares of VSC-based photovoltaic and wind generators, has been shown. 

 

The thesis has also presented suitable solutions to the problem: 

• use of two algorithms by LCoE to evaluate sizing of the energy mix:  
• use of VSC controlled by VSM+CCC strategies (eventually improved with grid 

impedance and load impedance estimation methods), able to compensate load/generation 

variation in a fast and effective way and to maintain the voltage at the PCC during a fault; 

• use of BESS sized and controlled to provide virtual inertia. 

 

 

On the first point, the algorithm of Chapter 5 solicits the need of proposing suitable solutions for 

supporting the penetration of RES not able to provide a natural inertial response to disturbances 

of the system. In this context, a second algorithm from Chapter 8 proposes a methodology for 

sizing battery energy storage systems (BESS) able to provide synthetic inertia in replacement of 

the missing rotational inertia of the diesel generators. 

 

On the second point, it must be noted how important is a correct tuning process of the control 

parameters that can be done only simulating the response of the VSC in various conditions and 

knowing the parameters of the grid at the PCC. In particular, it is possible to implement a suitable 

algorithm for sizing the damping factor as a function of the other parameters of the controller and 

the grid. A very influencing parameter is the Short Circuit Ratio at the PCC, from which it depends 

on the response of the VSC during normal operation and in the case of a fault. 

The research on the control of static converter is currently in process and what has been presented 

in this thesis represents the current state of the art on the topic. Nevertheless, improvements on 

the control structures can still be done, especially for managing VSC with VSM control in 

unbalanced load.
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On the thrid point, it must be underlined how the most recent trend by Transmission System 

Operators worldwide is to use storage for providing virtual inertia and fast frequency response. 

In this thesis, two strategies have been adopted for sizing the storage capacity to be installed for 

this purpose. In both cases, the amount of energy for providing the VI service is very low 

concerning the classical size of a BESS for energy-intensive applications. 

It is possible also to use the same storage for FCR, but in this case, the capacity of the storage 

must be considerably increased, and such an application is not realistic in small islands where 

utilities always maintain some SG as reserve group in the case the groups in operation experience 

faults. 

 

In conclusion, the simulation results of the thesis give some precious indications for driving the 

next moves of the transition of small islands towards smart and renewable islands, and they can 

be considered as a first step for promoting the research on VSC applications in weak and isolated 

grids. Indeed, small islands are only an example of such grids that, currently, can be found in 

many central areas of the mainland (rural areas) and in developing countries where small-sized 

diesel generator are the standard way for producing electricity for small communities. 
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Appendix A 
 

 

Figure A1: Layout of the medium voltage grid of Lampedusa. 

 

 

 

Figure A2: Layout of the medium voltage grid of Pantelleria.
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Appendix B 
 

Table B.1. Values of main economic parameters Lampedusa. 

Parameters Symbols Values 

Annual energy demand 𝐸𝑑 36863 MWh/year 

Electricity cost by diesel engines 𝑐𝑓 0.205 €/kWh 

Inflation rate for energy 휀 2.99% 

Monetary interest rate 𝜏 1.14% 

Unitary cost to install 1 kW of PVP 𝑐𝑝𝑣,0 1231 €/kW 

Unitary cost to install 1 kW of wind turbines 𝑐𝑤,0 1310 €/kW 

Unitary cost to install 1 kW of sea wave 𝑐𝑠𝑤,0 5020 €/kW 

Unitary O&M cost for 1 kW of PVP 𝑐𝑝𝑣,𝐴 18 €/kW-year 

Unitary O&M cost for 1 kW of wind turbines 𝑐𝑤,𝐴 50 €/kW-year 

Unitary O&M cost for 1 kW of WEC 𝑐𝑠𝑤,𝐴 75 €/kW-year 

Annual O&M cost of diesel engines 𝐶𝑓,𝐴 2,830,659 €/year 

Equivalent working hours of PVP ℎ𝑒,𝑝𝑣 1953.2 h/year 

Equivalent working hours of wind ℎ𝑒,𝑤 4982.6 h/year 

Equivalent working hours of sea wave ℎ𝑒,𝑠𝑤 2419.5 h/year 
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