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Abstract. The Kuramoto–Sivashinsky equation is a nonlinear parabolic partial differential equation,
which describes the instability and turbulence of waves in chemical reactions and laminar flames.
The aim of this work is to prove the large deviation principle for the stochastic Kuramoto–
Sivashinsky equation driven by multiplicative noise. To establish the large deviation principle,
the weak convergence approach is used, which relies on proving basic qualitative properties of
controlled versions of the original stochastic partial differential equation.
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1 Introduction

The theory of large deviations studies the exponential decay of probabilities in certain
random systems. It has been applied in a wide variety of areas, which includes statistical
mechanics, nonlinear dynamics, information theory, queueing systems, communication
networks, biology and in engineering. The background, motivation and fundamental re-
sults in this area can be found in [10, 11, 13, 29]. Large deviation theory for small noise
stochastic differential equation (SDE) has been extensively studied, which was introduced
by Friedlin and Wentzell [18], who established the large deviations for such SDEs driven
by finitely many Brownian motions. To understand the basics of this theory, consider
a k-dimensional SDE of the form

dXε(t) = b
(
Xε(t)

)
dt+

√
εa
(
Xε(t)

)
dWt, Xε(0) = xε, t ∈ [0, T ],
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Large deviations for SKS equation with multiplicative noise 643

with coefficients a, b satisfying suitable regularity properties and Wt a finite dimensional
standard Brownian motion. If xε → x0 as ε → 0, then Xε P→ X0 in C([0, T ];Rk),
where X0 solves the equation ẋ = b(x) with initial data x0. The Friedlin–Wentzell
theory describes the path asymptotics of probabilities of large deviations of the solution
of the SDE away from X0 as ε → 0. The proofs of large deviation principle (LDP)
using the aforesaid theory have relied on first approximating the original problem by time-
discretization so that LDP can be shown on the resulting simpler problems via contraction
principle and then showing that LDP holds in the limit using exponential probability
estimates that are specific to the model under study. Later, Dupuis and Ellis [13] have
combined weak convergence methods to the stochastic control approach developed earlier
by Fleming [16] to the large deviations theory.

The Kuramoto–Sivashinsky (KS) equation was derived by Kuramoto and Tsuzuki
[21] in phase turbulence of wave fronts in reaction–diffusion systems. The equation was
also developed by Sivashinsky [25] in higher space dimensions to model small thermal
diffusive instabilities in laminar flame fronts of gaseous combustible mixtures. The KS
equation arises in a broad spectrum of contexts describing the behavioral aspects in thin
film flows of long waves, unstable drift waves driven by electron collision, instability in
thin film hydrodynamics, bright spots formation by a self forcing in optics and many other
fields. The solution of the KS equation that arises in the modeling of surface erosion via
ion sputtering in amorphous materials on a bounded interval subject to a random forc-
ing term was investigated in [12]. A class of nonlocal stochastic Kuramoto–Sivashinsky
(SKS) equations driven by Poisson random measures, and the existence and uniqueness of
weak solution were studied in [3]. The KS equation with random forcing term is analyzed
in [15], which provides sufficient conditions for existence and uniqueness of invariant
measures using a Markovian semigroup.

Large deviations for weak solution of a nonlocal SKS equation with small addi-
tive noise perturbations using the contraction principle was deliberated in [2]. A control
problem for a one-dimensional nonlinear parabolic system of Kuramoto–Sivashinsky–
Korteweg de Vries equation coupled to a heat equation based on a Carleman estimate for
the linearized system is addressed in [8]. Consider the stochastic Kuramoto–Sivashinsky
equation with multiplicative noise

duε +
(
∆2uε + ∆uε + div f

(
uε
))

dt =
√
εσ
(
t, x, uε

)
dWt, x ∈ D, t > 0,

uε|∂D = ∆uε|∂D = 0, t > 0, uε(x, 0) = ξ(x), x ∈ D.
(1)

Here D is a bounded domain in Rn with a smooth boundary, Wt is a multiplicative noise
defined in a filtered probability space (Ω,F , {Ft},P), and ξ ∈ L2(D) is the given initial
condition. The global well-posedness for (1) in C([0, T ], L2(D)) follows from [30].

In this paper the LDP is established for the law of solutions of (1) by using the
weak convergence approach. Existing LDP results for various stochastic dynamical sys-
tems can be found in [1, 5, 17, 23, 24, 26–28] and many more. The main advantage of
using the weak convergence approach is that it do not require any time discretization
and exponential probability estimates as in the Friedlin–Wentzell technique, which are
tedious in infinite dimensional setting, where these estimates are needed with metrics on
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exotic function spaces. In fact, a more strengthened form, which is the uniform LDP,
where the uniformity is with respect to the initial condition, is established here. In many
applications, stable equilibrium or periodic behaviour is critical to a well functioning
system. In stochastic dynamical systems with a small noise, it is of interest to understand
its effect on the dynamics, especially, near stable equilibrium points and periodic orbits of
the corresponding deterministic system. While solutions of the deterministic system that
start near a stable equilibrium point or periodic orbit may remain near the equilibrium
point or periodic orbit for all time, solutions of the small noise stochastic system will
eventually exit any bounded domain that contains the equilibrium point or periodic orbit.
The uniform LDP over compact sets for finite-dimensional diffusions has been used by
Friedlin and Wentzell [18] to study the exit time and exit place asymptotics for bounded
subsets of Rn. The perspective of uniform large deviations over compact sets used in
this work will be fruitful to the study of asymptotic properties of invariant measures
and exit times from suitable bounded domains as ε → 0. Here the uniform Laplace
principle is proved, which is equivalent to the LDP for Polish space-valued random
elements. The sufficient conditions are obtained by proving certain qualitative properties
such as existence, uniqueness and tightness of the analogous controlled processes and
convergence to its limiting zero noise equation, which leads to a simple, short and more
straightforward proof as compared to the other methods.

Outline of the paper. In Section 2, we introduce the SKS equation under study, its
existence and uniqueness results and state some of the estimates for the correspond-
ing Green’s kernel. In Section 3, we state the LDP, the uniform Laplace principle and
sufficient conditions to prove it using variational representations for appropriate family
of measurable maps. In Section 4, we introduce the controlled and skeleton equations
and establish their existence and uniqueness. Section 5 is devoted for proving the main
theorem. The LDP is established by proving tightness and convergence of the controlled
process using Prohorov’s theorem. Unless otherwise noted, we adopt the following nota-
tion throughout this paper. Denote the expectation with respect to P by E. The notation .

=
means definition. C(T ) denotes a constant depending on parameter say T , and C is
a constant depending on no specific parameter. The precise value of such constants may
change from one line to the other. Also, the Lp(D) norm is denoted by ‖h(t, ·)‖Lp for
a function h(t, x) with respect to the variable x ∈ D.

2 Stochastic Kuramoto–Sivashinsky equation

Let (Ω,F , {Ft},P) be a filtered probability space, D is a bounded domain in Rn with
smooth boundary. Let Wt, t > 0, be a L2(D)-valued Wiener process adapted to the filtra-
tion {Ft}, t > 0. Recall the stochastic Kuramoto–Sivashinsky equation (SKS) indexed
by ε > 0 as

duε +
(
∆2uε + ∆uε + div f

(
uε
))

dt =
√
εσ
(
t, x, uε

)
dWt, x ∈ D, t > 0,

uε
∣∣
∂D

= ∆uε
∣∣∂D = 0, t > 0, uε(x, 0) = ξ(x), x ∈ D.

(2)
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f is a given vector function, σ is the noise intensity, which is a continuous L2(D)-valued
random field, and the initial condition ξ ∈ L2(D). Let {λk}∞k=1 be the sequence of
eigenvalues of the operator −∆ on D subject to the homogeneous Dirichlet boundary
condition, where multiple eigenvalues are counted in their multiplicities. Let {φk}∞k=1

be the corresponding sequence of eigenfunctions chosen to form an orthonormal basis
of L2(D). Since limk→∞ λk(λk − 1) =∞, choose a c > 0 and fix it such that µk

.
=

λk(λk − 1) + c > 0 for all k ∈ N. Let

G(t, x, y) =

∞∑
k=1

φk(x)φk(y)e−µkt, x, y ∈ D̄, t > 0,

G(0, x, y) = δ(x− y), x, y ∈ D̄,
(3)

where G(t, x, y) is the Green’s function of the linear partial differential equation ∂tu +
∆2u+ ∆u+ cu = 0 (in D).

The equivalent stochastic integral equation of (2) using the Green’s function and
Duhamel’s formula is given by

uε(t, x) =

∫
D

G(t, x, y) ξ(y) dy + c

t∫
0

∫
D

G(t− s, x, y)uε(s, y) dy ds

+

t∫
0

∫
D

∇G(t− s, x, y) f
(
uε(s, y)

)
dy ds

+
√
ε

t∫
0

∫
D

G(t− s, x, y)σ
(
uε(s, y)

)
dy dWs(y).

Here we use σ(uε(s, y)) in the place of σ(s, y, uε(s, y)) for the sake of simplicity.
There exists a complete normalized orthogonal basis {ek}∞k=1 of L2(D), a sequence

of positive numbers {ck}∞k=1 satisfying
∑∞
k=1 c

2
k < ∞ and a sequence of independent,

identically distributed standard Brownian motions wkt (k = 1, 2, . . .) such that

Wt(x, ω) =

∞∑
k=1

ckw
k
t (ω)ek(x),

and let

r(x, y) =

∞∑
k=1

c2kek(x)ek(y).

Then
∫∫
D×D |r(x, y)|2 dx dy =

∑∞
k=1 c

4
k < ∞, i.e., r ∈ L2(D × D). Also, r(x, y) =

r(y, x), and
∫∫
D×D r(x, y)ϕ(x)ϕ(y) dx dy > 0 for any ϕ ∈ L2(D). Thus, there exists

a positive semidefinite self-adjoint Hilbert–Schmidt operator R, which is the covariance
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operator of the Wiener process Wt on L2(D) with kernel r(x, y) given by

(Rϕ)(x) =

∫
D

r(x, y)ϕ(y) dy, ϕ ∈ L2(D).

The following are the assumptions made on the nonlinearity f , noise intensity σ and
kernel function r(x, y) of the trace class operator.

Assumption A. f(0) = 0, and there exists constants C > 0 and p > 1 such that for
u, v ∈ R, ∣∣f(u)− f(v)

∣∣ 6 C
(
1 + |u|+ |v|

)p−1|u− v|.
Assumption B. There exists constant C > 0 such that for u, v ∈ R and t > 0, x ∈ D,∣∣σ(t, x, u)

∣∣ 6 C
(
1 + |u|

)
,∣∣σ(t, x, u)− σ(t, x, v)

∣∣ 6 C
(
|u− v|

)
.

Assumption C. The kernel function r is in D ×D, so that there exists a constant C > 0
such that for x, y ∈ D,

r(x, y) 6 C.

The existence and uniqueness of a solution to (2) follow from the theorem stated
below [30, Thm. 1.1].

Theorem 1 [Existence and uniqueness of the solution]. Let Assumptions A–C be sat-
isfied. Suppose further that 1 6 p 6 2 for 1 6 n 6 5 and 1 6 p < 1 + 6/n for
n > 6. Then problem (2) is globally well posed in L2(D × Ω). More precisely, for any
F0-measurable ξ ∈ L2(D × Ω), problem (2) has a unique solution uε such that for any
T > 0, uε ∈ L2(Ω,C([0, T ], L2(D))), and the solution map ξ 7→ uε is a Lipschitz
continuous map from L2(D ×Ω) to L2(Ω,C([0, T ], L2(D))).

Using Assumption A, it can be ensured that for any u, v ∈ L2(D),

‖f(u)‖L2/p 6 C(1 + ‖u‖pL2), (4)∥∥f(u)− f(v)
∥∥
L2/p 6 C

(
1 + ‖u‖L2 + ‖v‖L2

)p−1‖u− v‖L2 , (5)∥∥f(u)− f(v)
∥∥2/p
L2/p 6 C‖u− v‖2/pL2

(
1 + ‖u‖L2 + ‖v‖L2

)2(p−1)/p
. (6)

Also, from Assumptions B and C, for any u, v ∈ L2(D), x ∈ D, t > 0, we get

‖u‖R 6 C‖u‖L2 ,∥∥σ(t, x, u)
∥∥2
R
6 C

(
1 + ‖u‖2L2

)
, (7)∥∥σ(t, x, u)− σ(t, x, v)

∥∥2
R
6 C‖u− v‖2L2 . (8)
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For any T > 0, let XT be the set of L2(D)-valued Ft-adapted continuous random
processes u on L2(Ω,C([0, T ], L2(D))) such that the norm

‖u‖XT
=
(
E sup

06t6T

∥∥u(t)
∥∥2
L2

)1/2
is finite. Then it is apparent that (XT , ‖·‖XT

) is a Banach space. If u(t) is the solution
of (2) in the finite interval [0, T ], then there exists a corresponding C > 0 such that

E
(∥∥u(T )

∥∥2
L2

)
6 C(T ), (9)

which follows from [30].

2.1 Estimates for the Green’s function

The following lemma gathers several estimates for integrals of space (respectively time)
increments of G, the results are the same as those in [7, Lemma 1.8] that are deduced
from the explicit formulation (3) of G by using similar arguments.

Lemma 1. For γ < 4 − n and γ 6 2, γ′ < 1 − n/4, there exists C > 0 such that for
t > t′, x, y, z ∈ D,

t∫
0

∫
D

∣∣G(t− s, x, y)−G(t− s, z, y)
∣∣2 dy ds 6 C|x− z|γ ,

t′∫
0

∫
D

∣∣G(t− s, x, y)−G(t′ − s, x, y)
∣∣2 dy ds 6 C|t− t′|γ

′
,

t∫
t′

∫
D

∣∣G(t− s, x, y)
∣∣2 dy ds 6 |t− t′|γ

′
.

The lemma below gives the upper estimates on the Green’s function proved in [14],
which are similar to those in [7].

Lemma 2. Let G be the Green’s function defined by (3). Then there exist positive con-
stants c1 and c2 such that for any t ∈ [0, T ], any x, y ∈ D and any multi-index α ∈ Zn+
the following inequalities are satisfied:∣∣G(t, x, y)

∣∣ 6 c1t
−n/4 exp

(
−c2|x− y|4/3t−1/3

)
, (10)∣∣∂αyG(t, x, y)

∣∣ 6 c1t
(−n+|α|)/4 exp

(
−c2|x− y|4/3t−1/3

)
, (11)∣∣∂tG(t, x, y)

∣∣ 6 c1t
(−n+4)/4 exp

(
−c2|x− y|4/3t−1/3

)
. (12)
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Lemma 3. Let q > 1. Define the linear operator J by

J(v)(t, x)
.
=

t∫
0

∫
D

H(r, t;x, y) v(r, y) dy dr, t ∈ [0, T ], x ∈ D,

J(v)(t, x)
.
= 0, x /∈ D,

(13)

for v ∈ L∞([0, T ], Lq(D)), provided the integral exists. Let ζε(t, x) be a sequence of
random fields on [0, T ]×D such that almost surely∥∥ζε(t, ·)∥∥L2 6 θε, t ∈ [0, T ],

where θε is a finite random variable for every ε. Assume that θε is bounded in probability,
i.e.,

lim
c→∞

sup
ε

P(θε > C) = 0.

Then the sequence J(ζε) is uniformly tight in C([0, T ], L2(D)).

The above lemma can be verified for the operator J as defined in (13) when
H(s, t;x, y)

.
= G(t − s, x, y) or ∂yG(t − s, x, y) using estimates (10)–(12) analogous

to [?, Cor. 3.2].

Lemma 4. (See [30, Lemma 2.1].) Let ϕ ∈ L2(D). Then for any α ∈ Zn+, we have∥∥∥∥∂αx ∫
D

G(t, x, y)ϕ(y) dy

∥∥∥∥
L2

6 Ct−|α|/4‖ϕ‖L2 , t > 0.

Lemma 5. (See [30, Lemma 2.2].) Let σt(t, x, ω) be a continuous L2(D)-valued random
field satisfying the condition

E

T∫
0

‖σt‖2R dt <∞, ‖σt‖2R =

∫
D

r(x, x)
∣∣σt(t, x, ω)

∣∣2 dx.

Then we have the following estimate:

E

(
sup

06t6T

∥∥∥∥∥
t∫

0

∫
D

G(t− s, x, y)σt dy dWs(y)

∥∥∥∥∥
2

L2

)
6 CE

( T∫
0

‖σt‖2R dt

)
.

3 Large deviation principle

In this section, we state some standard definitions and results from the theory of large
deviations and some of the results presented in [4,5]. In particular, we state the variational
representation formulas for appropriate family of measurable maps, and subsequently,
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we state the uniform Laplace principle, which is equivalent to the uniform LDP under
a Polish space. Here the uniformity is with respect to the initial condition. Using the
weak convergence approach from [5], the uniform Laplace principle can be proved under
two main assumptions using the basic qualitative properties (existence, uniqueness and
tightness) for the controlled and zero noise versions of the original process.

Let {Xε, ε > 0} ≡ {Xε} be a family of random variables defined on the probability
space (Ω,F ,P) that takes values in a Polish space (i.e., a complete separable metric
space)E. The theory of large deviations is concerned with eventsA for which probability
P (X ∈ A) converges to zero exponentially fast as ε→ 0. The exponential decay rate of
such probabilities is typically expressed in terms of a “rate function”.

Definition 1 [Rate function]. A function I : E → [0,∞] is called a rate function on E
if for each M <∞, the level set {x ∈ E: I(x) 6M} is a compact subset of E.

Definition 2 [Large deviation principle]. The sequence {Xε} is said to satisfy the large
deviation principle on E with rate function I if the following conditions hold:

1. Large deviation upper bound. For each closed subset F of E,

lim sup
ε→0

ε log P
(
Xε ∈ F

)
6 − inf

x∈F
I(x).

2. Large deviation lower bound. For each open subset G of E,

lim inf
ε→0

ε log P
(
Xε ∈ G

)
> − inf

x∈G
I(x).

In many problems, exponential estimates on functions are of interest and are more
general than indicator functions of closed or open sets. This induced the study of the
Laplace principle.

Lemma 6 [Laplace principle]. Given h a bounded continuous function mapping [0, 1]
into R,

lim
n→∞

1

n
log

1∫
0

exp
[
−nh(x)

]
dx = − min

x∈[0,1]
h(x).

An important consequence of the LDP, which involve the asymptotic behavior of
certain expectations as stated below is proved by Varadhan [29], which generalizes the
Laplace principle.

Lemma 7 [Varadhan’s lemma]. (See [13].) Assume that the sequence {Xε, ε > 0} of
random variables defined on a probability space and taking values in a Polish space E
satisfies the LDP on E with rate function I . Then for all bounded continuous functions h
mapping E into R,

lim
ε→0

ε log E

{
exp

[
−1

ε
h
(
Xε
)]}

= − inf
x∈E

{
h(x) + I(x)

}
.
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Lemma 8 [Bryc’s converse]. (See [13].) The Laplace principle implies the LDP with the
same rate function. More precisely, if I is a rate function on E and the limit

lim
ε→0

ε log E

{
exp

[
−1

ε
h
(
Xε
)]}

= − inf
x∈E

{
h(x) + I(x)

}
is valid for all bounded continuous functions h, then {Xε, ε > 0} satisfies the LDP on E
with rate function I .

From Varadhan’s lemma, together with Bryc’s converse of Varadhan’s lemma, the
Laplace principle and LDP are equivalent for Polish space-valued random elements [13].
In view of this equivalence the rest of this work will be concerned with the study of
the Laplace principle. In fact, we will study a somewhat strengthened notation, namely,
a uniform Laplace principle, which will be stated in Theorem 2.

Let E0 = L2(D) be the space of the initial condition, and let E = C([0, T ], L2(D))
be the space of solutions, which are Polish spaces. The initial condition ξ takes values in
the compact subsets ofE0. Let Gε : E0×C([0, T ]×D,R)→ E be a family of measurable
maps. The solution map of (2) is defined as

Xε,ξ .
= Gε(ξ,

√
εWt).

Then Xε,ξ are Polish space-valued random elements. Let ν : Ω × [0, T ]→ L2(D) be an
L2(D)-valued predictable process. Define

P2
.
=

{
ν:

T∫
0

∥∥ν(s)
∥∥2
L2 ds <∞ a.s.

}
,

SN
.
=

{
φ ∈ L2

(
[0, T ]×D

)
:

∫
[0,T ]×D

φ2(s, y) dy ds 6 N

}
, N ∈ N.

The set of bounded deterministic controls is given by the Polish space SN , which is
a compact metric space endowed with the weak topology on L2([0, T ]×D) as in [5]. The
set of bounded stochastic controls is given by

PN2
.
=
{
ν ∈ P2: ν(ω) ∈ SN P-a.s.

}
. (14)

For ν ∈ L2([0, T ]×D), we define

Int ν(t, x)
.
=

t∫
0

x∫
0

ν(s, y) dy ds.

The following condition is the standing assumption of Theorem 2.

Assumption. There exists a measurable map G0 : E0 × C([0, T ] × D,R) → E such
that:

https://www.journals.vu.lt/nonlinear-analysis
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(S1) For every M <∞ and compact set K ⊂ E0, the set

ΓM,K
.
=
{
G0(ξ, Int ν): ν ∈ SM , ξ ∈ K

}
is a compact subset of E.

(S2) ConsiderM <∞ and let {νε} ∈ PM2 and {ξε} ⊂ E0 such that ξε → ξ, νε → ν
in distribution as ε→ 0. Then

Gε
(
ξε,
√
εWt + Int νε

)
→ G0(ξ, Int ν)

in distribution as ε→ 0.

The following theorem states the uniform Laplace principle for the family {Xε,ξ}.

Theorem 2. (See [5, Thm. 7].). Let G0 : E0×C([0, T ]×L2(D),R)→ E be a measurable
map satisfying (S1) and (S2). For ξ ∈ E0 and f ∈ E, define

Iξ(f)
.
= inf
{β∈L2([0,T ]×D): f

.
=G0(ξ,Int β)}

{
1

2

T∫
0

∥∥β(s)
∥∥2
L2 ds

}
.

Suppose that for all f ∈ E, ξ 7→ Iξ(f) is a lower semicontinuous map from E0 to [0,∞].
Then, for all ξ ∈ E0, f 7→ Iξ(f) is a rate function on E, and the family {Iξ, ξ ∈ E0}
of rate functions has compact level sets on compacts. Furthermore, the family {Xε,ξ}
satisfies the Laplace principle on E with rate function Iξ uniformly in ξ on compact
subsets of E0.

4 Controlled and the skeleton equations

The solution map for the SKS equation (2) is uε = Gε(ξ,
√
εWt). For a control ν ∈ P2,

uε,νξ = Gε(ξ,
√
εWt + Int ν) is the solution map of the stochastic controlled equation

duε +
(
∆2uε + ∆uε + div f

(
uε
))

dt

=
√
εσ
(
t, x, uε

)
dWt + σ

(
t, x, uε

)
ν(t, x) dt, x ∈ D, t > 0,

uε|∂D = ∆uε|∂D = 0, t > 0, uε(x, 0) = ξ(x), x ∈ D.
(15)

The mild solution of the stochastic controlled equation (15) is

uε,ν(t, x) =

∫
D

G(t, x, y) ξ(y) dy + c

t∫
0

∫
D

G(t− s, x, y)uε,ν(s, y) dy ds

+

t∫
0

∫
D

∇G(t− s, x, y) f
(
uε,ν(s, y)

)
dy ds
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+
√
ε

t∫
0

∫
D

G(t− s, x, y)σ
(
uε,ν(s, y)

)
dy dWs(y)

+

t∫
0

∫
D

G(t− s, x, y)σ
(
uε,ν(s, y)

)
ν(s, y) dy ds, (16)

whereas u0,νξ = G0(ξ, Int ν) is the solution map of the skeleton equation

du0 +
(
∆2u0 + ∆u0 + div f

(
u0
))

dt = σ
(
t, x, u0

)
ν(t, x) dt, x ∈ D, t > 0,

u0
∣∣
∂D

= ∆u0
∣∣∂D = 0, t > 0, u0(x, 0) = ξ(x), x ∈ D,

(17)

whose mild solution is

u0,ν(t, x) =

∫
D

G(t, x, y) ξ(y) dy + c

t∫
0

∫
D

G(t− s, x, y)u0,ν(s, y) dy ds

+

t∫
0

∫
D

∇G(t− s, x, y) f
(
u0,ν(s, y)

)
dy ds

+

t∫
0

∫
D

G(t− s, x, y)σ
(
u0,ν(s, y)

)
ν(s, y) dy ds.

4.1 The rate function

Let h ∈ C([0, T ], L2(D)) for every t ∈ [0, T ] and x ∈ D. Define the following rate
function:

Iξ(h)
.
=

1

2
inf
ν

T∫
0

∫
D

ν2(s, y) dy ds, (18)

where the infimum is taken over all ν ∈ L2([0, T ]×D) such that

h(t, x) =

∫
D

G(t, x, y) ξ(y) dy + c

t∫
0

∫
D

G(t− s, x, y)h(s, y) dy ds

+

t∫
0

∫
D

∇G(t− s, x, y) f
(
h(s, y)

)
dy ds

+

t∫
0

∫
D

G(t− s, x, y)σ
(
h(s, y)

)
ν(s, y) dy ds.
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4.2 Existence and uniqueness of the controlled process

The following theorem establishes the existence and uniqueness of the controlled process
using Girsanov’s theorem [9, Thm. 10.14].

Theorem 3 [Existence and uniqueness of the controlled process]. Let Gε denote the
solution mapping, and let ν ∈ PN2 for some N ∈ N, where PN2 is as defined in (14). For
ε > 0 and ξ ∈ E0, define

uε,νξ = Gε
(
ξ,
√
εWt + Int ν

)
.

Then uε,νξ is the unique solution of (15).

Proof. For a fixed ν ∈ PN2 , define the measure Qν,ε by

dQν,ε

dP

.
= exp

{
− 1√

ε

T∫
0

∫
D

ν(s, y) dy dWs(y)− 1

2ε

T∫
0

∫
D

ν2(s, y) dy ds

}
.

Then Qν,ε is probability measure on (Ω,F , Qν,ε) and is equivalent to P. By Girsanov’s
theorem [9, Thm. 10.14], the process W̃ .

= Wt + ε−1/2 Int ν is a Wiener process under
the measure Qν,ε. By Theorem 1, uε,νξ is the unique solution of (2) with Wt replaced by
W̃ under the measure Qν,ε. This is precisely the same as (15) on the probability space
(Ω,F , Qν,ε). By the equivalence of measures uε,νξ is the unique solution of (15) under
the probability measure (Ω,F ,P), and the proof is complete.

Theorem 4 [Existence and uniqueness of the skeleton]. Fix ξ ∈ E0 and ν ∈ P2. Then
there exists a unique function u0,νξ ∈ C([0, T ], L2(D)), which is the mild solution to the
skeleton equation (17).

The proof of this theorem is almost same to that of Theorem 1 and hence omitted.

5 Main theorem

The following theorem is the main contribution of this paper, which establishes the uni-
form LDP for the law of solutions {uε} of the SKS equation (2).

Theorem 5 [Main theorem]. The family of solutions of (2) given by {uε = Gε(ξ,
√
εWt),

ε ∈ (0, 1)} satisfies the LDP on the Polish space E with rate function Iξ given by (18)
uniformly for ξ in compact subsets of E0.

As mentioned earlier, in a Polish space, the uniform Laplace principle is equivalent to
the uniform LDP. In view of Theorem 2, it suffices to prove conditions (S1) and (S2). To
accomplish this purpose, define a measurable map β : [0, 1) → [0, 1) such that β(r) →
β(0) = 0 as r → 0.

The following theorem will be used to obtain the weak convergence of a sequence of
controlled processes by using the tightness arguments.
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Theorem 6 [Prohorov’s theorem]. (See [19, Thm. 14.3].) For any sequence of random
elements {Xn}, n = 1, 2, . . . , in a metric space S, tightness implies relative compactness
in distribution, and the two conditions are equivalent when S is separable and complete.

Lemma 9. (See [6].) Let ξ ∈ Lρ(D), ρ > 2. Then (t → G(t)ξ) belongs to C([0, T ],
Lρ(D)), and ξ → {t→ G(t)ξ} is a continuous map in ξ.

Theorem 7 [Convergence of the controlled process]. Let M < ∞, and suppose that
ξε → ξ, νε → ν in distribution as ε → 0 with {νε} ⊂ PM2 . Then uβ(ε),ν

ε

ξε → u0,νξ in
distribution.

Proof. From (16) the solution of the controlled process is given by

u
β(ε),νε

ξε (t, x) =

5∑
l=1

Zεl ,

where

Zε1 =

∫
D

G(t, x, y) ξε(y) dy,

Zε2 =

t∫
0

∫
D

G(t− s, x, y)u
β(ε),νε

ξε (s, y) dy ds,

Zε3 =

t∫
0

∫
D

∇G(t− s, x, y) f
(
u
β(ε),νε

ξε (s, y)
)

dy ds,

Zε4 =
√
β(ε)

t∫
0

∫
D

G(t− s, x, y)σ
(
u
β(ε),νε

ξε (s, y)
)

dy dWs(y),

Zε5 =

t∫
0

∫
D

G(t− s, x, y)σ
(
u
β(ε),νε

ξε

)
νε(s, y) dy ds.

The proof is carried out in two steps.

Step 1: Tightness. We show the tightness ofZεl for l = 1, 2, 3, 4, 5 inC([0, T ], L2(D)).
Since ξε ∈ L2(D), the tightness of Zε1 follows from the Lemma 9.

When l = 2, let ζ1ε(t, x)
.
= u

β(ε),νε

ξε (t, x). Then∥∥ζ1ε(t, ·)∥∥L2 6 sup
06t6T

∥∥uβ(ε),νε

ξε (t, ·)
∥∥
L2 .

Using (9), we have

sup
ε∈(0,1)

E
(

sup
06t6T

‖uβ(ε),ν
ε

ξε (t, ·)‖2L2

)
6 C(T ).
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Using Chebyshev’s inequality, for a constant R > 0, we obtain

sup
ε∈(0,1)

P
(

sup
06t6T

∥∥uβ(ε),νε

ξε (t, ·)
∥∥
L2 > R

)
6
C(T )

R2
.

Therefore,
lim
R→∞

sup
ε∈(0,1)

P
(

sup
06t6T

∥∥uβ(ε),νε

ξε (t, ·)
∥∥
L2 > R

)
= 0. (19)

Hence, by using Lemma 3 the sequence J(ζ1ε) = Zε2 is uniformly tight in C([0, T ],
L2(D)).

When l = 3, let ζ2ε(t, x)
.
= f(u

β(ε),νε

ξε (t, x)). Then∥∥ζ2ε(t, ·)∥∥L2 6 sup
06t6T

∥∥f(uβ(ε),νε

ξε (t, ·)
)∥∥
L2 .

Using (4) and (9), we have

sup
ε∈(0,1)

E
(

sup
06t6T

∥∥f(u
β(ε),νε

ξε (t, ·))
∥∥2
L2

)
6 C(T ). (20)

Also, when l = 5, let ζ3ε(t, x)
.
= σ(u

β(ε),νε

ξε )νε(t, x). Then∥∥ζ3ε(t, ·)∥∥L2 6 sup
06t6T

∥∥σ(uβ(ε),νε

ξε

)
νε(t, ·)

∥∥
L2 .

Using (7), (9) and properties of controls, we have

sup
ε∈(0,1)

E
(

sup
06t6T

∥∥σ(uβ(ε),νε

ξε

)
νε(t, ·)

∥∥2
L2

)
6 C(T ). (21)

Similar to (19), using Chebyshev’s inequality, (20) and (21), we obtain the tightness of
J(ζ2ε) = Zε3 and J(ζ3ε) = Zε5 in C([0, T ], L2(D)) from Lemma 3.

When l = 4, to show the tightness of Zε4 , using [20, Thm. 4.10], it suffices to show
the following two conditions. For any (t, x) and (t′, y) ∈ [0, T ]×D, t > t′,

lim
R→∞

sup
ε∈(0,1)

P
(∣∣Zε4(t, x)

∣∣ > R
)

= 0, R > 0,

lim
ρ→0

sup
ε∈(0,1)

P
(

sup
|t−t′|+|x−y|6ρ

∣∣Zε4(t, x)− Zε4(t′, y)
∣∣ > R

)
= 0.

Using the Itô isometry, (7), (9) and Lemma 1, we obtain

E
(∣∣Zε4(t, x)

∣∣2) 6 CE

( t∫
0

∫
D

∣∣G(t− s, x, y)
∣∣2∥∥σ(uβ(ε),νε

ξε

)
(s, ·)

∥∥2
R

dy ds

)
6 C(T ),
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which by Chebyshev’s inequality leads to

lim
R→∞

sup
ε∈(0,1)

P
(∣∣Zε4(t, x)

∣∣ > R
)
6 lim
R→∞

sup
ε∈(0,1)

E(|Zε4(t, x)|2)

R2
= 0. (22)

Similarly,
E
(∣∣Zε4(t, x)− Zε4(t′, y)

∣∣2) 6 C
(
|t− t′|γ

′
+ |x− y|γ

)
from which, using Chebyshev’s inequality, we get

lim
ρ→0

sup
ε∈(0,1)

P
(

sup
|t−t′|+|x−y|6ρ

∣∣Zε4(t, x)− Zε4(t′, y)
∣∣ > R

)
6 lim
ρ→0

sup
ε∈(0,1)

1

R2
E
(

sup
|t−t′|+|x−y|6ρ

∣∣Zε4(t, x)− Zε4(t′, y)
∣∣2) = 0. (23)

Hence, from (22) and (23) the sequence Zε4 is tight in C([0, T ], L2(D)).
Step 2: Convergence. With the proof of tightness of Zεl for l = 1, 2, 3, 4, 5 at hand, by

Prohorov’s theorem a subsequence can be extracted along which each of the aforemen-
tioned processes and uβ(ε),ν

ε

ξε converge in distribution in C([0, T ], L2(D)). Let Z0
l and

u0,νξ denote the respective limits. We will show that

Z0
1 =

∫
D

G(t, x, y) ξ(y) dy, Z0
2 =

t∫
0

∫
D

G(t− s, x, y)u0,νξ (s, y) dy ds,

Z0
3 =

t∫
0

∫
D

∇G(t− s, x, y) f
(
u0,νξ (s, y)

)
dy ds, Z0

4 = 0,

Z0
5 =

t∫
0

∫
D

G(t− s, x, y)σ
(
u0,νξ (s, y)

)
ν(s, y) dy ds.

Case 1. The case l = 1 follows from Lemma 9.
Case 2. When l = 2, we invoke the Skorokhod representation theorem [22] and thus

assume the almost sure convergence on a larger common probability space. Denote the
right-hand side of Z0

2 by Z̄0
2 . Using Lemma 4 with α = 0, we have∥∥Zε2 − Z̄0

2

∥∥2
XT

6 E

(
sup

06t6T

∥∥∥∥
t∫

0

∫
D

G(t− s, x, y)
(
u
β(ε),νε

ξε − u0,νξ
)(
s, y
)

dy ds

∥∥∥∥∥
2

L2

)

6 CTE
(

sup
06t6T

∥∥uβ(ε),νε

ξε − u0,νξ
∥∥2
L2

)
,
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and thus converges to zero as ε → 0 since uβ(ε),ν
ε

ξε → u0,νξ by the fact that the limit is
unique, and Z̄0

2 is a continuous random field using Theorem 4. Hence we conclude that
Z0
2 = Z̄0

2 .
Case 3. When l = 3, denote the right-hand side of Z0

3 by Z̄0
3 and invoke Skorokhod

representation theorem as before. By using Lemma 4 with |α| = 1 and (6) we have∥∥Zε3 − Z̄0
3

∥∥2
XT

= E

(
sup

06t6T

∥∥∥∥
t∫

0

∫
D

∇G(t− s, x, y)
[
f
(
u
β(ε),νε

ξε

)
(s, y)− f(u0,νξ )(s, y)

]
dy ds

∥∥∥∥2
L2

)

6 CT 3/2E sup
06t6T

∥∥uβ(ε),νε

ξε − u0,νξ
∥∥2
L2 .

Using a similar argument as in the previous case, Z0
3 = Z̄0

3 , and the right-hand side
converges to zero as ε→ 0.

Case 4. When l = 4, let

T =

t∫
0

∫
D

G(t− s, x, y)σ
(
u
β(ε),νε

ξε (s, y)
)

dy dWs(y).

As proven before, since T is tight, using [5, Lemma 3], Zε4 converges in probability in
C([0, T ]× L2(D)), which implies the corresponding convergence in C([0, T ], L2(D)).

Case 5. When l = 5, let us denote the right-hand side of Z0
5 by Z̄0

5 . As νε → ν in
distribution as ε→ 0 and since SM endowed with weak topology is a Polish space, from
the Skorokhod representation theorem there exists a probability space (Ω̄, F̄ , {F̄t}, P̄).
On this basis, a sequence of independent Brownian motions W̄t and also a family of F̄t-
predictable processes {ν̄ε: ε > 0}, ν̄ taking values in SM P-a.s. such that the joint law
of (νε, ν,Wt) under P coincides with that of (ν̄ε, ν̄, W̄t) under P̄, and

lim
ε→0

t∫
0

∫
D

(
ν̄ε(s, y)− ν̄(s, y)

)
g(s, y) dy ds = 0, g ∈ L2

(
[0, T ]×D

)
, P̄-a.s.

In what follows, we will write νε, ν instead of ν̄ε, ν̄ for simplicity:

Zε5−Z̄0
5 =

t∫
0

∫
D

G(t− s, x, y)
[
σ
(
u
β(ε),νε

ξε (s, y)
)
νε(s, y)− σ

(
u0,νξ (s, y)

)
ν(s, y)

]
dy ds

=

∫
D

G(t− s, x, y)σ
(
u
β(ε),νε

ξε (s, y)
)[
νε(s, y)− ν(s, y)

]
dy ds

+

t∫
0

∫
D

G(t− s, x, y)
[
σ
(
u
β(ε),νε

ξε (s, y)
)
− σ

(
u0,νξ (s, y)

)]
ν(s, y) dy ds

= Iε51 + Iε52.
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Next, we will show that

lim
ε→0

E
(

sup
06t6T

∥∥Iε51∥∥2L2

)
= 0. (24)

For any (t, x) ∈ [0, T ]×D, from assumption B and Lemma 1 we have

T∫
0

∫
D

G2(t− s, x, y)σ2
(
u
β(ε),νε

ξε (s, y)
)

dy ds 6 C(T ) <∞,

which implies that the function {G(t − s, x, y)σ(u
β(ε),νε

ξε (s, y)): (s, y) ∈ [0, T ] × D}
takes values in SM for some M ∈ N. Since νε → ν weakly in SM , we get

lim
ε→0

Iε51 = 0 a.s.

Using Hölder’s inequality and the fact that νε, ν ∈ SM , we get∣∣∣∣ ∫
D

G(t− s, x, y)σ
(
u
β(ε),νε

ξε (s, y)
)[
νε(s, y)− ν(s, y)

]
dy ds

∣∣∣∣ 6 C(T,M),

which implies that Iε51 is uniformly bounded. Hence, by the dominated convergence
theorem we obtain (24). Using (8), (9) and properties of controls, we get

E
(

sup
06t6T

∥∥Iε52∥∥2L2

)
6 CME

(
sup

06t6T

t∫
0

∥∥uβ(ε),νε

ξε − u0,νξ
∥∥2
L2 ds

)

6 CTME
(

sup
06t6T

∥∥uβ(ε),νε

ξε − u0,νξ
∥∥2
L2

)
. (25)

The RHS of (25) converges to zero since uβ(ε),ν
ε

ξε → u0,νξ as ε→ 0.
Therefore, from (24) and (25) we get∥∥Zε5 − Z̄0

5

∥∥2
XT
→ 0 as ε→ 0.

Again, using the fact that the limit is unique and Z̄0
5 is a continuous random field, it can

be concluded that Z0
5 = Z̄0

5 . Hence, from the uniqueness Theorem 4 it follows that along
a subsequence, the controlled process converges to the skeleton equation.

Verification of assumption (S1). Assumption (S1) follows from Theorem 4 and ap-
plying Theorem 7 with β = 0.

Verification of assumption (S2). Assumption (S2) follows by applying Theorem 7
with β(r) = r, r ∈ [0, 1).

This concludes the proof of main theorem.
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6 Conclusion

Thus, the uniform LDP is proved in a precise manner, where the proofs rely on some basic
qualitative properties like existence, uniqueness, tightness of the controlled and zero noise
analogues of the original system. The future research directions would include studies
of exit time problems using the uniform LDP, moderate deviation principle and central
limit theorem for the SKS equation. Further, one can focus upon the analysis of well-
posedness, exit time, LDP, moderate deviations for the SKS equation and other similar
SPDEs perturbed by a Levy noise.
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