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CHAPTER I

INTRODUCTION AND TERMINOLOGY

The theory of differential equations constitute a large and
very important branch of mathematical analysis. Differential equations
occur in connection with numerous problems which are encountered in
various branches of science and engineering. In the study of differential
equations one has been able to find solutions to some very important
problems such as: the problem of determining the motion of a projecticle
rocket, satellete, the change of current in an electric circuit and
the reaction of chemicals.

Let us consider the system of n linear homogeneous lst order

differential equations:

yi(x) all(X)yl(x) + a12(x)y2(x) + co0 + aln(x)yn(x)

yé(x) a21(x)y1(x) + aéa(x)ya(X) + cee & a2n(x)yn(x)

] + e &
yn(x) = a.(x)y (x)+ ahe(x)ye(x) 8 (¥ (x)
this system can compactly be written in vector and matrix notation
as Y'(x) = A(x)Y(x), where Y'(x) and Y(x) are n-dimensional vector
functions and A(x) is an nxn matrix function.
In recent years, matrices have become very useful in the study

of differential equations.



The aim of this paper is to demonstrate the application of
matrices 46 the existence and uniqueness of solutions to systems
of differential equations. This matrix theory will be applied to
both the linear and non-linear homogeneous lst order cases.

It is well known that under certain conditions the linear
scalar differential equation y'(x) = ay(x), y(xo) = ¥, and the
non-linear scalar y'(x) = f(x,y(x)), y(x,) = ¥, have a solution
and the solution is unique. The matrix and vector form of the
system suggest a solution similar to the solution of a single
differential equation.

Some of the basic definitions and terminology to be used in

this paper are as follows:

Symbols and/or Definitions Meaning
(1) A differential equation An equation involving x, y(x)
and the derivatives of y(x).
(2) Linear differential A differential equation such that
equation (a) y(x) is of 1lst degree

(b) all the derivatives of y(x)
are of 1lst degree

(e) no product of y(x) and the
derivatives of y(x) occur.

(3) A non-linear A differential equation that
differential equation is not linear.
(4) The degree of a The degree of the highest ordered
differential equation derivative appearing after all
fractional exponents have been
removed.
(5) A solution to a (a) An equation free of derivatives
differential equation (v) An equation that satisfies

the differential equation.



(6)

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)

(16)

(a7)

(18)

(19)

1st order linear homogeneous
differential equation

f(x) is a function

f(x) is continuous at -8

A is a matrix

A is a square matrix
A(x) is a matrix function
V(x) is a k-dimensional

vector function

A(x) is a continuous
matrix function on I

I is a closed interval

R is a rectangle

L V_(x) converges
uniformly on I
to V(x)

LVi(x) is wniformly

convergent on I

7 is the norm of the
matrix A

The matrix function
A(x) is bounded

A linear differential equation:
y'(x) = a(x)y(x) + b(x) is homogeneous
if b(x) is identically zero.

f(x) is a set of ordered number
pairs (x,y) such that no two pairs
have the same first x number.

If e >0, then there exist a d> 0,
such that if [x - x |¢d, then
| £(x) - £(x,)] < e.

A is a rectangular array of numbers.

" A has the same number of rows as

colums.

A is a matrix whose elements are
functions

V(x) is a kxl matrix function,
A is a matrix whose elements
are continuous functions on I.
I= {a $x2b ‘

R = IxI.

If e »0, there exist a N> 0,

such that n> N, then ‘ﬂn(x) - v(x)ke.

zv&(t) converges uniformly
for each k.

Z =§|aml.

There exist a positive number
K, such that [lA(x)|| & K.

In Chapter II we shall state the auxillary theorems. These

theorems are used at various points in this paper, however they will



not be proved.
In Chapter III we shall state and prove some basic lemmas to
be used in this paper.
In Chapter IV we shall state and prove the main theorem.
Chapter V gives an application of a system of two linear

1st order homogeneous differential equations.



CHAPTERII

AUXILLARY THEOREMS

Theorem 1.1

H: f(x)€ C° on I.

c: Ij:f(x)dxl&g'f(x)l dx

Theorem 1.2

Hy: f(x)€ c® on I

Theorem 1.3

Hl: rn(x)e c® en1I for eachn = 1, 2, 3, ...

H2: an(x) converges uniformly on I to £(x)

C: f(x)€EC®° on I.



Theorem 1.4

Hl: fn(x) is defined for each n =1, 2, 3, ...
H2: z_Mn converges, Mn>0 for each'nis 1. 2,3, 0,
H3: lrn(x)‘ &M for each n and for each x on I

Ce Efn(x) converges uniformly on I.

Theorem 1.5

H,: fn(x) € nlIforeachn=1, 2, 3, ...
Hy: an(x) converges uniformly on I.'

c: j:zfn(x)dx= ).'S:fn(x)dx.

Theorem 1.6

Hl: f (x) is a sequence of real functions which converges
n

uniformly to f(x) on I.

fn(x) is continuous on I for eachn =1, 2, 3, ...

c: ILim j"f (x)dx = j‘Lim £_(x)ax.
n ‘an e n



CHAPTERIII

BASIC LEMMAS

Lemma 2.1

H: A and B are nxn matrices

c: lla+ Bl &|lall + (=1}

Proof:

1. Jla+B|| = 2[ iJ+b“|

2 laiJ+biJ“-_-laiJ|*'biJ| for each 1¢i & n

1&Y &n

A+ B"=i| 8y ¢t biJl e ©( ‘HJ' * ‘bid\ )
T | oyl Tlogy
\ a+z2ll < llall + (s Q:E.D.

Lemma 2.2

H: A and B are nxn matrices

c: flA-30&Nall + 0Bl
Proof:

1. -0 = Wi Bl

2. Replace B by -B in Lemma 2.1

3. WA -B(lelall+ (IBH Q.E.D.

and



Lemma 2.3

E A and B are nxn matrices

c:  WaBN <Al B\

Proof':
Le AB|| = b
2zl ;?-E J2ix kJ |

2. las|

:g:_ l2ix] [Pyl & & leix] [Py
3. a8 < @;Jaikl g'lbljl)

b NAB(l = Hall nBN Q.E.D.

Lemma 2.4

H: A(x) is a continuous matrix function on I

¢:  fIfaax]| & LAl ax

Proof:

L Axax |l = 'I:).Lbaid(x)dxl

2. If:aij(x)dx! < S:laij(x)l dx By Theorem 1.1

30 @l = Tl fayyxax] ¢ E Llagy (0] ax
L-fz‘am(x) | ax

k. I\S:'A(x)ax || ‘-‘QI\A(x)lI ax. Q.E.D.



Lemma 2.5

The following two statements are equivalent:
A: Y'(x) = A(x)Y(x), Y(xo) =Y,

X
B: Y(x) =y, +{ A(t)r(t)at

%o

Proof: A: is equivalent to B:

1. Y'(x) = A(x)Y(x), Y(x,) = Y,
2 4
2. Y(x)r = { a)v(e)at Integrating both sides of 1.
%o Xo

3. Y(x) - Y(xy) = S:.A(t)y(t)at

b, Y(x) ¥(x) +:°A(t)y(t)at

5. Yx) Yo +{:.A(t)‘r(t)dt Q.E.D.

Proof: B: is equivalent to A:
1. Y(x) = I, * _C'A(t)'f(t)dt

2. Y'(x) =0 + Alx)Y(x) By the Fundamental Theorem of Integral
Calculus

3. Y'(x) = A(x)¥(x), ¥(x)) =Y, Q,.E.D,
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Lemma 2.6
le tMn converges, Mn>0
o Vﬁ(x) is a k-dimensional vector of functions
H3: "V’l:(x)" €M foreachn=1,2,3, ...

C: {Vﬁ(x) converges uniformly for each k.

Proof:
Lo || Rll= lv’i(x)‘ + V)] el s ,vlr:(x)‘ R
2. 'Vn(x)‘ &M for each kth component
k n
3. Hence: ):vﬁ(x) converges uniformly for each k by Theorem 3.4

Q.E.D.



CHAPTER IV

Theorem I.
Hl: A(x) €c® on1I
H2: Y(x) € C' on1I

H3: Y(xo) = Yo

C.: There exist a solution Y(x) which satisfies Y'(x) = A(x)Y(x)
such that Y(xo) =Y

o

C,: The solution is unique. ;
Proof':

Yo TA(x) = Alx) ¥lx)s Y(xo) gl 1

2. ¥(x) =71, + j:.A(t)Y(t)dt, Integrating both sides of 1.

<
3. Y(x) =Y + I“A(t)Yo(t)dt Substituting Y (t) for Y(t)
in 2. and in general Y,(t)
X
= for Y T
b ¥ (x) =¥ + ’Kf(t)Yl(t)dt or Y, _;(t)

5. Tyle) = ¥4 )':.A(t)Yz(t)dt

6. Y (x)=1 + S:f(t)Yn_l(t)dt

ORI A R A S::x(t)rn(t)dt

11
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8. Y, - ) = NIy 2) - v, (6)ael]

90 |1 gy, (x) - L ()| & E“A(t)[yn(t) - ,(6))\at By Lemma 2.1
0. fr, x)-y | j:.llA(t)" Y, () - ¥ (t)[| at By Lemma 2.3
. ly, ) - )] e j:ox Y, () = ¥ ()] at

By H, k>0, [lla(e)lle k.

2. | t,(x) - (0] j:.xu Y, (t) - ¥ (¢l at

Bt AU § WS i

13. ||, -t @ & Qx( ey O + MY (0)1) at By Lemma 2.2

N RACORER A €01 j;!m:it
By Hy M0 [\Y,(t)]|&¢M and \\Yo(t)l\ is a number

Let My + || Y ()|

15. || Yp(x) - ¥, (x)] & Kfx - x|

16. |} ¥5(x) - v, (x|l &5’:1( M Ys(t) - Yy (el at n =2 in 11.
7. |\ Y3(x) - Y, (x) |l £I:°K2M|x - x |4t Using 15.

18. "YB(x) - Y2(x)ﬂl_. KM |x - x°|2

2

19. || 1,0 - L & fx M) - Lol at n =3 in 11.
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20, ||1,(x) - Y| & _[:K3M|x = x5)2 at
2

21. |y, (x) - Ya(x)lle K3ulx - xo|3
3!

22 Iy - T, & e - xdn
n!

23. Y (x)= yo(x) + yl(x) - Y (x) + Yo(x) - Y (x) + oo0 + Y (x) - Y, ()

2k, “Yn(x)[\l; "Yo(x)“ + Yy (x) - Y (x| + "Yz(x) - Y(x)] + ...

+ Ny (x) - vy (x)])

Let R be on I such |x - x_|&R

ol

Therefore the series in 23. converges uniformly on I

and each Yn(x) is continuous for each n = 1, 2, 3, ...

It follows that:

25. Lgm Yn(x) “ Y Lrj;m [:.A(t)rn_l(t)at

26. Lin Y,(x) = Y + f::\(t)l.ﬁm Y, ) (t)at By Theorem 1.6
27, Yx)rw ¥4 QA(t)Y(t)dt

Therefore Y(x) satisfies the integral equation and by

Lemma 2.5 Y(x) satisfies the differential equation. Q.E.D.
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Proof of 02:

28.

29.

30.

33.

3k,

35.

36.

Assume that Z(x) is a solution to the integral equation in 27, that
is, 2(x) = Yo + §% = 5

> 2(x) B ):sA(t)Z(t)dt and consider Y (x) =Y + §A(t)Y ,(t)at.
Here we are using the same method of successive substitution as in

the proof of Cl in Theorem I,

Il 2(x) - Y ()l < j:uA(t)ll-llz(t) - Yp1(t)l) at By lemmas 2.3 & 2.k
Il z(x) - ¥_()]I !:-j:.x Nz(e) - ¥ (6l at By B,

Il 2(x) - ¥, (Ol £{2(3|2(t) - Y (6l at n =1 in 20.

I 2(x) - ¥, Ol ef:.Imat By the same argument as in 13. & 1k.
Nzx) - v (0l € wifx - x|

fl 2(x) -~ v, (oM 9.‘2(”2(1;) - @l at n =2 in 29,

Nz(x) - L0l eQ@Mlx - x,|at

flz(x) - Y, ()|} o KM|x - x |2

2

L) o KM - x )"
n!

Il 2(x)

Let R20 be on I such that {x - x |&R.

Since the series M(XR)? converges, it follows that Lim M(XR)™ = 0
n! n n!

and Lim Yn(x) Y(x), therefore {[ z(x) - Yo (x|l = 0.

n

This means Z(x) = Y(x), therefore the solution Y(x) is unigque. Q.E.D.
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Now let us consider the system of n non-linear homogeneous

1st order differential equations.

Theorem II

H : F(x,Y(x)) € c° on R

Hy: Y(x) € c° on I

Hy: Y(x)€C' onI

yi IR ()) - Py, )€ k [y, (x) - v ()
K20, ¥;(x) and Y (x) € R.

O Y(xo) - X

C,: There exist a solution which satisfies Y'(x) = F(x,Y¥(x))

such that Y(xo) =Y
Co: The solution is unique.
Proof of Clz

1. Y'(x)

P(x,Y(x)), Y(x)) =Y,

2. '¥(x)

Y, *+ S::OF(t.Y(t))dt

X
3. Yl(x) et A 8“F(t,Yo(t))dt Substituting Y,(t) for Y(t) in

2. and in general Yn(t) for Y, ,(t).



10.

s

12.

13.

1k,

15,

i

Y2(x) g 8 +$:F(t,Yl(t))dt

Y3(x) = ¥, +§ F(t,Yp(¢))at
Ya(x) = Y, +§ Rty ) (t))at
AR I +£:F(t, Y, (t))at

16

Wy () = 400l = || P 2,000) - Pesy (e))lasl|

| Yoer ) - ¥ ()| 65:" F(t,Y, () - F(t,%, 1(¢)]| at By Lemma 2.4

I 00 - vy )| & £ ree,x, (6))- meesx, (0l at

eQK Ny, (8) - v (0)l] at By H),

| Yo(x) - v (x)|| & Qx e (6) - ¥ (e))) at

By Hy M;>0, [|Y,(t)||&¥; ana || ¥ (t){] is a number

Let M + |[Y ()| = M
|) o (x) - Yl(x)"sf;mdt

Il Y,(x) - ¥, () || & KM|x - x,)

I Y3(x) - Ll & g:n F(t,Yp(t)) - F(t,Y; ()| at

&S;.K I,(6) - Yy (0))l ¢  n=2in9. andH,

Y. (x) - L) & LxeM|x - xo) 4t
3 2

By using 13.



16.

17.

18.

19.

20.

21,

22.

23.

1§

¥3(x) - L, (x|} & ®Pulx - xo|2
2

Ny, (x) - Y3(x)||.¢=$;|l F(t,Y5(¢)) - F(t,¥,() || at
ef;.K I\Y3(t) - Yo(t)|l at n=3 in 9 and by H,

), (x) - ¥ Gl eg';x egte) - v (0l at.

"Yh(x) - Y3(x)" & S:K3M'x - xo|2 at
2

Iy, (x) - Ya(x))je K3M|x ;'x9|3

“Ym_l(X) =Y (x)f|le KM[x - x|?

n!

Y (x) =Y (x) + Y,(x) - Y (x) + Yo(x) - Yp(x) + -0 + Yo(x) - ¥, 4(x)

Identity
"Yn(x)“ & uyo(x)n + nyl(x) * Yo(x)” + "Ye(x) =L x)| + ee-

" “Yn(x) = Yy (x) ”

Let R be on I such that lx - Xo|aR
Therefore the series in 22 converges uniformly on I

and each Yn(x) is continuous for each n =1, 2, 3, ...

It follows that:
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2h. Lim Y,(x) = Y, + L;lmj:f(t,yn_l(t))dt

K
25. Lim Yu(x) = ¥, +&¢F(t,L$‘mYn_l(t))dt

*
26. Y(x) = y_+ S&F(t,Y(t))d’c
Therefore Y(x) satisfies the integral equation and
by Lemma 2.5, Y(x) satisfies the differential equation.

Q.E.D.

Proof of 02:

Assume that Z(x) is a solution to the integral equation in 26., that is,

% X
Z2(x) = Y_ + X&F(t,z(t))dt and consider Y (x) =Y, + Son(t,Yn_l(t))dt.
Here we are using the same method of successive substitution as in

the proof of Cl in Theorem IT.

27. Jz(x) - Y (x)ll £ S;:H z(t) - Y, ()| a By Lemma 2.4

: - ¢ z(t) - Y (£)]] at H

28. M2 -yl & LrIZE) - ¥ (0] By H,

29. l 2(x) - Yl(x)“éS:KMdt By the same argument as in 11.
30, flz2(x) - ¥, (x)]] @ KMIx - x|

. 2 - LG £5KN2() - (0 ias

32. [|2(x) - Y2(x)“.6__g§2Mlx - x|at

33, (| 2(x) - Yo KPMx - x |2
Yg 2!
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3k. "Z(x) - Yn(x)u& KnM'x -x:sn

n!

Let R>0 on I such that|x - x\eK

By the same argument as in 36. of the Proof of C, of

Theorem I, the solution Y(x) is unique. Q.E.D.



CHAPTERY

APPLICATION

- Let us consider a system of two 1lst order linear homogeneous

differential equations with constant coefficients.
yi(x) = 2y, (x) + yo(x) , yy(0) =2
va(x) = 3y,(x) + byy(x) ,  yp(0) =5

In matrix and vector notation we have

- (x)
Y(x) = T Y(0) = [2}
I | PPNE'S) )

In order to find a solution Y(x) to this system we use the well
known fact that the solution is Y(x) = P-diag[erX]C, where P is

a non-singular matrix such that P~1AP is a diagonal matrix (diag),
r is given by (A - rI) = 0 and C is a column matrix of arbitrary
constants.

In order to find the matrix P we use the following method:

2-r 1
|A-r1|=‘ ‘=o 2-6r+5 = 0
3 ber

(A -rI)v=0

20



for rl =1, we get

1l 1 vy o 0
3 Vo 0

vl + > GIReR. B ¢
2 v1 vl Y
3vl + 3v2 = 0
for r, = 5, we get
*35 VL vl A 0
3 -1 V2 0
-3v1 + Wiy 1% 0 Yo * 3v1
3V1 b V2 = 0

I AN e 0 ¢y
Y(x) =
-l 3310 e X ¢,

i 5x
clex + 3c2e

<
—
—
»
N
1}
o
(]
b
&+
o
no
[
N

L)
n
™
!

Let vV, =  §

Then /- Ghid

3

21



2
Using Y(0) = ‘ 1 we find &y and c,

1/h

5 = ¢ + 3¢ ‘
3 /4

therefore

yl(x) = 1/ke* + T/hedx

yz(x) = =1/ke* 4+ 21/4e°%

22
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