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Abstract

In this paper we discuss the existence of a solution of a first order neutral differential equation with
piecewise constant argument. We extend the method of Chaplygin’s sequence to obtain two sided
bounds for the solution. These bounds are in the form of sequences of functions which are solutions
of associated linear neutral differential equations with piecewise constant argument. This construc-
tion of monotonic sequences of upper and lower functions approximate, with increasing accuracy,
the desired solution of the neutral differential equation with piecewise constant argument. Further
we show that these sequences converge uniformly and monotonically to the unique solution of the
equation.The error estimate obtained is better than the corresponding one for ordinary differential
equations.
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1. Introduction

The purpose of this paper is to prove the existence of a solution of the nonlinear neutral differential
equation

xl(t) :f(t,a:(t),x([t]),x’([t})), (1)
with initial condition
z(0) = xo. (2)

Here, [.] denotes the greatest integer function and f satisfies the following conditions:
(1) f(t,z,y,2) € C*[D,R], where D C Rt x R xR x R.

(2) All the second order partial derivatives of f are positive and second order mixed derivatives
are less than £ , for some negligibly small £ > 0.

3) |f(t,z,y,z)| < M on D, for some constant M > 0.

Differential Equations with piecewise constant deviating arguments have been the interest of study
for quite some time [See Busenberg et al. (1993), Cooke et al. (1990), Jayasree et al. (1991, 1993),
Guyker (2015) and references therein]. These type of equations appear in models of biological
systems and are called hybrid systems due to their nature of exhibiting continuous and discrete
properties. Neutral differential equations with piecewise constant arguments are studied by Wang
et al. (2005), Kumari et al. ( 2016, 2017) and Muminov (2017).

Construction of a sequence of functions is an established method that approximate with increas-
ing accuracy a solution of a nonlinear differential equation. Chaplygin (1954) introduced this
method for nonlinear ordinary differential equation. The method was further developed by Lusin
(1953). Kamont (1980) used the Chaplygin’s method for first-order nonlinear partial differential
-functional equations. Such construction of sequences is a variant of the well-known method of suc-
cessive approximations. There are several methods for proving the convergence of such sequences.
The method of quasilinearisation (Bellman et al. (1965)) gives a monotone sequence of approxi-
mate solutions converging to the unique solution of the nonlinear differential equation, while its
further development (Lakshmikantham et al. (1998)) by relaxing the conditions on the nonlinear
function yield some improved results. Further Ladde et al. (1985) developed the Monotone iterative
technique for nonlinear differential equations. Chaplygin’s method exclusively involves construct-
ing sequences of functions {u,(¢)} and {v,(¢)} that approximate the desired solution z(t) of a given
differential equation with following properties:

(PD) u, < Up+1 ST < Upg1 < Up.
(P2) For a suitable constant 3 such that

0<wvyg—ug <P |up—wvn| < =i
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This paper is organized as follows:

In Section 2, we give the Preliminaries. Section 3 deals with the main result of the paper. We
obtain some error estimates between the upper and the lower functions and between exact and
approximate solutions.

1. Preliminaries

We first define a solution of the equation (1).

Definition 1.1.

A solution of the equation (1) on [0, o) is a function x(¢) that satisfies the initial condition (2)
and is such that:

(1) z(t) is continuous on [0, co).

(2) The derivative 2/(t) exist at each point ¢ € [0, 00), with the possible exception of the points
[t] € [0,00), where one sided derivatives exist.

(3) Equation (1) is satisfied on each interval [n,n + 1) C [0, 00) with integral end points.

Following definitions follow from those given in Ladde et al. (1985).

Definition 1.2.
Suppose u € C([0,a],R), a € R, /. (t) exists for t € [0, o], and (¢, u(t), u([t]), v ([t])) € D.

If u(t) satisfies the differential inequality

ul (t) < ftu(t), ullt]), «'([t]), t€0,a]; u(0) < . 3)
it is said to be a lower-solution with respect to the initial value problem (1) and (2).
On the other hand, if

Vi (t) = f(tv(), v([t]), v'([t]), t € [0,a; v(0) = zo. “4)
v(t) is said to be an upper-solution.

Here,

Uy (t) = limpoqsup Kot + h) — v()] = limporinf K u(t + k) — v(t)].

We need following Lemmas.

Published by Digital Commons @PVAMU, 2018
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Lemma 1.3 ( Ascoli-Arzela).

On a compact z-set By C R”, let f,(z),n = 1,2,3,... be uniformly bounded and equicontinuous
sequence of functions. Then, there exist a subsequence { f,,, (z)} uniformly convergent on By.

Following result can be obtained by using the method of steps.

Lemma 1.4.

The unique solution of the non homogeneous linear neutral differential equation with piecewise
constant argument

2/(t) = ax(t) + bx([t]) + c'([t]) + A(t), 2(0) = o, t € J.

is given by,

i+1 i+l i+1 t t ¢
l‘(t) _ |:330H£1161{€fi+ adu _|_/ <b1+ GCC> efer adu dS}:| [ef[t]adu +/ (b1+ GCC> efs adu dS]
i - [t] -

[t] H[t]il f.H»l adu i+l b + ac fi+1 adu d
+ Z i=j {6 ¢ + ‘ 1_¢ €’s 8}

j=1 ‘

j ) — + -7 t
« |:/ h(] 1)€fs adu+/ h(s)efsadu:|}
j—1 1—c j—1
t t ¢
% ef[t]adu+/ <M> €f5 aduds
[t] 1-c

th i—1 + J t
+/ (J)efsadu+/ h(s)el: @, t € Jc# 1.
(1] 1—c¢ j—1

Next we have the following result.

Theorem 1.5.

Let D be an open (¢,z,y,2)-set in R* and f € C(D,R). Assume that u,v are lower and upper
solutions of (1) with initial condition (2) such that

(1) u(0) < v(0),

@) (& ult), u([t), w'([t]), (¢, v(®), v([t]),'([t]) € D, t € [0,a),

https://digitalcommons.pvamu.edu/aam/vol13/iss2/11
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(4) W/(t) < f(t ult), u(lt]), o' ([t]), v'(8) = f(E0(t), o([t]), o' ([t])),

(5) f(t,z,y, =) is non-decreasing in y, z for (¢, z) € [0, «) x R and satisfies the condition

ft, 1,91, 21) — f(t 22,92, 22) < La(z1 — x2) + La(y1 — y2) + La(z1 — 22),
x1 > X9, Y1 > Y2, 21 > 22 and Ly, Lo, Lg are positive constant with

3(L+1)
L < 2\ )
5="5L+3"

where L = max{L1, L2}.
Then, u(t) < x(t) < v(t), Vt € [0, ).

Proof:

Lett € [n,n+1),n =0,1,2,... and u,(t),v,(t) denote lower and upper solution respectively on
the interval [n,n + 1). Observe that by continuity, it is enough if we show

un(t) < zp(t); zp(t) <wvp(t), fort e n,n+1).
First we show that:
un(n) < ap(n), n=0,1,2,...
implies
un(t) < xp(t); t€[n,n+1).
Since, u,(t) is a lower solution, for ¢t € [n,n + 1),

U (t) < f(tun(t), un(n), up(n)); - un(n) = an(n).

Let us assume that there exists t,, € [n,n + 1) such that

Un(tn) = Tn(tn); un(t) < zn(t), t € (n,ty).

For small A > 0 such that n + h < t,,, we have

un(n+ h) = up(n) + huj,(n);  xp(n+ h) = z,(n) + hay,(n).

Hence,
Tn(n+h) —up(n+h) >0,
1.e.,
zp(n) + hal,(n) — uy(n) — hu,,(n) > 0,
1.e.,

Tn(n) — up(n) + h(z),(n) —u,(n)) > 0.

Published by Digital Commons @PVAMU, 2018
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Therefore, we have

Consider
U (tn) — un(tn — h) > xp(tn) — p(tn — h).
Dividing by h we get

Un (tn) — un(ty, — h) S ZTn(tn) — xn(ty, — h)
h - h ’

which gives
U (tn) > @, (tn)-
This implies
Ftun(tn), un(n), up(n)) = f(t, @n(tn), 2n(n), 2/,(n)).
But,

un(n) < zn(n); wup(n) < ap,(n),

— n

and consequently above inequality contradicts the non-decreasing property of f. Hence,
un(t) < xy(t), fort € n,n+1).
Next define
( 3(L+1) )
pn(t) = xp(t) +ee s 7"t € n,n+1),

where e > 0 1s sufficiently small.

Here,

3(L+1)

L= Ly, Lo}, Ls < —— 2.
maxz{Li, La}; L < 5L +3

Then,
pn(t) > zn(t), t € [n,n+1).
Hence, using condition (5) we get,

f(tvpn(t%pn(n)?piz(n)) - f(tvxn(t)a xn(n),x;(n))
< Li(pn(t) — @n(t)) + La(pn(n) — 2n(n)) + Ls(p,(n) — 2,(n)),

3(L+1) 3(L+1) 3(L+1))n

<LeeU 7 '+ Leel T )n+3e(L+1)e( Ls

3(L+1) 3(L+1) 3
< Lee 1 My Lee T a4 f],

https://digitalcommons.pvamu.edu/aam/vol13/iss2/11
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which gives,

3(L+1) 3(LAD) Y, 3
F(t, pu(E), pa(n). py(n)) < Lee 55 ' 4 Lee 7 " [4 + 7
+f(t, zn(t), Tn(n), z;,(n)).
Also,
Aot) = o (1) + S D) e
L3
> fltaa(t),aa(n). () + ST
3
> f(t, pn(t), pu(n), pu(n)) — Lee 5 — Lee 5 M4 4+ 2

L
+36(L + 1)6(73”22”)1&,
Ls

> f(t, pu(t), pn(n), pi,(n))

3(L+1)\ (eetny, 4L + 3\ (i,
L —1 EEm——— L3 - — L3
+Le [( + LLs > e I e ,

> f(t, pn(t), pu(n), p,(n)).
Since, for ¢t € [n,n + 1),
un (8) < f(t un(t), un(n), 1, (n)); un(n) < pa(n), uy(n) < ph(n),
we get
un(t) < pn(t).
Letting ¢ — 0, we arrive at

up(t) < xn(t),¥t € n,n+1).

Similarly, we can show that
xn(t) < wvp(t),Vt e [n,n+1).

Hence, the proof. [

2. Main results

In this section, we prove our main result and obtain error estimates. Let « = min{a, p/M}, where
p = min{b,c,d}, and let

D ={0<t<a, [x(t) — 2ol <b, [2([t]) — wo| < ¢, [/([t]) — x5 < d}.

Published by Digital Commons @PVAMU, 2018
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Theorem 2.1.

Consider monotonic functions wo = uo(t) and vy = vo(t) such that

(C1) wo, vo are differentiable on ¢ € [0, a),

(C2) (¢, uo(t), uo([t]), up([t])) € D and (¢, vo(t), vo([t]), vp([t])) € D,

(C3) up(t) < f(t uo(t), uo([t]), ug([t])) 5 uo(0) = z(0); up(0) = 2'(0),
vo(t) = f(t vo(t), vo([t]), vo([t]) 5 vo(0) = x(0);v5(0) = 2'(0).

(C4) f(t,z, y, ,2)is non-decreasing in y, » for (#,z) € [0,a) x R and satisfies the condition
[t @y, 21) = ft @2, 92, 22) < La(wy — @2) + La(y1 — y2) + La(21 — 22),

1 > X9, Y1 > Y2, 21 > 22 and Ly, Lo, L3 are positive constant with

3(L+1)
5L+3"

L3 <

where L = max{Ly, Lo}.

Then, equation (1) has unique solution z(¢) which is bounded by sequences {u,(t)}, {v,(t)} such
that

Un(t) < unt1(t) < x(t) < vpr(t) < op(t); € (0,0]

and

Further, as n — oo, both u,,(t), v, (t) tend uniformly to z(¢) on [0, «].

Proof:
Let

d_{[a]ﬂa%[a];

From conditions (C1), (C2), and (C3), uy(t) is a lower solution and v (¢) is an upper solution.
Fort € [m,m+ 1), where m =0,1,2,...,& — 2, and for ¢t € [&@ — 1, «), we have

uo(t) < w(t) < vo(t); uo(m) = 2(m) = vo(m); up(m) = vh(m) = o' (m).

On each interval [m,m + 1), where m = 0,1,2,...,& —2 and on [@ — 1, ), we define the following

https://digitalcommons.pvamu.edu/aam/vol13/iss2/11
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functions:

it (0) 2 ([1), () w0, o) = £t (0) w11, w([)
o alt uo(t), (1), (1) (2(2) — wo 1)
ol w0 (0) wol(1), w4 e ([4]) = wol(1)

+%fz(tuuﬂ(t)vu0([t])vua([t]))(x,([t]) —uo([t), S

fa(t, (), x([t]), 2" ([t]); w0, vo) = f(t, uo(t), uo([t]), uo([£]))

+%{f(t,uO(t)vuO([t])w&([ﬂ)) = f(t,vo(), vo([t]), vo([E)}

o(t) —uo(t) | a(lf) —uo(l) | (1)) — up(ld)
{umw—vaw*%mwn—vam> ()~ }' (©

Since, foz, fyy, f22 >0, fz, fy, f- are strictly increasing functions, using (5), we get,

Fltsan,buse) > £t a0,bosco) + 5 folt a0, bos o)(an (1) — aof)

J%fy(ty ao, bo, co) (b1 (t) — bo(t)) + %fz(t ao, bo, co)(c1(t) — co(t)),

(7)
where a1 > ag, b1 > by, c1 > cp.
Observe that for t = m where m = 0,1,2,...,& — 1,
fiult,2(t), x([t]), 2 ([t]); w0, vo) = fo(t, (1), x([t]), 2/ ([t]); w0, vo)- ®)
Let u;(t)and vy (¢) be solutions of linear neutral differential equations
uy (t) = fi(t,un(t), ua([t]), wy ([t]); w0, vo);  ur(m) = uo(m), uy(m) = ug(m), ©)
and
v1(t) = fa(t, v1(t), vi([t]), vi([t]); wo, v0);  vi(m) = vo(m), vi(m) = vo(m), (10)
respectively, on each interval [m, m + 1), where m =0, 1,2, ..., & — 2. From the condition (C3) and

definition of f; we get

up(t) < f(t uo(t), uo([t]), uo([t])),

= fl(ta U’U(t)vUO([t])au()([t]);u(MUO)a

Published by Digital Commons @PVAMU, 2018
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which because of Theorem 1.5 implies
up(t) <wui(t); t € (m,m+1).
A similar reasoning shows that
v1(t) <wp(t); t € (m,m+1).
Also,
up(t) < fa(t, uo(t), uo([t]), uo([t]); uo, vo), vi(t) = fa(t, vi(t), vi([t]), vi([t]); uo, vo)-
Therefore,

uo(t) < Ul(t); te [m,m+ 1).

Next to show that
uy (t) < ft ui(t), wa([t]), vy ([t])),
we observe that
up < ur, uo([t]) < wi([t]), wp([t]) < wy([t])
which with (7) yields,
ftun (), ur ([8]), wi ([1]) > f (¢, uo(t), uo([t]), up([t]))

+%fx(t,u0(t)au0([t])auf)([t]))(ul(t) — uo(t))

J%fy(t, uo(t), uo([t]), up([£]) (ua ([t]) — uo([t]))

+%fz(t7u0(t)a uo([t]), uo ([£1)) (i ([1) — up([£]))-
This implies
Ftun(t), un([8]), wr ([2)) = futua (8), wa ([2]), i ([t); wo, vo)

> u)(t).
Also, for t € [&@ — 1, o], we have
Ftun(t), un ([8]), wr ([2])) = wr (1)
Thus, v} (t) satisfies conditions (C1), (C2) and (C3) so that u, (¢) is a lower function.
Hence,
up(t) < x(t).

Next,
Ull(t) = f2(t7vl(t)7vl([t])vUll([t]);anvO) > f(taUl(t)7v1([t])7vll([t]))7

https://digitalcommons.pvamu.edu/aam/vol13/iss2/11
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as

uo(t) < wvi(t).
and f(t,u1(t),u1([t]),u)([t])) is a convex function. This shows that v;(¢) is an upper function.
Hence,
x(t) < vi(t).
Thus, we have
uo(t) <wup(t) < z(t) <wi(t) <wv(t); t € (mym+1), (13)

where m =0,1,2,...,&— 1.

From above discussion it is clear that we can define a transformation 7" that assigns to a given
couple of functions (u(t), vo(t)) a new couple (ui(t),v1(t)) satisfying all the three conditions. This
implies that

(u1(t), v1(t)) = T'(uo(t), vo(t))-
Again applying T to (u1(t),v1(t)) we get (ua(t), va(t)).

A repeated applications of the transformation 7" provides a well-defined sequence called Chap-
lygin sequence,

(un—i-l’ 'Un—i-l) = T(uny Un)a

of functions satisfying the following relations for ¢t € [m, m + 1),
where m =0,1,2,...,&—2and on [& — 1, a].

R1 wup,(t) < f(t, un(t), un([t]), us,([t]));

un([t]) = un—1([t]); un([t]) = un(t); un([t]) =

~
—
—
S,
~—
I
8
—~
=
~

R2 v, (t) = f(t, vn(t), va([t]), vi([t]));

un([t]) = vn1([t]); va([t]) < on(t); vn((t]) = v, ([]) = ([¢),
R3 up(t) < upsa(t) < 2(t) < vpga(t) < on(t);
R4 w1 (8) = fr(t, tng1 (), ung 1 ([t]), g ([2]); un (8), vn (1))

RS or 1 (8) = fa(t, vonga(8), vnga ([E), o1 ([2); un (2), 0n (1))

From R3 it follows that sequences {u,} and {v,} are monotonic and uniformly bounded on
[m,m+ 1) where m =0,1,2,...,&—2and on [&@ — 1, .

Published by Digital Commons @PVAMU, 2018
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Furthermore, they are equicontinuous, in view of the fact that, for each fixed n,u,,v, are
solutions of linear neutral differential equations.

Hence, by Lemma 1.3, w,(¢),v,(t) are uniformly convergent and tends to z(¢) as n — oo. This
completes the proof. -
We now have the following estimate.

Corollary 2.2.

For a suitable constant S,

we have
1.2
[on(t) ~ un(8)] < (3)" 25 1€ [0,0]. (14)
Proof:
Let

J=A{(t,x),up(t) <z <wvo(t)ym <t <m+1,}U{(t,z),up(t) <z <wp(t); t €a—1,a]},
where m = 0,1,2,...,a — 2. Let,
K = Supy|fa(t,z,y, 2), fy(t,z,y, 2), f-(t,x,y, 2)],
and
H = Supj|faz(t,z,y, 2), fyy(t, 2, v, 2), f22(t, 2, v, 2)|.
Assume that
0 < wo(t) —ug(t) < (2Haef) ™! = 5.

Clearly (14) holds for n = 0. Suppose it is true for a certain fixed n, 1.e.

on(t) ~ ua(t) < (3)" oy

https://digitalcommons.pvamu.edu/aam/vol13/iss2/11
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From the definition of w,1(t), v,+1(¢) and the mean value theorem it follows that

011 () = gy ()] = 12, vng (8), O ([2]), vy ([2])3 0, o)
—J1(t g1 (8), 1 ([E]) 1 ([E])5 s v )|
= £t un (), un([t]), un, ([1]))

g L0 un 1) (1) 1) — (8, 00 (0), ), w2 ()

ot (8) = tn()  vmsr (1)) — wn([f])
5 { Un(t) = on(t) | tn([t]) — vn((t])

+%{f(t,un(t),un([t]),u%([t])) — [t on (), vn([t]), vi([E))}

On simplification this yields,

011 (0) = U ()] = 51 (0, (1) K (1)) (1 (0) = w2 (0)
(0, K1), Ko 10D) 01 (1) = 1 (1)
0 0 1), K (D) 1 () = 2 (1)
= ot un0) un (1), (D) (11— )
=yt a0 (616, (6)) a1 [1]) = (1)

= f2 (b un (), un ([]), v, ([2])) (1 ([E]) — wn ([£])]
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where

tn(t) < Fn(t) < vn(t), un((t]) < kn([t]) < on([t]), w,([8)) < B ([t]) < vi([2]).
Using definition of K, we get

V41 (8) = ()] < %Ifx(t Fn(£), B ([£1), Ky ([£1)) (041 (8) = w1 (1))
Lyt kn(t), Fn([2]), K7 () (0n 1 ([2]) — g ([2]))
Hf2t ko (8), kn([2]), 5 ([2)) (01 ([2]) — g1 (1))
+(unt1(t) — un(t))
[ fe(t n (8), n([£]), B ([£])) = fa(E un (8), un([£]), up ([2]))]
+(un1([t]) — un([t]))
X[ fy (6 Fon (), K ([8]), K, ([£1)) = fy (8, (un(8), un ([£]), un ([2£]))]

+(tp 41 ([t]) = v/ ([E])n)

which on further simplication give

[on 1 () = un g (B)] < éK [lon41(t) = w41 (B)]]

J%K [vn1 ([E]) = wnn (D] + [07 42 ([8]) — v ([£])]]
+é|fm:(t7 In (), In([t]), 1 ([£])) (B (8) — un (2)) (n41(t) — un(t))
+fyy (s In (), In([£]), 1 ([E)) (B ([£]) — un([t)) (um41 ([£]) — un([2])

Lz (b b (), I ([8]), 1 ([21)) (R (18]) = i, ([£1)) (1 ((E1) — wn([E))],

where
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Using definition of H, we get
(1) =~ o ()] < 3K [omsa(6) = w1 ()] + omsa (1) = wnsa ()]
3K [ (1) = ey (D]
%H [ (a1 (£) = 0 (£)) (i (£) = ()]
2 H a1 ([1]) — 1) (1) — (1))
S B (1 (1) = (D) K (1) — o ()]

< S K [[vng1(t) = upg1(B)] + |vng1([t]) — wns1 ([E])]]

W=

2K [l (1) — g ()]

3 H [lon(t) =m0 + fen(t) — un (D]
L H ) — oy ()P

K
3

< S oner (6) = wna ()] 4 5 on(t) — un (D)

2

2
)n22€] aeKoe’

This yields,

[Un41(t) — un41(t)] <

n+1 2ﬁ
22n+1

IN

],n>0.

Thus, by induction, the relation (14) is true V n, and consequently we have,

on(t) = un(8)] < ()" 20

This completes the proof.

Remark.

From (14) following is immediate:
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(1) The error estimates between exact and approximate solutions are given by

2(0) — un0)] < (3 o Jon(t) —2(8)| < (1)" 20

1
3

where z(t) is the solution of the equation (1).

(i) The estimate given by (14) is much sharper than the (P2) in the original Chaplygin’s method.

3. Conclusion

In this paper, we have extended Chaplygin’s method for proving existence of the solution of the
first order nonlinear neutral differential equation with piecewise constant argument. We have ob-
tained error estimates that are better than the ones for first order nonlinear ordinary differential
equation.
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