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A B S T R A C T

Carbon capture and sequestration (carbon capture and storage or CCS) represents a unique potential strategy
that can minimize CO2 emissions in the atmosphere, and it creates a pathway toward a neutral carbon balance,
which cannot be solely achieved by combining energy efficiency and other forms of low carbon energy. To
contribute to the decision-making process and ensure that CCS is successful and safe, an adequate monitoring
program must be implemented to prevent storage reservoir leakage and contamination of drinking water in
groundwater aquifers. In this paper, we propose an approach to perform value of information (VOI) analyses
to address sequential decision problems in reservoir management in the context of monitoring the geological
storage of CO2 operations. These sequential decision problems are often solved and modeled by approximate
dynamic programming (ADP), which is a powerful technique for handling complex large-scale problems and
finding a near-optimal solution for intractable sequential decision-making. In this study, we tested machine
learning techniques that fall within ADP to estimate the VOI and determine the optimal time to stop CO2
injections into the reservoir based on information from seismic surveys. This ADP approach accounts for both
the effect of the information obtained before a decision and the effect of the information that might be obtained
to support future decisions while significantly improving the timing, value of the decision, and uncertainty of
the CO2 plume behavior, thereby significantly increasing economic performance. The Utsira saline aquifer west
of Norway was used to exemplify ADP’s ability to improve decision support regarding CO2 storage projects.
1. Introduction

Carbon capture and storage (CCS) is increasingly considered a
promising strategy for reducing CO2 emissions. Geological reservoirs,
such as depleted oil or gas fields or deep saline aquifers, are being
considered as appropriate geological formations that can store CO2
emissions at a depth of several thousand meters (Harp et al., 2017;
Jin et al., 2017; Nilsen et al., 2015a). However, uncertainties in
geological models and rock properties affect flow modeling and CO2
storage capacities, mitigating the risk of CO2 leakage and contaminat-
ing clean groundwater. To contribute to the decision-making process
and ensure that CCS is successful and safe, a monitoring program
must be implemented in addition to regulations based on conformance
(understanding of CO2 behavior), containment (ensuring control of
CO2 migration), and contingency (detecting and addressing significant
anomalies and leakages) (Dupuy et al., 2017). Several studies have
demonstrated the utility of applying time-lapse seismic and electro-
magnetic surveys to adequately monitor CO2 storage in geological
formations. For instance, seismic surveys of the Sleipner storage site
have been conducted regularly. From these surveys, a large quantum of
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data has become accessible for research, resulting in several published
studies (for instance, (Arts et al., 2004; Dupuy et al., 2017; Furre et al.,
2017)). Furre et al. (2017) summarized 20 years of monitoring CO2
injection at Sleipner. The authors concluded that the monitoring pro-
gram at Sleipner, which is strongly reliant on seismic surveys, has been
successful, with CO2 contained safely in the storage unit. However,
since time-lapse seismic data are costly, it is important to assess their
impact on the necessary decisions and design monitoring programs
effectively to optimize the relationship between value and cost. One
possible method of estimating the value of a monitoring scheme is the
decision-analytic metric of the value of information (VOI) (Howard,
1966). VOI is an estimate of the additional value that information
brings to a decision situation (Howard, 1966). If the prospect values
linked to the different decision alternatives are specified in monetary
units, the VOI provides a monetary calculation of the additional value
of data collection before deciding. From a decision-analytical view-
point, information is useful not only if it eliminates uncertainty but also
if it promotes better decisions and maximizes value results by reducing
uncertainty. In the context of underground reservoir management, the
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concept of VOI has been applied to decision analysis in petroleum
exploration and production (Newendorp, 1975; Riis, 1999). The im-
portance of seismic information has been studied regularly. Decision
tree models have been used to measure the economic effect of seismic
imaging on reservoir management (Bickel et al., 2008). Although
seismic information is considered imperfect, a significant value can
be extracted from this information. Furthermore, Bickel et al. (2008)
introduced a general VOI model that can drive multiple objectives,
budgetary limitations, and quantitative models relating seismic param-
eters to reservoir properties. The decision model also provides objective
estimates of seismic measurement reliability. In addition, (Bratvold
et al., 2009) extensively reviewed the application of VOI in petroleum
exploration and formed a rather interesting argument. In Eidsvik et al.
(2015) work, VOI analysis was integrated with geostatistical modeling
to provide applications for the petroleum industry as well as mining
and groundwater management.

In general, applications of VOI analyses in the context of CCS
operation monitoring are limited. For instance, Sato (2011) provided
two demonstrations of VOI applied to the CO2 sequestration problem.
The first example considered a storage reservoir with a fault (potential
leak-pathway), followed by a cross-well interference test conducted to
determine whether the fault is tight or permeable. A discrete proba-
bility was assigned to the reliability of the test. The second example
considered a continuous uncertainty: the net present value (NPV) of
the project was linked to the radial extent of the saline aquifer, which
was assumed to be lognormally distributed. The accuracy of the infor-
mation gathering was not based on empirical data, but rather assumed
to be described by a triangular probability density function. Puerta-
Ortega et al. (2013) later extended Sato’s work; they quantified VOI by
prior scenarios based on the reservoir’s current knowledge, contractual
conditions, and regulatory constraints.

In real-world applications, the analytical calculation of the VOI
is generally challenging. Therefore, a computationally efficient ap-
proach to estimate the VOI in such cases is the approximate dynamic
programming (ADP), which is presented and used in the field of fi-
nancial engineering with real options (Longstaff and Schwartz, 2001;
Jafarizadeh and Bratvold, 2009). Hong et al. (2018a) illustrated a spe-
cific method for ADP, the least-squares Monte Carlo (LSM) algorithm.
This approach uses Monte Carlo sampling and statistical regression
techniques to estimate the VOI. This algorithm can be implemented
with a production model based on exponential declines to determine
the optimal time to switch from one recovery phase to another. The-
oretically, the implementation of LSM is independent of production
models; however, LSM still suffers from dimensionality in the action
space, where the computational effort of LSM increases exponentially
with the number of both alternatives and decision points. Eidsvik et al.
(2017), Dutta et al. (2019) used a simulation-regression approach to
approximate the VOI; an ensemble was used as part of this approach to
compute the predicted values directly. Anyosa et al. (2021) developed
a statistical learning method to assess the probability of an early
CO2 leakage detection through a key fault at the Smeaheia site and
then conducted a VOI analysis of monitoring strategies, considering an
underlying decision situation connected to continued injection of CO2,
or termination of this process. In this setting, geophysical monitoring
is valuable if it leads to improved decisions for the injection program.

Our approach in the current study is different from that of Anyosa
et al. (2021). Specifically, a decision problem is constructed where CO2
is injected into a reservoir and the decision-maker conducts seismic
surveys to decide between continuing or stopping the injection based on
information from the survey results. The actual VOI calculation in our
case was computed using the ADP methodology. The ADP methodology
used here illustrates both the impact of the seismic survey data obtained
before a decision is made and the effect of the data information that can
be obtained to support future decisions. The analysis was performed on
a constructed case study involving the Utsira storage site. Further, we
use a machine learning regression approach that lies within the domain
2

Fig. 1. Steps of a – VOI analysis, and b – Terminal analysis.

Fig. 2. Decision tree elements of VOI versus terminal analysis Hong et al. (2018b).

of ADP to estimate the VOI and determine the optimal time to stop the
CO2 injections into the reservoir.

This paper is divided into multiple sections. In the following section,
we distinguish between the VOI and terminal analysis, define VOI, and
present the general steps in terms of its assessment. Next, we present
the Utsira Formation along with the methods used to generate seismic
data. Subsequently, we present a complete methodology for assessing
the VOI using machine learning methods and then test the proposed
methodology by implementing it in the Utsira reservoir fields. Finally,
we offer concluding remarks and recommendations for future research
directions.

2. Background

In this section, we provide a brief background of the VOI analysis.
We also introduce the Utsira saline aquifer along with the standard
approach employed to estimate model 4D seismic data.

2.1. Decision analysis and VOI in the energy industry

Decision analysis has been extensively used in the energy industry
since the 1960s. Bratvold et al. (2009) identified several papers in
the O&G literature that present cases where the information value
is calculated after the information has been gathered. This can take
the form of historical lookbacks to document the impact of informa-
tion (Aylor Jr., 1999; Waggoner, 2000). Raiffa and Schlaifer (1961)
referred to this as ‘‘terminal analysis’’. Terminal analysis involves the
evaluation of selection between alternatives after a test (actual or
hypothetical) has been conducted and the data have been gathered,
whereas VOI analysis, often called ‘‘preposterior analysis’’ (Raiffa and
Schlaifer, 1961), regards the decision problem as it appears before
a test has been conducted. Fig. 1 illustrates the stages of VOI and
terminal analyses. Fig. 2 depicts the decision-tree elements of VOI
versus terminal analysis, where the circles and squares represent the
uncertainty and decision nodes, respectively. The data of concern in a
VOI analysis (Fig. 2a) are future data, which are unknown and treated
as uncertain. In contrast, the data of concern in terminal analysis
(Fig. 2b) are historical data, which are already known and treated as
certain.

Although a terminal analysis might offer valuable insights, it is not
a replacement for VOI analysis. Furthermore, it introduces bias for two
reasons. First, from a communication and publishing perspective, there
is a strong incentive to not publish or communicate unsuccessful (those
unable to demonstrate any value creation) information-gathering activ-
ities. Second, it ignores cases in which information was not gathered
but should have been.

VOI in any information-gathering activity depends on two funda-
mental uncertainties: (1) the uncertainties we hope to learn about but
cannot directly observe; these are called ‘‘events of interest’’, and (2)
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the test results referred to as observable distinctions (Bratvold et al.,
2009). In reservoir management, the data gathered until time 𝑡 when
a decision is made is the observable distinction, and prediction after
the time 𝑡 runs out constitutes the event of interest. We denote the
observable distinction as 𝑥. Since 𝑥 has very high dimensions, it is
difficult to represent the distribution of 𝑥 in an analytical form because
we usually approximate it with the help of Monte Carlo sampling. In
terms of a risk-neutral decision maker, VOI is defined as follows:

𝑉 𝑂𝐼 =
[

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝑤𝑖𝑡ℎ
𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛

]

−
[

𝐸𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑣𝑎𝑙𝑢𝑒 𝑤𝑖𝑡ℎ𝑜𝑢𝑡
𝑎𝑑𝑑𝑖𝑡𝑖𝑜𝑛𝑎𝑙 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛

]

In mathematical form,

𝑉 𝑂𝐼 = {0, 𝛥} (1)

𝛥 = 𝐸𝑉𝑊 𝐼𝐼 − 𝐸𝑉𝑊𝑂𝐼 (2)

The lower limit of VOI is always 0 because if 𝛥 is negative when
𝐸𝑉𝑊𝑂𝐼 > 𝐸𝑉𝑊 𝐼𝐼 , the decision-maker can always choose not to
gather information.

In a decision-making context, the decision without information
(DWOI) is the alternative that optimizes the expected value (EV) over
the prior, and 𝐸𝑉𝑊𝑂𝐼 is the optimal EV over the prior.

𝐸𝑉𝑊𝑂𝐼 = 𝑚𝑎𝑥𝑎∈𝐴

[

∫ 𝑣(𝑥, 𝑎)𝑝(𝑥)𝑑𝑥
]

≈ 𝑚𝑎𝑥𝑎∈𝐴

[

1
𝑏

𝐵
∑

𝑏=1
𝑣(𝑥𝑏, 𝑎)

]

(3)

where 𝑎 is the decision alternative from the 𝑎 set of 𝐴, 𝑥 is the
distinctions of interests, 𝑣(𝑥, 𝑏) is the value function that assigns a value
to each alternative outcome pair for 𝑎 given 𝑥 and realization 𝑏, and 𝑝(𝑥)
is the prior probability distribution of 𝑥.

Similarly, if we have perfect information regarding what value 𝑥
the distinction of interests will assume, we can choose the optimal
action for that value of x. The decision with information (DWI) is an
alternative that optimizes the expected value over the posterior.

𝐸𝑉𝑊 𝐼𝐼 = ∫ 𝑚𝑎𝑥𝑎∈𝐴[𝐸(𝑣(𝑥, 𝑎)|𝑦)]𝑝(𝑦)𝑑𝑦 ≈ 1
𝐵

𝐵
∑

𝑏=1
𝑚𝑎𝑥𝑎∈𝐴𝐸[𝑣(𝑥, 𝑎)|𝑦𝑏]

(4)

Where 𝑝(𝑦) is the marginal probability distribution over 𝑦.
Furthermore, the decision with perfect information (DWPI) can also

be determined in this decision-making context. For instance, in reser-
voir engineering, perfect information is the information that reveals
the true reservoir properties and impacts of the recovery mechanism.
Considering the CO2 injection operation problem as an example, the
EV with perfect information (EVWPI) is the maximum NPV for every
path based on prior realizations or distributions. Averaging these NPVs
over the paths would result in 𝐸𝑉𝑊 𝑃𝐼 . In this respect, every path has
its optimal decision with perfect information. The difference between
𝐸𝑉𝑊 𝑃𝐼 and 𝐸𝑉𝑊𝑂𝐼 is the value of perfect information (VOPI).

2.2. Utsira CO2 storage

Utsira is a saline reservoir located beneath the central and northern
North Sea as shown in Fig. 3. In this location, there are over 20
reservoir formations (producing or abandoned oil and gas fields and
geological formations such as saline aquifers). We used the reser-
voir dataset provided by the Norwegian Petroleum Directorate, which
consists of only top-surface and thickness maps and average rock prop-
erties. The Utsira Formation consists of weakly consolidated sandstone
with interlayered shale beds that act as baffle for the upward migration
of the injected CO2, and it has an average top-surface depth of approx-
imately 800 m below the seabed (within the range of 300–1400 m).
The storage capacity of the Utsira system is estimated to be 16 Gt, with
a prospectivity of 0.5–1.5 Gt (Andersen et al., 2014). The boundaries
of the aquifers were considered open. An open boundary means that
3

Fig. 3. Location of Utsira formation along the Norwegian Continental Shelf (left). Maps
of geomodel depths in meters (below the seabed) (right) (Allen et al., 2018).

there is communication between the aquifer and anything that lies
adjacent to it, be it another aquifer or the sea bottom. The correspond-
ing permeabilities in the Utsira geomodel range from 0.5–2.5 darcys.
Another study (Singh et al., 2010) suggested that permeability could be
within the range of 1.1–5 darcys. Furthermore, the NCS public datasets
contain no information about possible leakage through open boundaries
or the caprock. We acknowledge that these are important factors,
but despite these limitations, we decided to use the Utsira available
data to demonstrate the ADP framework and discuss its advantages
and potential benefits in future CCS operations. In our study, some
of the injected CO2 can leave the computational domain during the
simulation; these are considered as leaked volumes. Nonetheless, this
cannot result in CO2 leaking into the atmosphere; in most instances, it
will continue to migrate beyond the simulation model inside the rock
volume.

2.3. Rock physics model and 4D seismic data

The most favorable reservoir conditions for seismic monitoring can
be calculated by forward modeling of the seismic response to long-
term CO2 storage. This study includes a mathematical model that can
indicate the impact of fluid and mineral substitution and the effect of
porosity changes on the seismic properties of the reservoir, resulting
in subsequent variations in the seismic wave velocities of the rock.
To describe the changes in seismic velocity, we used the Gassmann
model (Gassmann, 1951), which is more effective than other models,
such as Krif’s, Duff Mindlin’s, and Wyllies’ time-average models because
of its simplicity and clarity (Nguyen and Nam, 2011). The Gassmann
model can be used to calculate seismic velocities using the bulk module,
which is ultra sensitive to fluid saturation variation (Han and Batzle,
2004).

The p-wave velocity of a saturated rock can be measured on the
bulk modulus, shear modulus 𝜇𝑠𝑎𝑡 and the density 𝜌𝑠𝑎𝑡 of the rock, and
the s-wave velocity depends on 𝜌 and 𝜇𝑠𝑎𝑡. The interaction was given
by Avseth et al. (2005).

𝑣𝑝 =

√

√

√

√

𝐾𝑠𝑎𝑡 +
4
3𝜇𝑠𝑎𝑡

𝜌𝑠𝑎𝑡
(5)

𝑣𝑠 =
√

𝜇𝑠𝑎𝑡
𝜌𝑠𝑎𝑡

(6)

Considering the porosity value 𝜙, the Gassmann equation is used to
calculate the bulk modulus 𝐾𝑠𝑎𝑡 as follows:

𝐾𝑠𝑎𝑡 = 𝐾𝑑 +
(1 −𝐾𝑑∕𝑘𝑚)2
𝜙
𝑘𝑓

+ 1−𝜙
𝑘𝑚

+ 𝑘𝑑
𝑘2𝑚

(7)

𝐾𝑑 , 𝐾𝑚, and 𝐾𝑓 are bulk moduli of dry rock, solid matrix, and pore
fluid, respectively. The shear modulus 𝜇 is dependent only on the
𝑠𝑎𝑡
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shear modulus of dry rock 𝜇𝑑 at generally low frequencies (since the
hear modulus of a fluid is zero), considering the following:

𝑠𝑎𝑡 = 𝜇𝑑 (8)

The density of a saturated rock can be calculated as follows:

= 𝜙𝜌𝑓 + (1 − 𝜙𝑚𝑖) (9)

here 𝜌𝑓 is the fluid density and 𝜙𝑚 is the mineral density.
Since porosity, density, and moduli including 𝐾𝑑 , 𝐾𝑚 and 𝜇𝑑 of the

ore are known or measured before the core flooding experiment, we
an obtain 𝑉𝑝 after calculating the values of 𝐾𝑓 and 𝜌𝑓 of the core.

As there are two different pore fluids (water and CO2) in CO2-
injected reservoirs, one should further consider measuring the bulk
modulus 𝐾𝑓 and fluid density 𝜌𝑓 , yet part of the injected CO2 is
dissolved in the pore water. We considered only the pore fluid as a
mixture of pure water and pure CO2 for convenience, meaning that
𝑆CO2

+ 𝑆𝑤 = 1.
For the computation of 𝐾𝑓 , we use Wood’s equation (Wood, 1941):

1
𝐾𝑓

=
𝑆𝑤
𝐾𝑤

+
(1 − 𝑆𝑤)
𝐾CO2

(10)

here 𝐾𝑤 and 𝐾CO2
are the bulk moduli of water and CO2, respectively.

he bulk density of the fluids 𝑟ℎ𝑜𝑓 can be obtained as a weighted
verage with respect to water saturation 𝑆𝑤:

𝑓 = 𝑆𝑤𝜌𝑤 + (1 − 𝑆𝑤)𝜌CO2
(11)

here 𝜌𝑤 and 𝜌CO2
are the densities of water and CO2, respectively.

As CO2 is injected into a reservoir, 𝑆𝑤 decreases to change the
alues of 𝐾𝑓 and 𝜌𝑓 , and thus, also 𝑉𝑝. Therefore, we can estimate 𝑆𝑤
nd 𝑆CO2

by monitoring 𝑉𝑝.
In the current study, we aimed to use seismic data to map the

O2 plume within a reservoir. We assumed the elastic properties to be
omogeneous in the individual layers. Each layer has elastic properties
uch as p-wave velocity 𝑉𝑝, s-wave velocity 𝑉𝑠, and bulk density 𝜌.
urthermore, we assumed that the elastic properties when the rock is
aturated only by brine are known, and they are denoted as 𝑉 1

𝑃 , 𝑉 1
𝑆 ,

nd 𝜌1. The new values of the elastic properties, after CO2 has partially
eplaced the brine, are denoted as 𝑉 2

𝑃 , 𝑉 2
𝑆 , and 𝜌2.

For conventional Amplitude versus offset (AVO) analysis, the AVO
esponses are approximated by linear trigonometric functions of the off-
et or angle. An approximate way to describe the relationship between

and 𝐺 is given by Avseth et al. (2005):

(𝜃) ≈ 𝑅0 + 𝐺𝑠𝑖𝑛2𝜃 (12)

here 𝑅0 (intercept) and 𝐺 (curvature) are AVO attributes that depend
n elastic properties at a given point in the subsurface. Let 𝛥𝑉𝑝 =
𝑝2 − 𝑉𝑝1 and 𝑉𝑝𝑚 = (𝑉𝑝2 + 𝑉𝑝1)∕2 (arithmetic mean). We define similar
uantities of 𝑉𝑠 and 𝜌. Approximate relationships between the AVO
ttributes and elastic properties were given by Avseth et al. (2005):

0 =
1
2

( 𝛥𝑉𝑝
𝛥𝑉𝑝𝑚

+
𝛥𝜌
𝛥𝜌𝑚

)

(13)

= 1
2

𝛥𝑉𝑝
𝛥𝑉𝑝𝑚

− 2
(

𝑉𝑠
𝑉𝑝

)2 (

2
𝛥𝑉𝑠
𝛥𝑉𝑠𝑚

+
𝛥𝜌
𝛥𝜌𝑚

)

(14)

he AVO attributes for a given point can be estimated by recording the
eismic amplitudes at different reflection angles.

. Value computation by ADP

We used an ADP method called the simulation-regression (or LSM)
ethod to calculate the expected value with imperfect information.
he simulation regression method involves Monte Carlo simulation and
egression for approximately calculating the conditional expected value
f given data.
Monte Carlo simulation:
4

1. Numerous possible realizations of state variables (𝑥𝑏) such as
porosity permeability, temperature, pressure and caprock eleva-
tion are generated using Monte Carlo simulation model.

2. Forward modeling is performed to generate modeled AVO at-
tributes data, with the addition of random noises generated from
the statistics measurements errors to the modeled AVO data.

3. For each decision alternative 𝑎, the 𝑁𝑃𝑉 (𝑥𝑏, 𝑎) is calculated.
4. The EVWOI is then calculated using the following equation:

𝐸𝑉𝑊𝑂𝐼 =
[

1
𝑏
∑𝐵

𝑏=1 𝑁𝑃𝑉 (𝑥𝑏, 𝑎∗𝐷𝑊𝑂𝐼 )
]

𝑎∗𝐷𝑊𝑂𝐼 = 𝑎𝑟𝑔𝑚𝑎𝑥𝑎∈𝐴
[

1
𝑏
∑𝐵

𝑏=1 𝑁𝑃𝑉 (𝑥𝑏, 𝑎)
]

Where 𝑎∗𝐷𝑊𝑂𝐼 is the optimal decision without information and
it is identical to each realization.

Backward induction

1. Starting recursively from the last decision point in time, to
estimate the expected NPV (ENPV) with alternative 𝑎 condi-
tional on the modeled AVO data, 𝐸𝑁𝑃𝑉 (𝑥, 𝑎)|𝑦, we regress
[𝑁𝑃𝑉1𝑗 , 𝑁𝑃𝑉2𝑗 ,… , 𝑁𝑃𝑉𝐵(𝑥, 𝑎)] on the AVO data. This proce-
dure is repeated for each of the alternatives.

2. The optimal scenario was then determined by selecting the
option that achieves the highest NPV value, given the known
information. The EVWII is then as follows:

𝐸𝑉𝑊 𝐼𝐼 = 1
𝑏
∑𝐵

𝑏=1 𝑁𝑃𝑉 (𝑥𝑏, 𝑎∗𝐷𝑊 𝐼𝐼 (𝑦
𝑏))

𝑎∗𝐷𝑊 𝐼𝐼 (𝑦
𝑏) = 𝑎𝑟𝑔 1

𝑏
∑𝐵

𝑏=1 𝑚𝑎𝑥𝑎∈𝐴𝐸[𝑁𝑃𝑉 (𝑥𝑏, 𝑎)|𝑦𝑏]

𝑎∗𝐷𝑊 𝐼𝐼 (𝑦
𝑏) is the optimal decision with given information 𝑦𝑏

3. Finally, the VOI is given by 𝑚𝑎𝑥 {0, 𝐸𝑉 𝑊 𝐼𝐼 − 𝐸𝑉𝑊𝑂𝐼}.

The process of ADP is further detailed in Hong et al. (2018a,b),
ongstaff and Schwartz (2001).

Since the dimensions of the time-lapse data are much larger than
he number of realizations, simple regression techniques, such as lin-
ar regression, do not work in this case. Instead, we used nonlinear
egression.

. VOI for time-lapse seismic data in the utsira field CO2 storage

.1. Decision problem definition

With regard to the problem setting of this example, we assumed
hat the Utsira reservoir has one injection well at a depth of 1012 m;
hen, an injection rate of 10 Mt per year is considered for a period of
0 years, followed by a 3000-year migration (post-injection) period.
very flow simulation was performed using the open-source software
RST-CO2 lab developed by Sintef (Lie, 2019). We considered two

ptions: continuing or stopping the injection. We then analyzed the
ptimal time to stop the injection based on seismic surveys, which
ave the highest value when detecting a potential leakage of CO2. This

analysis provides useful insights into the reservoir development plan,
and the decision affects learning occurring over time. A total of N=100
prior geological realizations were generated using a normal Gaussian
distribution. Here, there is uncertainty in permeability, porosity, tem-
perature, pressure, and caprock elevation. Following the case study
by Nilsen et al. (2015a), which tested the sensitivity of CO2 migration
to many input parameters, it was found that porosity differences would
influence the total volume of rock with which the plume comes into
contact. Increasing the thickness of the pore decreases the overall
volume of the rock occupied by the plume, reducing the migration so
that the plume does not move far. Permeability impacts the behavior
of the CO2 plume flow by changing its speed and direction, creating
a thinner plume that reaches further upslope. As shown in Fig. 4,
uncertain aquifer temperature and pressure may also affect the density
of CO2, which further impacts the plume migration and storage ability

estimates.
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Fig. 4. Impact of pressure and temperature gradient in CO2 storage capacity.
Table 1
Decision problem setting.
Injection period 60 years

Alternative Continue or stop the injection
at times {14,26,32,40,50,55}

Uncertainty/States Permeability, porosity, temperature,
pressure, and caprock elevation
(100 realizations)

Value derived from
the decision situation

Net present value

Information data AVO attributes

In addition, we let 𝑡 ∈ (14, 26, 32, 40, 50, 55), and denoted the time in
years when the decision of whether to entirely stop the CO2 injection
operation has to be made. We assumed that the injection cannot be
resumed once it has stopped. This indicates that the number of decision
points in this case is 1200 (𝑎𝑙𝑡𝑒𝑟𝑛𝑎𝑡𝑖𝑣𝑒𝑠 × 𝑡𝑖𝑚𝑒 𝑝𝑜𝑖𝑛𝑡 × 𝑟𝑒𝑎𝑙𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑠) (see
Table 1).

4.2. Modeling the data and the value outcomes

For each simulation and decision alternative, we extracted CO2
saturations for each cell in a particular area of the reservoir at different
times. This area is marked in blue in Fig. 5 and contains the injection
well. We were interested in the saturation at the top of the reservoir
to generate the AVO data simulation for each cell. Fig. 6 shows the
average saturation for the two scenarios at different times. On average,
CO2 plumes behave differently depending on the injection stop time.
However, the injection stopping times are not the only factors that
differ between the simulations; they also have different porosities,
permeabilities, caprock elevation, temperature, and pressure, which
affect the behavior of the plume.

Fig. 7 demonstrates the comparison between CO2 saturation at in-
jection well in two different alternatives (1 : stop injection at 14 years,
7 : stop injection at 60 years) for 100 realizations, one can point out
that significant uncertainties are involved.

To estimate the elastic properties and simulate the AVO data, we
followed what was presented in the previous section; to estimate the
elastic properties of the caprock and initial p- and s-wave velocities
at the top of the reservoir, we used well-log data from Dupuy et al.
(2017). The initial velocities of the top of the reservoir were estimated
by selecting the average value of the velocities over a thickness of
60 m into the reservoir. The estimated values correspond to the values
presented by Dupuy et al. (2017). We calculated the initial bulk density
of the reservoir for different cells with varying porosities using Eq. 12.
The initial velocities of the reservoir may also depend on porosity.
Following Dupuy et al. (2017) the authors found that the p-wave
velocity decreased rapidly when a small percentage of CO2 replaced
the brine and remained relatively constant for CO saturations greater
5

2

Fig. 5. Reservoir grid, with the area of the seismic survey marked in Blue.

Table 2
Brine, CO2 properties and rock frame in Utsira sands. The values are
derived from (Furre et al., 2017) and (Dupuy et al., 2017).
Properties Parameter Value

Utsira sands 𝐾𝑠 (GPa) 39.3
𝐺𝑠 (GPa) 44.8
𝜌𝑠 (kg/m3) 2664

Brine 𝐾𝑤 (GPa) 2.31
𝜌𝑤 (kg/m3) 1030
𝜂 (Pa.s) 0.00069

CO2 KCO2
(GPa) 0.08

𝜌CO2
(kg/m3) 700

𝜂CO2
(Pa.s) 0.000006

Rock frame 𝑚 1
𝜙 0.37
𝑘𝑜 (m2) 2 10–12
𝑘𝐷 (GPa) 2.56
𝐺𝐷 (GP) 8.5

than 50%. In addition, VS increases with SCO2, and a linear behavior
is shown by the S-wave velocities and bulk density. Variations in the
S-wave velocity are limited because VS fluid dependence is found only
in the density term (shear modulus is independent of fluid properties).
The properties of fluids and minerals are also derived from Dupuy et al.
(2017) as shown in Table 2.

Fig. 8 shows the average 𝑅0 attributes for the two different scenarios
at different times. Comparing this with Fig. 6, we see that the average
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Fig. 6. Average saturations at times 14 and 50 Years.

of 𝑅0 attributes offers a clear picture of the average saturation. Fig. 9
illustrates the average G attributes for the two different scenarios at
different times. Comparing this with Fig. 6, we notice that the average
𝐺 attributes provide an excellent picture of the average saturation.

To compute the VOI using ADP, the NPV for each decision alter-
native corresponding to each realization must be evaluated. As our
objective is to minimize excess leakage and preserve caprock integrity,
the simplest objective function would be measuring the amount of CO2
injected 𝑀𝑖𝑛𝑗 and penalizing the amount of CO2 𝑀𝑙𝑒𝑎𝑘 that has left the
aquifer through the open boundaries or by leakage through the caprock,
which can be associated with project costs and penalty fine if leakage
occurs. The NPV function will then conceptually be of the form of the
amount of money saved by storing CO2 minus both the project costs
and the penalty fine. For illustration purposes, $34/t CO would be
6

2

Fig. 8. Average 𝑅0 attributes at time 14 and 50 years.

deployed as the market price in the form of carbon credits to avoid
CO2 emissions. Also, $1.2/t CO2 would be utilized as a leakage-related
fine. The cost of the CO2 captured is in the range of $11/t CO2–$32/t
CO2 (Puerta-Ortega et al., 2013), this value was fixed at approximately
$25/t CO2 for our study (Sintef, 2019). Furthermore, $3.5/t CO2 was
set to cover the costs of construction, operation, and maintenance (Bock
et al., 2003). The cost estimate for storage in the onshore USA saline
formation is $2.8/t CO2 (IPCC, 2005), and the monitoring cost is in the
range of $0.2/t CO2. The net cost would be then $25/t CO2 + $3.5/t
CO2 + $2.8/t CO2 + $0.2/t CO2 = $31.5/t CO2; hence, the NPV can
be expressed as the following:

𝑁𝑃𝑉 = 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 − 𝐶𝑜𝑠𝑡 − 𝑃𝑒𝑛𝑎𝑙𝑡𝑦
Fig. 7. CO2 saturation profiles for all realizations: Alternatives 1 and 7.
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Fig. 9. Average 𝐺 attributes at time 14 and 50 years.

where,

𝑅𝑒𝑣𝑒𝑛𝑢𝑒 = $34∕𝑡CO2 × (𝑀𝑖𝑛𝑗 −𝑀𝑙𝑒𝑎𝑘)
𝐶𝑜𝑠𝑡 = $31.5∕𝑡CO2 ×𝑀𝑖𝑛𝑗

𝑃𝑒𝑛𝑎𝑙𝑡𝑦 = $1.2∕𝑡CO2 ×𝑀𝑙𝑒𝑎𝑘

4.3. Value regression using machine learning

To compute the VOI of time-lapse seismic data, we needed to regress
the NPVs on the measured AVO attributes for each decision alternative
and boundary conditions. We used an automated machine learning
(Auto ML) technique called the tree-based pipeline optimization tool
(TPOT). The TPOT was first proposed by Olson and Moore (2019).
In short, the TPOT optimizes various machine learning pipeline tech-
niques using stochastic search algorithms such as genetic programming.
To prevent and reduce overfitting in the machine learning training
process, we used 5-fold cross-validation. Cross-validation was run sep-
arately for each strategy. Fig. 10 shows a plot of the fitted values using
machine learning versus the observed values for the entire sample. A
high correlation was observed between the fitted and observed values,
with a correlation coefficient of approximately 0.94.

The DWOI is to finish the CO2 injection by the end of 26 years,
and the EVWOI is found to be $385.63 million. Moreover, the EVWPI
is estimated to be $891.48 million. This pegs the VOPI at $505.85
million. The highest EVWII corresponding to machine learning was
obtained through the Auto ML and provided an EVWII of $628.46
million, with a related VOI of $242.85 million. This result indicates that
it is uneconomical to proceed with any information-gathering activity
if it costs more than $242.85 million. This result also illustrates that
including the effect of future information and decisions could improve
7

Fig. 10. Plot of fitted values versus observed value using the 𝑅0 − 𝐺 data.

Fig. 11. Graph of PDFs against NPVs with respect to DWOI and DWII.

the EV by 62.97%, which is the percentage of the fraction of VOI to
EVWOI.

The probability density function (PDF) of NPVs associated with
DWOI and DWII are plotted in Fig. 11. From this figure, we notice
that the NPV resulting from the ML approach (DWII) is higher than
that of the DWOI. In this aspect, integrating the effects of future
information and decisions in decision-making would increase the ENPV.
Some realizations end up with a smaller NPV with DWII than the NPV
with DWOI, which may be due to a suboptimal decision, as the machine
learning algorithm is the approximate method, which, for some of the
path decisions, makes suboptimal choices.

The normalized frequency distribution (NFD) of the CO2 injection
is illustrated in Fig. 12. Based on these results, it is more worthwhile
to cease CO2 injection between 14 and 40 years (i.e., there is a 38%
and 32% chance that the CO2 injection mechanism should be stopped
at the end of 14 and 26 years, respectively). There is only a 22% less
chance that it is optimal to stop the same after 40 years. The specific
stop time depends mainly on the measured seismic data and geological
realization, including the uncertainty in permeability, porosity, caprock
elevation, pressure, and temperature.

4.4. Sensitivity analysis in AVO attributes

The next step is to assume the AVO attributes 𝑅0 and G to be noisy
and normally distributed:

(𝑅0, 𝐺)𝑇 ≈  (𝑚, 𝑇 )

where the mean 𝑚 is calculated using Eqs. 11 and 12. Following Eidsvik
et al. (2015), the covariance matrix corresponding to the one set for the
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Fig. 12. NFDs of the CO2 optimal stop injection time corresponding to the
decision-making with ML.

Fig. 13. Average 𝑅0 attributes at times 14 and 50 years.

likelihood model for AVO data was set to the following:

𝑇 = 𝑐
(

0.062 −0.7 × 0.06 × 0.17
−0.7 × 0.06 × 0.17 0.172

)

Where c > 0.
Figs. 13 and 14 demonstrate 𝑅0 and 𝐺 attributes, respectively, for

the two different scenarios. Comparing these with Fig. 6, which con-
tains the same simulations, we observe that the 𝑅0 attributes present
an effective picture of the saturation; however, there is significant noise
for the 𝑅0 attributes. This is expected as the variance is higher for 𝐺
than for 𝑅 .
8
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Fig. 14. Average 𝐺 attributes at times 14 and 50 years.

By adding uncertainty in AVO attributes, the EVWII is estimated to
be $617.11 million. This makes the VOI $231.48 million. This result
indicates that it is uneconomical to proceed with any information-
gathering activity if it costs more than $231.48 million. This result also
illustrates that including the effect of future information and decisions
could improve the EV by 60.03%, which is the percentage of the
fraction of VOI to EVWOI.

The NFDs of the total lifetime corresponding to the decisions with
machine learning are displayed in Fig. 16. This result recommends
stopping CO2 injection at the end of years 14 and 26 (i.e., there is
more than a 60% chance that the CO2 injection mechanism should
be stopped after year 26). There is only less than 5% chance that it
will be optimal to stop the injection after 32 and 40 years. The specific
stop time depends mainly on the perturbed measured seismic data and
uncertainty of geological realization.

Fig. 15 shows a comparison of the PDFs corresponding to the
different methods. The NPV resulting from the ML approach (DWII)
is higher than that of the DWOI, as ML allows learning over time.
Moreover, some realizations resulted in a smaller NPV with ML than
with the DWOI. This may be due to suboptimal decisions.

4.4.1. Sensitivity analysis in carbon price
In both previous studies, we did not include uncertainties in the

carbon price, even though it significantly impacted the decision. There-
fore, in this work, the carbon price was treated as an uncertain param-
eter and considered in the regression analysis to determine the optimal
stopping time in CO2 injection monitoring.

The carbon price is modeled as Markovian processes and variants
over time. Hence, it is assumed to follow a stochastic process. There
are two commonly used stochastic models to describe uncertainties in
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𝜋

Fig. 15. NFDs of the CO2 optimal stop injection time corresponding to the
decision-making with ML.

Fig. 16. Graph of PDFs against NPVs with respect to DWOI and DWII.

economic variables: the geometric Brownian motion (also known as
the random-walk model) and the Ornstein–Uhlenbeck (OU) stochastic
process (also known as the mean-reverting model; refer to Uhlenbeck
and Ornstein (1930) for more details).

A process ‘‘S’’ can be stochastically modeled using the Ornstein–
Uhlenbeck process as shown below:

𝑑𝑆𝑡 = 𝜃 (𝜇 − 𝑆𝑡)𝑑𝑡 + 𝜎𝑑𝑊𝑡 (15)

where 𝜃 is the speed of mean reversion, 𝜇 is the long-term mean which
the process reverts, 𝜎 is the measure of process volatility, and 𝑊𝑡 stands
for a Brownian motion, where 𝑑𝑊𝑡 ∼ 𝑁(0,

√

𝑑𝑡). This stochastic equa-
tion must be discretized to be implemented in the simulation. Gillespie
(1996) opined that the simulation of the process would work well only
when the discretized time 𝛥𝑡 is sufficiently small. Thus, the discretized
equation is as follows:

𝑆𝑡 = (𝑆𝑡−1 × 𝑒−𝜃𝛥𝑡) + 𝜇(1 − 𝑒−𝜃𝛥𝑡) +

[

𝜎 ×
√

1 − 𝑒−2𝜃𝛥𝑡
2𝜃

× 𝑑𝑊𝑡

]

(16)

However, if any commodity price, including carbon prices per unit,
or any other cost is modeled using the above discrete-time expression,
negative values might be generated. This is not realistic, because nega-
tive commodity prices never exist. To avoid this problem, we used the
lognormal distribution of commodity prices. Thus, in this context, the
logarithm of the modeled parameter, namely 𝜋𝑡 = 𝑙𝑛[𝑆𝑡], is assumed to
follow the mean-reverting process. This process can be mathematically
described as follows:

𝑑𝜋𝑡 = 𝜅[�̄� − 𝜋𝑡]𝑑𝑡 + 𝜎𝜋𝑑𝑧𝑡 (17)

where 𝜅 is the speed of mean reversion, �̄� is the long-term mean that
the logarithm of the variable reverts, 𝜎𝜋 stands for the volatility of
process, and 𝑑𝑧𝑡 describes the increments of standard Brownian motion.
Subsequently, to numerically solve for 𝜋 , the stochastic equation is
9

𝑡

Fig. 17. Historical of carbon prices from 1985 to 2021.

discretized as shown below (by assuming 𝑑𝑧𝑡 ∼ (0,
√

𝑑𝑡), where 𝑑𝑡 =
1 year).

𝜋𝑡 = (𝜋𝑡−1 × 𝑒−𝜅𝛥𝑡) + �̄�(1 − 𝑒−𝜅𝛥𝑡) +

(

𝜎𝜋 ×
√

1 − 𝑒−2𝜅𝛥𝑡
2𝜃

×𝑁(0, 1)

)

(18)

After calculating 𝜋𝑡, the value of 𝑆𝑡 cannot directly be obtained
using the equation of 𝑆𝑡 = 𝑒𝜋𝑡. This is due to the fact that half of the
variance is added to the mean of the lognormal distribution, namely
0.5 × 𝑣𝑎𝑟(𝜋𝑡), for the exponential of a normal distribution. Therefore,
half of the variance is deducted using the following equation:

𝑉 𝑎𝑟(𝜋𝑡) = [1 − 𝑒−𝜅𝛥𝑡] ×
𝜎𝜋2

2𝜅
(19)

To use this model, a decision must be made to determine its pa-
rameters. This process is known as calibration, and since the logarithm
of the variables is assumed to follow the mean-reverting process, the
least-squares regression, which was suggested by Smith (2010), was
conducted on the datasets of 𝜋𝑡 = 𝑙𝑛[𝑆𝑡]. To calibrate the OU parameters
for the modeling of the carbon credit price, a set of carbon credit price
data is required. For illustration, the annual carbon credit price data,
namely prices from 2008 to 2020 (considering only historical data),
which is available on the European Union Emissions Trading System
carbon market price European Union Emissions Trading System carbon
market price (2021), were used as displayed in Fig. 17.

To start the procedure of calibration, we used the following equa-
tions:

𝑥𝑡 = 𝜋𝑡 − 𝛥𝑡 = 𝑙𝑛[𝑃 𝑡 − 𝛥𝑡] (20)

𝑦𝑡 = 𝜋𝑡 = 𝑙𝑛[𝑃 𝑡] (21)

𝑦𝑡 = 𝑎𝑥𝑡 + 𝑏 + 𝛿 (22)

The OU parameters are estimated using the values of 𝑎 and 𝑏:

̄ = 𝑏
1 − 𝑎

, 𝜅 = −𝑙𝑛 𝑎
𝛥𝑡

, 𝜎𝜋 = 𝜎𝛿

√

−2𝑙𝑛 𝑎
𝛥𝑡(1 − 𝑎2)

(23)

where 𝛿 is the approximation error introduced in the least-squares
regression, 𝜎𝛿 is the standard deviation of the approximation errors,
and 𝛥𝑡 is the difference in two time-steps. Refer to Smith (2010) for
more details regarding the derivation of the equations.

Using the parameters in Table 3, the carbon price corresponding to
the respective costs is modeled forward in time. Fig. 18 presents the
probabilistic model of the oil price.

By adding uncertainty in the carbon price, the DWOI provides
14 years CO2 injection time, and the EVWOI is found to be $432.50
million. Moreover, the highest EVWII corresponding to machine learn-
ing was $870.23 million, which also illustrates that including the effect
of future information and decisions improves the net present value. The
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Table 3
Values of parameters used in the mean-
reverting model.
Parameter Carbon price

Initial value 34
Equilibrium value 34
Volatility 𝜎𝛿 0.4811
Mean reversion speed, 𝜅 0.2647
𝑑𝑡, year 1

Fig. 18. Carbon prices modeled using the mean-reverting process.

Fig. 19. NFDs of the CO2 optimal stop injection time corresponding to the
decision-making with ML.

NFDs of the total lifetime corresponding to the decision with machine
learning are shown in Fig. 20. This result recommends stopping CO2
injection mostly at the end of years 14 or 32 (i.e., there is a more
than 32% chance that the CO2 injection mechanism should be stopped
after years 14 and 32). There is only a less than 10% chance that it is
optimal to stop the injection after 26, 40, 50, and 55 years. The specific
switch time depends mainly on the uncertainty of geological realization
and perturbed modeled AVO attributes, including uncertainty in carbon
prices.

Fig. 19 shows a comparison of the PDFs of NPVs associated with
DWOI and DWOII. The NPV resulting from the ML approach (DWII)
is higher than that of the DWOI, as ML allows learning over time.
Furthermore, some realizations resulted in a smaller NPV with ML than
with the DWOI. This may be due to suboptimal decisions.

5. Discussion and concluding remarks

We presented a VOI framework that can be used to compute the
VOI in a reservoir development plan. Specifically, we applied the
framework to evaluate the VOI of time-lapse seismic data in the context
10
Fig. 20. Graph of PDFs against NPVs with respect to DWOI and DWII.

of CO2 storage and the detection of potential CO2 leakage. A case has
been developed where, based on information from seismic surveys and
carbon credit prices, a decision-maker must decide on the best time to
continue or stop the CO2 injection. The reliability of a seismic survey
and carbon prices are likely to increase with time and the amount
of CO2 injected into the reservoir. In this context, the decision of
when to perform the survey becomes a trade-off between test reliability
and the amount of CO2 at risk of leakage. For this study, we used
the Utsira field CO2 storage atlas, which is located in the North Sea,
and considered a storage location for the full-scale Norwegian CCS
project. We used an approximate dynamic approach to estimate the
VOI for seismic surveys. Nevertheless, when a seismic survey is most
important, the VOI estimates do not provide an accurate response.
Notwithstanding, we may tentatively claim that in the injection phase,
a seismic survey should not be performed too early or too late. In
addition, the value of learning induced by machine learning may be
small and insignificant, as there is always an approximation error when
applying the machine learning regression function. In addition, the
closeness of a regression function to estimate the actual expected values
and the accuracy of this method mainly depend on the prior sample
of Monte Carlo, alternatives, and information, and, in some cases, the
model choice may not be material.

In conclusion, the VOI framework can generally be applied to
any type of spatial data and in the context of decisions other than
reservoir development. The framework can be evaluated as an interplay
between three key factors: the decision-making situation consisting of
alternatives and prospect values, the uncertain variables of interest
that affect the prospect values, and the data that informs about these
variables of interest. Moreover, the approximate dynamic methodology
can be applied to estimate the conditional expectation of prospect
values given the data outcomes, and thereby to evaluate the VOI. This
computational efficiency of ADP allows VOI computation in complex
decision situations where the rigorous Monte Carlo methodology is
intractable. However, the VOI is still quite uncertain, and to consis-
tently estimate the VOI in complex sequential decision cases, it might
be beneficial to increase the number of realizations or reduce the
number of alternatives in innovative ways. Therefore, a new procedure
and methodology based on clustering techniques, in combination with
proxy models, must be developed to reduce computational costs and
efficiently solve real-world sequential decision-making problems.
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