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Abstract. Introduction: Interventional procedures are associated with potentially high radiation doses to the skin.  
º Monte Carlo codes of radiation transport are considered to be one of the most reliable tools available to assess 
doses. However, they are usually too time consuming for use in clinical practice. This work presents the validation 
of the fast Monte Carlo code MC-GPU for application in interventional radiology. Methodologies: MC-GPU 
calculations were compared against the well-validated Monte Carlo simulation code PENELOPE/penEasy by 
simulating the organ dose distribution in a voxelized anthropomorphic phantom. In a second phase, the code was 
compared against thermoluminescent measurements performed on slab phantoms, both in a calibration laboratory 
and at a hospital. Results: The results obtained from the two simulation codes show very good agreement, 
differences in the output were within 1%, whereas the calculation time on the MC-GPU was 2500 times shorter. 
Comparison with measurements is of the order of 10%, within the associated uncertainty. Conclusions: It has been 
verified that MC-GPU provides good estimates of the dose when compared to PENELOPE program. It is also shown 
that it presents very good performance when assessing organ doses in very short times, less than one minute, in real 
clinical set-ups. Future steps would be to simulate complex procedures with several projections.  
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1  INTRODUCTION  
  
Nowadays interventional radiology and cardiology are among the medical specialties that are 
most commonly used because of their minimally invasive procedures. However, the X rays 
employed during fluoroscopically guided procedures in order to generate medical images entail 
high exposure to the patient and the possibility of suffering deterministic effects. In this regard, 
the 2013/59/EURATOM Directive [1] establishes basic safety standards for protection against 
dangers arising from exposure to ionizing radiation. In article 60, it is specified that the 
equipment used for interventional radiology must have a device or a feature informing the 
practitioner of relevant parameters for assessing patient dose at the end of the procedure. 
Thermoluminescence dosimeters (TLDs) are widely used in various patient dosimetry 
applications because they are nearly tissue equivalent and have good dosimetry performance. 
However, they have strong limitations in monitoring dose. In general, it is not possible to predict 
the locations of the highest dose, so a great number of detectors are needed. In addition, the 
results are only known a few days after delivery of the doses and they only provide information 
for very specific regions of tissues. This highlights their limitation in order to deliver data on the 
dose distribution of extended organs, such as the skin [2]. Different monitoring software 
packages have been developed to tackle these limitations and also to fulfil the need for automatic 
recording and evaluation of patient-relevant data [3]. In particular, due to the risk of skin injuries 
[4], special attention has been paid to skin dose and several codes claim to be able to estimate it 
or are even specially designed to assess it [5]. In the vast majority of cases these codes apply 
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mathematical models and the patient is either described in a simplistic way [6, 7, 8, 9] or more 
complex models are used [10, 11].  
 
Another possible solution may be the development of a dosimetry tool based on Monte Carlo 
(MC) simulations, for which the main challenge is to obtain results in relatively short 
computation times. MC codes, which are considered to be the gold standard for computing 
radiation doses, are generally time-consuming and would not lead to a quick estimation of the 
requested output. The available MC codes which are able to provide results in short computation 
times are very few: MC-GPU, FDEIR, ARCHER and irtGPUMCD [12, 13, 14, 15] and all of 
them are based on the computational power of Graphics Processing Units (GPU).  MC-GPU 
handles voxelized geometries and provides both mean and maximum organ doses for typical 
diagnostic imaging procedures. FDEIR is based on MC-GPU and focuses on the calculation of 
skin doses in interventional radiology.  The other two codes address other health applications. 
ARCHER is designed for dose assessment in CT imaging and radiotherapy, while irtGPUMCD 
is used for dose calculation in nuclear medicine. The Universitat Politècnica de Catalunya (UPC) 
is participating in Work-Package 2 of MEDIRAD, a H2020 European Project aimed to enhance 
the scientific bases and clinical practice of radiation protection in the medical field. The task of 
UPC consists of validating MC-GPU code for patient dose monitoring during interventional 
procedures. MC-GPU has been validated against measurements in clinical CT [16], however, at 
present, there are no published validation studies on the reliability of MC-GPU for interventional 
radiology. Therefore, the purpose of the present work is first to compare MC-GPU with a well-
validated MC simulation code and secondly to compare it against measurements carried out in a 
calibration laboratory and under realistic conditions in an operating room. 
 
 
2       MATERIALS AND METHODS  
  
The MC-GPU code is in the public domain and is freely distributed. It implements a massively 
multi-threaded MC simulation algorithm for the transport of X rays in voxel geometries and for 
applications in diagnostic imaging. The publicly available version of MC-GPU uses the X-ray 
interaction models and cross sections from PENELOPE, 2006 [17]. However, the physics models 
in PENELOPE 2006 have been updated in the code version PENELOPE, 2014 [18]. 
Consequently, in this work the physics models in MC-GPU have been changed accordingly. For 
the diagnostic energy range taken into consideration (20 to 120 keV), the main change between 
the 2014 and 2006 versions mainly consisted of new cross sections implemented for Rayleigh 
and photoelectric effects. Differences in the total mean free paths are small at low energies (2-
3% depending on the material of interest) and almost negligible for high energies. However, 
updating the materials description is relevant for this study since photoelectric interactions are 
predominant at the typical energy range of interventional cardiology. In addition, a set of 
functions were developed to automatically set the optimal values for the GPU calculations 
(number of blocks per kernel, number of threads per block, number of histories per thread to be 
simulated by the GPU). Finally, the MC-GPU libraries were modified to increase the maximum 
number of different materials that could be taken into account in the calculations. Initially, the 
maximum number was set to 15 and it was increased to 30. It was tested that, with the 
computational resources described in 2.1.3, one could simulate up to 70 different materials. The 
impact on the efficiency of the simulations [19] was negligible, lower than 1%. 
 
The code package used for the MC-GPU validation was PENELOPE (version 2014) / penEasy 
(version 2015). PENELOPE is one of the reference codes for Monte Carlo simulation of electron, 
positron and photon transport. penEasy [20] is a general-purpose main program defined 
specifically for PENELOPE. It provides the user with a set of source models and tallies which 
are invoked from a structured code.  
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For benchmarking of the simulations against clinical measurements, a series of irradiations was 
carried out at the UPC Calibration Laboratory under controlled conditions and subsequently other 
irradiations were performed in a realistic environment at the Hemodynamic Department of the 
Hospital Universitari Vall d'Hebron (HUVH), simulating a clinical scenario. The experimental 
measurements were performed with thermoluminescent dosimeters. Details of both simulations 
and experiments are provided below. 
 
2.1 MONTE CARLO SIMULATION 
 
2.1.1    Comparison against PENELOPE/penEasy 
 
The Duke anthropomorphic phantom from the Virtual family was used. The Duke voxel phantom 
has 122x62x372 voxels of dimensions 0.5x0.5x0.5 cm3. It represents a 34-year-old-male and is 
one of the four whole body models from the Virtual family [21]. For the sake of simplicity, in 
this verification, 9 materials were taken into account among all the initially available segmented 
tissues: muscle, soft tissue, bone, cartilage, adipose tissue, blood, skin, lung and air.  
 
The aim was to calculate and compare the doses both in a whole organ or tissue (made up of 
thousands of voxels) and at an individual voxel level. The dose in each material is calculated by 
the program as the average of the dose across all voxels belonging to the same material. The 
program also provides the value and location of the maximum dose. 
 
Due to its energy range of application and to speed calculations, MC-GPU does not simulate the 
transport of charged particles. For comparison with PENELOPE, the energy absorption 
parameters of electrons and positrons in PENELOPE/penEasy were set to very high energies 
(e.g. 1E9 MeV). In this way, once the secondary particles are generated, they are absorbed locally 
in the material and are no longer followed. This approximation is valid for the energy range of 
interventional radiology [22, 23, 24]. The requested outputs for the PENELOPE/penEasy code 
were the dose in each voxel and the energy deposited in each labeled material. Doses are given 
in eV/(g·history) (eV/g per simulated history), while the energy deposition units are eV/history. 
Then, both the value and position of the maximum dose are easily retrieved from the dose 
distribution. On the other hand, the dose in each tissue can be straightforwardly calculated by 
dividing the deposited energy by the corresponding tissue mass. 
 
The X-ray source used in the comparison is a typical diagnostic X-ray spectrum defined in the 
International Standard IEC 61267 [25], and is one of the reference radiation qualities in the field 
of X-ray diagnostics when dealing with radiation emerging from the X-ray source. Calculations 
were performed for RQR6 quality [25], generated by a tube voltage of 80 kV (see details in Table 
1). The energy distribution of the X-ray spectrum for the simulations was generated by using 
XCOMP5R [26]. The source was defined in order to completely irradiate the chest of the 
phantom. The postero-anterior (PA) projection was simulated so that the radiation strikes the 
back of the phantom. The Duke phantom was positioned at 30.5 cm from the beam source. A 
pyramidal field was defined in order to completely irradiate the Duke phantom chest and had 
dimensions of 61 x 61 cm2 at a distance of 30.5 cm from the source. 61 cm is just the width of 
the Duke. This beam size is much larger compared to the ones present in interventional radiology, 
which are aimed at irradiating a specific organ. The reason for choosing this size was to ensure 
that all the different organs in the Duke phantom chest were irradiated. 
 
2.1.2    Comparison against experimental measurements 
 
Different experimental measurements were carried out at the UPC Calibration Facility and in an 
operating room of the HUHV hospital. Details on the geometry of the experimental irradiations 
and the voxelized representation with MC-GPU are given in sections 2.2.3.1 and 2.2.3.2.  
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For comparison of simulated doses with experimental values in a clinical environment, a 
normalization factor N was used to convert the calculated dose values per simulated history 
(eV/(g·history)) to absolute values (Gy). This factor is the ratio between experimental (𝐾𝐾air,exp) 
and simulated (𝐾𝐾air,sim) air kerma at a reference point: 
 
                                                                          𝑁𝑁 =  𝐾𝐾air,exp

𝐾𝐾air,sim
                                          (1)    

 
The experimental air kerma (𝐾𝐾air,exp) value was obtained at the reference point from the kerma 
area product (KAP). The KAP value is included in the radiation dose structured report (RDSR) 
defined by DICOM (DICOM PS3.16 2020b) [27] and is obtained with a KAP-meter located on 
the housing of the gantry at a fixed distance from the focal spot. The reference point is a virtual 
position defined at a specified distance from the isocenter of the C-arm; the field size at the 
reference point can be obtained using the inverse square law from the source-to-detector distance 
and the collimated area at the detector, both included in the RDSR. In order to obtain the 
simulated air kerma (𝐾𝐾air,sim), a box of air of dimensions 1 x 0.5 x 1 cm3 is simulated, mimicking 
the clinical air kerma at the reference point.  
 
Regarding the measurements in the Calibration Laboratory, instead of comparing values in units 
of dose, the comparison was carried out in terms of relative values obtained as the quotient of air 
kerma within tissue-equivalent materials and air kerma in free air. Therefore, the above-
mentioned normalization factor N was not needed. 
 
The energy distribution of the X-ray beams defined in Tables 1 and 3 was generated by using 
XCOMP5R. 
 
2.1.3 Computational resources 
 
The simulations presented in this work were run on the UPC Argos Cluster. 
PENELOPE/penEasy runs on any of the 15 available nodes and runs on two CPU Intel Xeon 
E5520 Processors, 8x2GB Dual Rank UDIMMs 1066MHz, 1 x 160GB SATA 7200 3,5". The 
compiler used in PENELOPE/penEasy was gfortran 4.8.5. Although the simulations were carried 
out on a computer cluster, it is worth pointing out that each simulation ran on a single CPU, since 
PENELOPE cannot be parallelized. 
 
2.2      MEASUREMENTS 
 
2.2.1    Thermoluminescent dosimetric system 
 
The detector of the thermoluminescent dosimetric system is a LiF:Mg,Cu,P crystal manufactured 
by Conqueror Electronics Technology Co.Ltd. (Beijing, China) under the trade name TLD-
2000C. They are 4.5-mm-diameter circular pellets, 0.8 mm thick, with a mass density of 2.65 
g/cm3. The annealing process previous to the detectors exposure to radiation was performed in a 
PTW TLDO oven, and consisted of 240 ºC for 10 min followed by a fast quench on an aluminium 
block. The readout after the exposure was done on a semiautomatic Harshaw 5500 reader 
(Thermo-Electron) in a two-step heating cycle: a preheat process at a temperature of 160 ºC for 
10 s, followed by a reading phase of 26 s up to 250 ºC with a linear heating rate of 4 ºC/s. The 
readout was carried out within 24 h after irradiation. 
 
Instead of using batch calibration, detectors were individually calibrated. To determine the 
response of a single detector with respect to the whole set, individual calibration factors were 
determined by irradiating all detectors using a 137Cs source, at a value of air kerma of 3 mGy. 
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The use of an individual correction factor is a standard procedure to reduce uncertainty in the 
measurement [28]. Several background dosimeters were used for each measurement and the 
background signal was subtracted from the measured reading. In order to provide the output in 
terms of absorbed dose (Gy), calibration factors were calculated in order to convert reader 
arbitrary units to air kerma (Gy) in the material in which the detectors are embedded. It is worth 
mentioning that in the energy range of interest differences between air kerma and absorbed dose 
in air are negligible. These calibration factors were determined under reference conditions at the 
UPC facility.  
 
2.2.2    Energy calibration for the TLDs used in the hospital 
 
The calibration factors are both energy and material dependent. In order to have appropriate 
calibration factors to measure the air kerma when the TLDs were irradiated in the hospital, the 
energy calibration of the dosimetric system was obtained by irradiating a group of 10 dosimeters 
at the UPC calibration laboratory. The laboratory has been accredited by the Spanish 
Accreditation Board and is traceable to the PTB (German National Metrology Institute) for 
IEC61267 qualities [25]. The detectors were irradiated with two IEC61267 qualities: RQR5 and 
RQR6. The main features of the beams are presented in Table 1. These qualities were chosen as 
they have similar X-ray characteristics to the beams encountered in the hospital [29].  
 
 
2.2.3    Experimental set-up 
 
Different set-ups were tested. Slab phantoms with surface dimensions of 30x30 cm2 and made of 
different tissue-equivalent materials were used. Some of these plates have small cavities where 
the detectors can be accommodated. The materials of the plates were plastic water (PW®, ρ=1.03 
g/cm3), lung tissue-equivalent material (ρ=0.199 g/cm3) and bone tissue-equivalent material 
(ρ=1.93 g/cm3) from Computerized Imaging Reference Systems (CIRS). Lung and bone 
equivalent materials match the linear attenuation coefficients of their reference tissues [30] to 
within +/- 2.5%. The materials were simulated according to the atomic composition specified by 
the manufacturer. Nine detectors were irradiated at each measurement position and the measured 
dose to be compared to the simulation is then obtained as the average of the nine readings. 
 
2.2.3.1    Experiment under controlled conditions 
 
The first validation was performed under controlled conditions at the UPC Calibration 
Laboratory. Sandwich-like phantoms made of the above-mentioned tissue-equivalent materials 
were used for the irradiations. The TLD detectors were placed at different depths (Table 2) 
defined with respect to the point where the photons enter the phantom. RQR5 and RQR6 qualities 
were used for the irradiations (Table 1). In all cases the imparted air kerma was 5 mGy at 2 m 
from the focal spot. The radiation field at the irradiation plane (defined by the plane where the 
photons enter the material) had a diameter of 32 cm.  
 
Table 1: Features of the beam qualities used for irradiation under controlled conditions at the 
UPC laboratory. 
 

Beam 
quality 

Anode 
angle 

Voltage 
(kV) 

Inherent 
filtration 

Added 
filtration 1st HVL 

RQR5 18º 70 7 mm Be 2.5 mm Al  3.07 mm Al 

RQR6 18º 80 7 mm Be 3.0 mm Al  3.45 mm Al 
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Table 2: Phantom thickness and dosimeter position inside the phantom for irradiation under 
controlled conditions at the UPC laboratory. 
 

Phantom 
Total 

thickness 
(cm) 

Depth 
(cm) 

PW® 1.5 0.5 
Lung 4 2 
Bone 2 1 

 
 
 
The irradiations were also carried out free in air. In this case, the detectors were sealed in small 
opaque polyethylene plastic bags, with a density thickness of 11 mg/cm2. A sketch of the 
irradiation configurations at the UPC laboratory is shown in Figure 1. 
 
Three voxelized geometries were implemented in MC-GPU to reproduce the PW®, lung and 
bone phantoms. The voxel size dimension was 3.33 cm, as the nine detectors in the experimental 
set-up were arranged over an area of 3.33 cm x 3.33 cm, whereas the voxel thickness was 0.1 
cm. Therefore, TLDs were modeled as a single 0.1-cm-thick voxel made of air. In order to 
reproduce the irradiation of the TLDs free in air (without attenuation and scattering material), the 
same geometries were used, but were considered as being all made of air. 
 
2.2.3.2    Experiment in hospital 
 
The second part of the measurements was performed at the HUVH Department of 
Hemodynamics in a real operating room equipped with a Philips Allura Clarity X-ray system. A 
sketch of the irradiation configuration at the HUHV hospital is shown in Figure 2. In order to 
simulate the patient during an interventional procedure for thorax irradiation, the phantom was 
made up of three different materials in the following order from bottom to top: 2 cm of PW®, 2 
cm of bone, 9 cm of lung and 2 cm of PW® (Figure 3 a). Hereafter it is referred as phantom 1. 
The detectors were located at 1, 3 and 6 cm depth in PW®, bone and lung plates respectively. A 
similar irradiation was repeated for a phantom made of PW® layers only, in which the detectors 
were placed at 1, 7 and 13 cm depth (Figure 3 b). This phantom is, hereafter, referred to as 
phantom 2.  
 
Simulations were designed and carried out for the two experimental configurations. The nine 
TLDs at each depth level were modeled as a single voxel made of air. Independent simulations 
were carried out for each depth and each material. 
 
For the purposes of benchmarking, the geometry set-up of the Monte Carlo simulation should be 
as close as possible to the realistic scenario. In the clinical practice, the table pad where the patient 
lies reduces the beam intensity to the patient for under-table projections, i.e. PA. In order to 
quantify this attenuation, two measurements were performed in the clinical room with a 
semiconductor detector, the RaySafe X2, located first on the table and, subsequently, under the 
same irradiation conditions, beneath the table. The ratio between the two measurements (given 
in terms of dose rate) gave the attenuation provided by the treatment couch. These two last 
experiments, both with and without the table, were reproduced using Monte Carlo simulations to 
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calculate the Aluminum thickness that would produce the same attenuation. Based on this result, 
a 1.8-mm Al layer was finally introduced in the voxel simulation geometry of the phantoms. 
 
Irradiations were carried out in the conditions described in Table 3. The radiation field size was 
25 cm x 25 cm at a distance of 100 cm between the source and the image detector. 
 
 
Table 3: Features of the radiation beams used for irradiations with phantom 1 (Figure 3 a) and 
phantom 2 (Figure 3 b) under clinical conditions.  
 

Phantom 
type 

Anode 
angle 

Voltage 
(kV) 

Inherent 
filtration 

Added 
filtration 

Phantom 1 11º 62 2.5 mmAl 1 mmAl+0.1 
mmCu 

Phantom 2 
(PW®) 11º 65 2.5 mmAl 1 mmAl+0.1 

mmCu 
 

 
2.3       UNCERTAINTY EVALUATION 
 
Uncertainties of measurements are calculated according to the recommendations of the Guide to 
the Expression of Uncertainty in Measurement (GUM) [31]. All sources of uncertainty associated 
to a given measurement are evaluated and combined to obtain the range of dispersion of the 
measurand. In order to have a confidence level of approximately 95%, an expanded uncertainty 
is calculated, multiplying the standard uncertainty by a coverage factor, k, equal to 2.  
 
For the calculations, when only Monte Carlo results are compared, the statistical standard 
deviation, sd, is considered. In order to have a confidence level of approximately 95%, 
uncertainties are expressed as 2 sd. When Monte Carlo calculations are normalized using 
equation (1), the uncertainty associated to the experimental air kerma is also computed following 
[31] recommendations. An uncertainty of about 10% for k=2 for the experimental KAP 
measurement was considered and has been included in the calculation of the uncertainty of the 
simulation results. 
 
 
 
3       RESULTS  
 
3.1 VALIDATION WITH THE MONTE CARLO SIMULATION CODE 
PENELOPE/PENEASY 
 
Figure 4 and Table 4 show the dose distribution for chest irradiation of the anthropomorphic 
phantom and the average dose values for each tissue, respectively. The codes showed very good 
agreement with differences below 1%. These small differences can be attributed to the different 
algorithms that the codes use to obtain photon cross sections. PENELOPE v2014 photon cross 
sections are tabulated on a denser grid of energies to describe the structure of the cross section 
near photo-electric absorption edges and interpolated on a linear log-log scale, whereas MC-GPU 
applies tabulated values on a linear grid. 
 
The PENELOPE/penEasy code took around 9.3 hours of execution time to complete the 
simulation and achieve standard errors in the materials of about 0.1% (k=2). On the other hand, 
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MC-GPU execution time was 13 seconds, reaching standard errors of the same order while being 
about 2500 times faster than PENELOPE/penEasy. Furthermore, both programs identified the 
maximum voxel dose at the same position, that is, in the air at the entrance of the patient. High 
doses were also observed on the bone and on the skin on the most exposed side (on the back of 
the patient). The difference between the Peak Skin Dose (PSD) reported by both codes was only 
0.6% with an associated statistical uncertainty (k=2) of 1% for MC-GPU and 2 % for 
PENELOPE/penEasy. Both codes reported the same location of the PSD. In contrast, the reported 
dose differences between FDEIR and PHITS [32] were up to 6 % in the validation study of 
FDEIR [13]. FDEIR is based on the publicly available version of MC-GPU, which in turn, as has 
been pointed out previously, uses relevant photon interaction data from PENELOPE 2006. Both 
PHITS and PENELOPE 2006 are based on the LLNL Evaluated Photon Data Library [33], but 
PENELOPE uses different numerical algorithms. 

 
 

 
Table 4: Type of tissue, number of voxels, computed dose from PENELOPE/penEasy and MC-

GPU, uncertainty of the simulation (U) with (k=2), ratio between the two codes for the 
anthropomorphic phantom simulation and uncertainty of the ratio (Uratio). 

 

Material/Tissue #voxels 
PENELOPE 

dose 
eV/(g∙history) 

U MC-GPU 
dose 

eV/(g∙history) 

U MC-GPU
PENELOPE

 
Uratio 

(%) (%) (%) 
Air 2273413 1.38E-01 0.16 1.38E-01 0.16 1.00 0.23 

Muscle 278365 2.27E-01 0.01 2.27E-01 0.01 1.00 0.02 
Soft tissue 34535 1.37E-01 0.05 1.38E-01 0.04 1.01 0.07 

Bone 31577 6.30E-01 0.02 6.32E-01 0.02 1.00 0.02 
Cartilage 11840 6.34E-02 0.12 6.39E-02 0.11 1.01 0.16 
Adipose 104890 1.66E-01 0.02 1.66E-01 0.02 1.00 0.03 
Blood 8945 1.07E-01 0.10 1.07E-01 0.10 1.00 0.15 
Skin 39449 2.68E-01 0.03 2.67E-01 0.03 1.00 0.04 
Lung 30794 2.93E-01 0.04 2.95E-01 0.04 1.01 0.06 
 
In order to verify the agreement of the dose distribution across all voxels between the two codes, 
the dose-volume histograms (DVH) were obtained for each tissue. The cumulative DVH relates 
radiation dose to tissue volume in order to summarize 3D dose distributions in a graphical 2D 
format (Figure 5). When the material is distributed in the human body, such as the skin, the voxel 
dose varies within a broad range (back skin directly exposed to the radiation beam vs. skin on 
the front of the patient). This makes it also difficult to appreciate the differences between the two 
outputs. This is not the case of tissues related to specific limited organs, such as the lungs. Figure 
5 shows the cumulative DVH for skin and lung, showing very good agreement between MC-
GPU and PENELOPE. 
 
3.2 BENCHMARKING AGAINST EXPERIMENTAL MEASUREMENTS 
 
3.2.1 Experiment in controlled conditions 
 
Table 5 shows the results of the measurements and simulations given as the ratio of the detector 
reading within the different materials (Lmat ) and in air (Lair ), both for RQR5 and RQR6 qualities, 
corresponding to the experiments performed at the UPC calibration lab. The simulation time, tsim, 
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and the ratio between experimental and simulation results are also provided together with the 
expanded uncertainty of the ratio for a coverage factor (k=2). The uncertainty associated with 
TLD measurements corresponds to the combination of the standard deviation of the different 
dosimeter readings and the uncertainty associated with the experimental set-up, and is of the 
order of 5%. Simulations were performed in MC-GPU. 5E10 histories were generated, resulting 
in an execution time of 1.5 minutes and standard deviation between 2% and 4% (2 sd).  Since 
data are normalized to air kerma, only the statistical uncertainty is considered in the calculation 
in this verification. Uratio is the expanded uncertainty of the ratio between simulated and measured 
results and is obtained as a combination of the experimental and Monte Carlo uncertainties (for 
k=2).  
 
 

Table 5: Experimental and simulated ratios Lmat/Lair for PW®, Lung-, Bone- equivalent 
phantoms and RQR5 and RQR6 qualities. Time of simulation tsimul (s) and ratio between the 
experimental and simulated output with associated expanded uncertainties (Uratio) (for k=2) 

 

Phantom  Radiation Quality TLD Simulation (5E10 histories) 
Lmat/Lair Lmat/Lair Tsimul (s) Sim/TLD Uratio 

PW RQR5 0.953 0.975 70 1.02 5% 
Lung RQR5 1.087 1.083 46 1.00 6% 
Bone RQR5 0.279 0.270 90 0.97 7% 
PW RQR6 1.070 1.024 71 0.96 6% 

Lung RQR6 1.122 1.058 47 0.94 6% 
Bone RQR6 0.367 0.366 97 1.00 7% 

 
In column 6 of Table 5 the ratios between the simulated and experimental values are reported. In 
general, differences are below 5%, except for the lung with RQR6, where a difference of 6% was 
found. Simulation were also performed with 2E11 histories. In this case, the execution time was 
up to 7 minutes and standard deviation was below 2%. However, there was no significant 
improvement with respect to the simulation shown in Table 5. Thus, the faster simulations were 
preferred because of computational time saving. In all cases, these differences are within the 
statistical expanded uncertainty of the ratio, Uratio. 
 
 
3.2.2 Experiment in clinical conditions 
 
Table 6 compares the results of the measurements performed at the hospital and the 
corresponding simulations implemented on MC-GPU with 1E10 histories. TLD readings are 
corrected by the energy calibration factor described in 2.2.2. Thus, the uncertainty in 
measurements is higher (8%) than the uncertainty of the measurements presented in section 3.2.1, 
as, in addition to the uncertainties considered in Table 5, the difference between the calibration 
beams and the hospital beams, and the reference air kerma uncertainty, must be taken into 
account. Simulation data are given in units of absorbed dose in air by applying the normalization 
factor, N, defined in equation (1). Thus, the uncertainty associated with the simulated values 
includes both the statistical standard deviation and the uncertainty associated with the KAP 
recorded in the RDSR. Column 8 shows the ratio between simulated and measured doses. The 
last column shows the expanded uncertainty associated with the ratio. All uncertainties are given 
with a 95 % confidence level (k=2).  
 
Table 6: Comparison of experimental and simulated absorbed dose in a clinical set-up 
(expanded uncertainties are given for k=2)  
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Phantom 
Type 

Material 
(depth) 

Experimental Simulated tsimul 
(s) 

Simulated
Experimental

 Uratio 
(%) 

D (mGy) U(%) D (mGy) U(%) 
1 PW® (1 cm) 2.61 8% 2.46 10% 37 0.95 13% 
1 Bone (3 cm) 0.67 8% 0.70 11% 37 1.06 13% 
1 Lung (6 cm) 0.21 8% 0.24 12% 37 1.12 14% 
2 PW® (1 cm) 4.44 8% 3.99 10% 55 0.90 13% 
2 PW® (7 cm) 1.30 8% 1.24 12% 55 0.95 14% 
2 PW® (13 cm) 0.18 8% 0.19 16% 55 1.07 18% 

 
 
Good agreement is observed between the simulated and experimental doses. Differences are 
below 15% and within the associated uncertainty. 
 
 
4       DISCUSSION AND CONCLUSIONS 
 
 
The comparison of MC-GPU and PENELOPE/penEasy for the simulation on the Duke 
anthropomorphic phantom shows very good agreement in the calculation of the mean doses in 
the different tissues, with differences below 1%. Furthermore, both codes identified the 
maximum dose at the same voxel position, which is at the entrance surface of the patient near the 
center of the beam. The most relevant difference between the two codes is the simulation time. 
MC-GPU implements a massively multi-threaded Monte Carlo simulation algorithm for the 
transport of X-rays on NVIDIA GPUs, which considerably speeds up the simulation with respect 
to execution on a single CPU. Execution time for PENELOPE running on a single CPU took 
approximately 2500 times longer than the same simulation implemented on MC-GPU. As one of 
the most relevant issues of the study was the comparison of the computing times for completing 
the simulations by the two algorithms, and agreement between both outputs, the results can be 
considered widely satisfactory. We can conclude that it has been verified that MC-GPU provides 
good estimates of the dose when compared with the PENELOPE code in a much shorter 
execution time.  
 
Comparison with the experimental set-up is more challenging. One of the main issues is the 
model of the geometry for the simulated scenario. The differences between the MC-GPU 
estimates and the doses measured at the UPC Calibration Laboratory were within 5%, whereas 
they increased to 15 % for the hospital set-up. In all cases, differences were within uncertainties. 
IEC60580 [34] tolerance for displayed KAP is specified up to ± 35% and manufacturer's 
specifications are typically ± 25%. In addition, the energy dependence of KAP-meters is often 
around 10% [35]. Therefore, the differences between calculations and TLD measurements 
obtained in this study can be considered excellent given the uncertainties found in this field. Also, 
for the implementation of the set-up at the HUVH hospital, MC-GPU execution time was less 
than one minute. This shows that MC-GPU overcomes the time limitations of CPU-based MC 
codes, and is a reliable and near real-time tool for dose estimation in clinical practice, provided 
that relevant parameters of the procedure and the KAP value for dose normalization are available 
on-line. 
 
The results can also be considered satisfactory when comparing with other software 
performances [36], e.g. some studies reported organ dose differences up to 17 % when 
estimations from Dose (QAELUM NV, Leuven, Belgium) were compared against 
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VirtualDoseCT (Virtual Phantoms Inc., Albany, New York, USA). In the specific domain of 
interventional radiology, VirtualDoseIR (Virtual Phantoms Inc., Albany, New York, USA) organ 
dose results were compared with measurement data previously reported in literature, with 
reported differences of 40% [37]. Regarding skin dose estimations, the validation studies 
reported a wider range of differences [38, 39, 40] between 15 % and 76%.  
 
The different MC-GPU approach used to calculate doses when compared with other software 
tools now available on the market should be commented on. The approach used by other software 
packages is the same and consists of the correction of the displayed air kerma given by the system 
by a set of factors accounting for different phenomena such as table attenuation or backscattering 
of the photons [5]. MC-GPU calculates mean doses in tissues and the peak doses for different 
organs as well as other complex analyses, such as cumulative dose volume histograms. 
 
This paper shows the high performance and accuracy of MC-GPU for dose assessment when 
compared to standard Monte Carlo codes and TLD measurements. In addition, it should be 
highlighted that MC-GPU provides not only the dose values at specific positions, as in the case 
of the TLDs, but also the dose distribution, the position of maximum dose and the organ doses. 
 
At this point, the following steps for general implementation in clinics are the following: 
simulation of complex procedures with different projections (not only postero-anterior) in order 
to reproduce more realistic interventional cardiology and radiology procedures and, 
benchmarking against measurements in clinical scenarios with anthropomorphic phantoms of 
different sizes, as in this work only the 34-year-old Duke phantom was computationally tested.  
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