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Heterodox transients in time-domain-induced polarization

Gianluca Fiandaca1, Per-Ivar Olsson2, Pradip Kumar Maurya3, Anders Kühl3, Thue Bording3,
Torleif Dahlin2, and Esben Auken4

ABSTRACT

Negative-induced polarization (IP) time-domain transients,
sign-changing or nonmonotonically decaying transients, are cur-
rently often considered as measurement errors and are removed in
data processing. These transients, here called heterodox in the
sense of other than generally accepted signals, might originate
from measurement errors, inductive effects, or poor signal
processing, but synthetic modeling and field measurements indi-
cate that these transients are physically possible. A simple theo-
retical explanation of the basic mechanism for their origin can be
found through the superposition of contributions from regions
with different sensitivities, and such heterodox transients can
be identified through the processing of full-waveform IP data.
A mathematical classification of orthodox and heterodox IP tran-
sients into six different types is evaluated based on the temporal
development of the sign of their amplitude and derivative. The
basic mechanism for IP transients with heterodox shapes is

further investigated by considering the subsurface Cole-Cole
parameter sensitivities and time-varying IP potential for 2D syn-
thetic models. The time-domain forward response and sensitiv-
ities are computed through a time transformation that accounts
for the current waveform. This approach allows for quantitative
unbiased estimates of the time-domain transients and sensitivities,
different from the estimates obtained when using multiple direct-
current forward computations, as is often done in the inversion
of time-domain IP data. Time-domain IP transients may differ
from the traditionally expected decaying-like transients when
the electrode geometry has IP potential sensitivities with different
signs for areas with different IP parameters. Hence, previously
disregarded IP transients containing valuable information of the
subsurface can be kept for inversion and contribute to the final
parameter distribution. An increased understanding of theoreti-
cally possible IP transients makes way for more accurate process-
ing of data in the future, reducing the time and resources needed
for spectral inversion of time-domain data.

INTRODUCTION

The research community in the time-domain-induced polarization
(IP) method has recently moved from evaluating only the transient IP
responses as integral chargeability considering the mean value of the
transients to also considering the spectral information contained in
the shape of the IP transients (Hördt et al., 2006; Hönig and Tezkan,
2007; Fiandaca et al., 2012, 2013; Madsen et al., 2017; Kang and
Oldenburg, 2018). This change in evaluation has enabled the extrac-
tion of spectral IP parameters from time-domain field acquisitions,
for instance, for characterization of landfills and contaminated sites

(Gazoty et al., 2012a; Johansson et al., 2015; Wemegah et al., 2017),
for geologic discrimination (Gazoty et al., 2012b; Johansson et al.,
2017; Rossi et al., 2017), for permeability estimation (Fiandaca et al.,
2018; Maurya et al., 2018), for time-lapse monitoring of CO2 injec-
tion (Doetsch et al., 2015a; Fiandaca et al., 2015), and active layer
thickness in permafrost applications (Doetsch et al., 2015b). Further-
more, recent developments in signal processing of full-waveform data
from time-domain IP measurements, comprising harmonic denoising
and improved background removal, have enabled retrieval of early-
time IP information as well as accurate retrieval of late times (Olsson
et al., 2016). This increased attention to the full IP transients has
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increased the demands on data quality and accuracy as well as
processing and removal of erroneous data before geophysical inver-
sion. It has been known for decades that negative apparent integral IP
transients (negative mean value) can represent correct measurements
of the subsurface potential transients (Bertin and Loeb, 1976; Loeb
and Bertin, 1976; Sumner, 1976; Yuval and Oldenburg, 1997), but it
appears that this has not attracted the required attention and such data
have therefore been discarded by practitioners and often by research-
ers as well. Dahlin and Loke (2015) bring attention to this, explaining
that it depends on how the chargeable zones are geometrically dis-
tributed in the ground in relation to the sensitivity function of the
electrode configuration. They also demonstrate that the resolution
of the inverted model can be severely affected if the negative IP data
are discarded. For frequency-domain measurements, corresponding
explanations for positive apparent phase values have been suggested,
including reasoning based on analogous electrical circuits (Wang
et al., 2021), and inversion algorithms capable of handling such data
(Kemna, 2000). For time-domain measurements, the reported IP tran-
sients are typically strictly positive monotonic functions trending to
zero, denoted orthodox in this paper for brevity, in the sense of con-
sidered acceptable by most practitioners and researchers. However,
heterodox shapes have also been described as physically possible
in the literature, e.g., by Yuval and Oldenburg (1997); nevertheless,
such IP transients are often regarded as measurement errors as well
and are not routinely recognized as acceptable signals within the IP
community. This is because heterodox transients might originate by
unproper background removal, erroneous instrumental or measure-
ment behavior, or early-time electromagnetic effects. Hence, the ob-
jectives of this study have been to make use of recent measurement
and processing routines for full-waveform data, to allow for discrimi-
nating correct IP signals from erroneous data, and to open up for
proper use of heterodox IP transients in data inversion.
This paper also presents a deeper inspection of the background

removal procedure described in Olsson et al. (2016) and suggests an
additional procedure for reducing the risk of interpreting erroneous
transients as actual IP effects. Furthermore, we give an explanation
of the origin of heterodox transients by illustrating the sensitivity
pattern for specific electrode configurations and geometric distribu-
tions of the IP parameters, and we show the differences with the
approach used by Dahlin and Loke (2015) as well as with ap-
proaches that invert the IP gates independently with direct-current
(DC) algorithms (Hördt et al., 2006; Hönig and Tezkan, 2007).
Our paper is organized as follows. We start by introducing data

from field measurements from Grindsted (Denmark) where approx-
imately 50% of the IP transients are negative or have other heterodox
shapes. Following this, we suggest a classification of IP transient
types, show examples of heterodox signals due to improper back-
ground removal and erroneous measurements, and we suggest ways
of filtering out erroneous heterodox transients. Subsequently, we re-
vise the different approaches in IP modeling, and we explain the basic
mechanism behind IP transients with heterodox shapes with exam-
ples of synthetic models that generate such transients. Finally, we
show an inversion model for the field measurements, which repro-
duces the positive and negative, as well as the heterodox IP transients.

FIELD DATA AND IP TRANSIENT
CLASSIFICATION

Time-domain resistivity and IP measurements were performed
along a 600 m profile at a landfill site in Grindsted, Denmark, in

November 2014. The profile was collected using 121 acid-grade
stainless steel electrode rods spaced at approximately 5 m, but
the electrode at the profile coordinate 325 m was excluded from
the measurements because of poor contact. The instrument ABEM
Terrameter LS was used for injecting a 50% duty-cycle current with
4 s pulse length with three stacks with voltage measurements in a
total of 1801 multiple gradient array arrangements. The electrode
contact resistance was estimated for all electrodes with the fo-
cus-one protocol (Ingeman-Nielsen et al., 2016) resulting in a mean
electrode contact resistance of 1210 Ω with a standard deviation
of 650 Ω. Full-waveform data for transmitted current and received
potentials were recorded at 1 kHz and processed according to
Olsson et al. (2016) for background removal, despiking, and
removal of harmonic noise. IP data were gated starting from
1 ms after the current turn-off, with seven gates per decade and
log-increasing gate widths, giving 25 gates per stacked IP transient.
After the full-waveform signal processing, the stacked IP and DC

data were carefully examined manually for obvious outliers,
identified by the lack of coherence among different DC and IP gate
magnitudes in the pseudosections, or within the IP transients them-
selves. The manual examination resulted in the full removal of 43
quadrupoles (removing the DC and all IP data points), the full IP
removal of an additional 137 quadrupoles (removing all IP data but
keeping the DC data), and partial filtering of individual IP gates for
multiple other quadrupoles. In total, the filtered data set corresponds
to 1758 DC data points and 1621 IP transients for further analysis.
The stacked IP transients are divided into six different types

based on the temporal development of the sign of their amplitude
and their derivative (negative, zero, or positive magnitude and
slope), summarized in Figure 1. The types include the standard
IP transients with positive amplitude and negative derivative (type
positive, P) and five heterodox IP transient types. The heterodox
types are made up of a negative (N) IP transient with negative am-
plitude and positive derivative; a positive-negative (PN) IP transient
with PN amplitude and negative derivative (possibly followed by a
further change of sign and/or zero and positive derivative); a neg-
ative-positive (NP) IP transient with NP amplitude and positive
derivative (possibly followed by a further change of sign and/or zero
and negative derivative), a zero derivative (ZD) IP transient with an
amplitude not passing zero, but with one ZD, and finally, a multiple
ZD (MZD) IP transient with amplitude not passing zero, but with
MZDs. For estimating the derivative of the IP transients, we are
assuming that the derivative of the IP transients is continuous,
meaning that the derivative is zero between two data points for
which the derivative has different signs. Furthermore, we compute
derivatives with a regularized differentiation algorithm (Chartrand,
2011) to prevent small fluctuations in IP amplitude from rendering
false indications of ZDs.
Table 1 shows a summary of the field IP transients classified into

the six different IP transient types. Approximately 50% of the data
are of heterodox IP transient types, dominated by type N and NP
followed by ZD, PN, and MZD. Other profiles acquired in the same
area presented similar percentages of heterodox transients. More-
over, with 50% of the IP data made of heterodox types, only using
the standard type P data would exclude a considerable amount of the
available information of the subsurface.
Figure 2 shows the field IP data pseudosections with apparent

integral chargeability and the classified IP transient type. There is
a distinct zone of negative apparent integral chargeability and IP

E36 Fiandaca et al.
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transient type N at shallow pseudodepths (28–38 m) from profile
coordinates approximately 75–600 m. In connection with this zone,
there are clusters with IP transients of type PN and NP as well as the
ZD types ZD and MZD. At larger pseudodepths, the apparent in-
tegral chargeability is generally positive and of larger magnitude,
and the IP types are dominated by type P as a background with a
few scattered heterodox types. The colored circles with black out-
line in Figure 2 mark the pseudopositions, and IP transient types of
the exemplifying IP transients are shown in Figure 1.

IDENTIFYING ERRONEOUS HETERODOX
TRANSIENTS

An ineffective background removal procedure might, in addition
to generating erroneous late IP times, also generate false PN or NP
type transients. The aim of the background removal is to cancel
effects of telluric self-potentials or current induced electrode polari-
zation (Dahlin et al., 2002), leaving behind a potential signal with-
out background drift. Such an idealized drift-removed signal should
regularly alternate at approximately zero, with each pulse possibly
being slightly different from the previous ones due to the effect of
superposition of all the preceding pulses (Fiandaca et al., 2012).
Furthermore, even in the presence of heterodox transients, each
pulse transient in the drift-removed signal should tend to equilib-
rium (for the 50% duty cycle) at late times, when the polarization
fades off, given that the acquisition time is sufficiently long com-
pared with the polarization processes at hand. However, note that
depending on the IP transient type, the pulse shapes will behave
differently and approach zero from the opposite side of the injection
current for a type-N transient compared with a type-P or even cross-
ing zero for PN or NP transient types. Following this reasoning,
all transients that do not exhibit these properties after background
removal can be considered erroneous and should thus be rejected
before inversion.
Figure 3 shows the full-waveform potential for two exemplar

quadrupoles acquired along the acquisition line, both with large
variation in background potential. The Cole-Cole-like background
removal fit (Figure 3a and 3d) fits well in both cases with the re-
siduals being fairly evenly distributed around zero (Figure 3b and
3e). However, comparing the development over time for the resid-
uals, the two examples are fundamentally different. Figure 3a–3c
shows residuals with alternating slopes, which are approaching zero
for all pulses, and it has late-time data alternating around zero after
background removal. In contrast, Figure 3d–3f shows disordered
residuals with a significant difference in shapes among residual
development for the different pulses and also shifts between moving
toward and away from the baseline.
As mentioned earlier, regularity in the residual shape is expected

for a real IP signal with effective background removal. Therefore,
this feature was used to establish a simple filter, which discards
heterodox IP transients based on signals with background fit resid-
uals exhibiting such irregularity. In particular, the filter is a binary
(accepted or nonaccepted), based on the following three acceptance
criteria:

1) The background removal residuals alternate around the baseline
for the different pulse signs.

2) The background removal residuals are of the same type, as in
our heterodox transient classification.

3) The background removal residuals tend to the baseline.

Figure 4 shows a sketch of full-waveform measurements
depicting these three criteria and their fulfillment and failure.
These checks are made for every waveform recording, allowing

for identifying erroneous transients originated from either poor
background removal (through criteria 1 and 2), as for the transient
given by the measurement instrument based on linear background
removal (Figure 3c, magenta line) or by erroneous measurements or
instrumental behavior (criterion 3) as for the bottom waveform in
which the residuals do not always tend to zero after background
removal (Figure 3d–3f).

Figure 1. (a-f) Summary of the possible temporal development of
amplitude and derivative for the six IP transient types with examples
acquired in the field. In the figure, “∨” indicates the or-operator,
whereas the parenthesis indicates the optional developments. The
focus positions of the example transients are marked with circles
of corresponding colors in Figures 2a and 2b and 13a and 13b. Note
that the transients are plotted in lin-log scale and that the apparent
chargeability ranges differ between the panels.

Table 1. Summary of the number of transients in the field
data corresponding to each IP transient type.

IP transient type P N PN NP ZD MZD

Number of transients
in the field data ( — )

858 399 39 202 105 18

Percent of transients
in the field data (%)

52.9 24.6 2.4 12.5 6.5 1.1

Heterodox transients in TDIP E37
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DIFFERENT APPROACHES FOR MODELING
OF IP TRANSIENTS

In the following, we are going to discuss three different approaches
for modeling time-domain IP transients: the seminal approach intro-
duced by Seigel (1959); the gate-by-gate approach, in which each IP
gate is treated separately by a DC forward modeling (Hördt et al.,
2006); and the approach introduced by Fiandaca et al. (2013), in
which the full solution of Poisson’s equation is considered. The latter

approach is compared in detail with the other two approaches, in
terms of sensitivity and the modeling results.

Seigel’s seminal approach

Dahlin and Loke (2015) present resistivity and chargeability distri-
butions that generate negative IP transients. Their present work is
based on Seigel (1959), who develop a mathematical formulation
of the IP phenomenon. In particular, in Seigel’s approach, the electric

field E 0 and the electric potential Φ 0 of a polariz-
able medium are computed through a DC solution
of the Poisson’s differential equation, substituting
the conductivity vector σ, which contains the con-
ductivity values of the model discretization, with
the vector σ · ð1 −mÞ, where m represents the
model chargeability. In Seigel (1959), the apparent
chargeability ma, the chargeability in data space
measured just after the current turn-off, is then
computed as ðΦ 0 −ΦÞ∕Φ 0, where Φ is the poten-
tial of the medium without chargeability, com-
puted with σ.
Following Seigel’s approach, the apparent

chargeability ma can also be expressed as

ma ¼
X

i

miρi
∂ρa
∂ρi

∕ρ 0
a; (1)

where mi and ρi represent the chargeability
and resistivity in the model subdivisions and ρ 0

a

Figure 2. (a) Pseudosections showing the apparent integral chargeability and (b) IP tran-
sient type for the field IP data set. The colored circles with a black outline mark the
positions and the transient types of the example transients shown in Figure 1.

Figure 3. Examples of the background removal for two current quadrupoles (a-c and d-f, respectively). (a and d) Potential signal over time
(black) and Cole-Cole-based background removal (blue), and the gated subset used in the background fit (the red stars). (b and e) Residual of
the background fit. (c and f) Resulting IP transients (blue) after stacking the transients from the different pulses, together with IP transients
supplied directly by the instrument (magenta).

E38 Fiandaca et al.
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represents the apparent resistivity inclusive of the polarization
effects. When the chargeability is low ρ 0

a ≅ ρa and in equation 1
the apparent chargeability is a homogeneous function of first degree
in m (Spiegel, 1974) because maðα · mÞ ¼ α · maðmÞ for any pos-
itive constant α. Any homogeneous function of first degree fðxÞ can
be expressed as fðxÞ ¼ P

ixið∂f∕∂xiÞ (Spiegel, 1974), so we can
write using the properties of the homogeneous functions and equa-
tion 1:

∂ma

∂mi
≅ ρi

∂ρa
∂ρi

∕ρa: (2)

Consequently, in Seigel’s approach, the sensitivity of the apparent
chargeability ma is derived from the sensitivity of the apparent
resistivity ρa and the resistivity distribution ρ, but it does not de-
pend on the chargeability distribution m. The apparent resistivity
is also a homogeneous function of the first degree in ρ (Seigel,
1959), so that

ρa ¼
X

i

ρi
∂ρa
∂ρi

: (3)

When the chargeability is low, ρ 0
a ≅ ρa, equation 1 can be rewritten

as

ma ¼
X

i

mi
∂ log ρa
∂ log ρi

¼
X

i

mi
∂ log ρa
∂ log ρi

∕
X

i

∂ log ρa
∂ log ρi

; (4)

where the second equality is a direct consequence of equation 3.
As long as all the ∂ log ρa∕∂ log ρi coefficients are positive, the
apparent chargeability is a weighted average of the medium char-
geability values, comprised within the extreme values of mi, but
whenever some of the ∂ log ρa∕∂ log ρi coefficients are negative,
the ma value can be outside the mi range; when the higher mi val-
ues are in the areas of negative sensitivity, the apparent chargeabil-
ity can be negative, as shown, for instance, by Yuval and
Oldenburg (1997) and Dahlin and Loke (2015).

Gate-by-gate approach

Hördt et al. (2006) present another approach for chargeability
modeling based on the solution of a DC problem, in which the IP
transients are computed independently gate by gate. This approach
is based on replacing the convolution of the time-dependent con-
ductivities (with the electric field) by multiplication in Poisson’s
differential equation. For obtaining negative apparent chargeability
values in the gate-by-gate approach, it is necessary to generate
negative apparent resistivity values with a DC forward response.
Although 3D forward modeling can generate negative apparent re-
sistivity data (Jung et al., 2009), it is in our experience difficult, if
not impossible, with 2D modeling.

Full solution of Poisson’s equation approach

In this study, we did not follow the approaches proposed by
Seigel (1959) or Hördt et al. (2006) for the computation of the
Jacobian of apparent chargeability, but the time-domain full-
response computation is presented in Fiandaca et al. (2013). Such
an approach is comprised of three steps: (1) the Jacobian computation
in the frequency domain through the adjoint method, (2) the

multiplication with the partial derivative of the complex conductivity
versus the IP parameter, and (3) the time transformation, considering
the current waveform and, if needed, system filters. No approxima-
tions are made with this approach, except for neglecting the EM
effects in the frequency-domain solution of the differential equation.
The method is fully general and can be applied with any parameter-
ization of the complex resistivity, for instance, the Cole-Cole model
(Cole and Cole, 1941; Pelton et al., 1978) and the constant phase
angle model (Van Voorhis et al., 1973). In the resistivity form of
the Cole-Cole model (Pelton et al., 1978), the complex resistivity
is described through four parameters: the DC resistivity ρ0, the
intrinsic chargeability m0, the relaxation time τρ (the inverse of the
angular frequency at which the imaginary part of the complex resis-
tivity has a minimum), and the frequency exponent C. The first
two parameters of the Cole-Cole model are similar to Seigel’s model
parameters, but in the Cole-Cole modeling, the time-domain steady-
state condition (meaning the condition reached when the current flows
for an infinite time) is an electric potential computed with the distri-
bution of the ρ0 resistivity values, and not with ρ0∕ð1 −m0Þ (which
would be fully analogous to Seigel’s approach). Simply speaking, in
the Cole-Cole model, the conduction and the polarization act in
parallel.
In this study, the complex resistivity is modeled in terms of the

maximum phase angle (MPA) reparameterization of the Cole-Cole
model (Fiandaca et al., 2018), in which the intrinsic chargeability

Figure 4. Criteria for rejection of data with incorrect behavior
around the background with met criteria in (a, c, and e) and unmet
criteria in (b, d, and f). (a and b) Criterion 1, i.e., alternance around
the background; (c and d) criterion 2, i.e., pulse types; and (e and f)
criterion 3, i.e., late-time tendency.

Heterodox transients in TDIP E39
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m0 and the relaxation time τρ are replaced by the
maximum phase of the Cole-Cole conductivity
φmax and the relaxation time τφ (the inverse of
the angular frequency at which φmax is reached).
This is because φmax andC are less correlated than
m0 and C, resulting in a better parameter resolu-
tion with the MPA inversion. Consequently, we
can write for each gate of the full-response IP sig-
nal

ma;j ¼ fjðρ0;φmax; τφ; CÞ; (5)

where j represents the gate index, ðρ0;φmax; τφ; CÞ
are the parameter vectors, defined in all of the
model subdivisions, and fj represents the forward
mapping for the jth gate.
Figure 5 shows the sensitivity distribution of

the DC datum and two gates (gates 7 and 19)
for MPA model parameters for a homogeneous
half-space (ρ0 = 100 Ωm, φmax = 5 mrad,
τφ = 0.5 s, and C = 0.5). The same current wave-
form and gate definition as used in the field data
are used in the Jacobian computation. A surface
dipole-pole array, with current electrodes placed

Figure 5. The DC and IP sensitivity distributions for (a) DC and IP data gates (b, d, and
f) 7 and (c, e, and g) 19. The sensitivity distributions are calculated for a homogeneous
half-space (ρ = 100Ωm, φmax = 5 mrad, τφ = 0.5 s, and C = 0.5) for a surface quadrupole
with C1 = 25 m, C2 = 55 m, P1 = 35 m, and P2 = 45 m.

Figure 6. (c, f, and i) The DC ρ-sensitivity, (d, g, and j) the φmax-sensitivity of the seventh gate, and (e, h, and k) the ratio ρ · ρ-sensitivity/φmax-
sensitivity, that is the chargeability sensitivity of Seigel’s approach divided by the φmax-sensitivity of the approach used in this study, together
with the (a and b) ρ and φmax model parameters, which vary linearly with the vertical and horizontal dimension, respectively. Three different
dipole-pole surface configurations are shown with current dipole (cross markers) C1 = 25 m and C2 = 55 m and potential electrodes (dot
marker) (c-e) P1 = 35 m, (f-h) 40 m, and (i-k) 50 m.
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at C1 = 25 m and C2 = 55 m and the potential electrode placed at
P1 = 35 m, is modeled. The choice of a dipole-pole array for the
Jacobian computation was made because with such an array it is
possible to easily present results for a given current injection as
a function of the potential electrode position. The sign and magni-
tude of the sensitivity indicate the corresponding change in IP data
following an infinitesimal change in the parameter value. This
means that a model parameter changes in an area with negative sen-
sitivity will change the datum value (the apparent resistivity or an IP
gate) in the opposite way of the parameter change. The shape of the
MPA sensitivity pattern is similar for all model parameters if ex-
cluding the sign, and it corresponds to the classic sensitivity pattern
for a homogeneous half-space (see, e.g., Dahlin and Loke, 2015). In
particular, the DC sensitivity of ρ (∂ρa∕∂ρ) and the IP sensitivity of
φmax (((∂ma;j)/(∂φmax)) for gate j) are proportional to each other,

with the proportionality factor changing for the different gate index.
Furthermore, note that the sign of the τφ-sensitivity is flipped at
some point in time between gates 7 and 19. This is to be expected
because a change in τφ will affect the magnitude of the IP gates in a
different direction (an increase or decrease) depending on if the gate
is in the early or late times of the IP transient.
The results shown in Figure 5 with proportionality between the

sensitivity of ρ and φmax for homogeneous models agree with the
prediction of Seigel’s approach (equation 2). To test the equivalence
of Seigel’s approach and our approach on heterogeneous models,
we define a heterogeneous model in which ρ0 and φmax change with
space (Figure 6, top row), but τφ = 0.005 s sand C = 0.5 are kept
constant (to avoid a spatial variability in frequency dependence and
permit a direct comparison with Seigel’s approach). In particular,
the heterogeneous model represents vertical variation in ρ0 and
horizontal variations in φmax. These types of parameter variations
were chosen for highlighting the possible dependences of the
findings on the ρ0 and φmax values.
Figure 6 presents, together with the ρ0 and φmax model, the DC ρ-

sensitivity and the φmax-sensitivity (of the seventh gate), for three
different dipole-pole configurations with the same current dipole
(C1 = 25 m and C2 = 55 m) and different potential electrodes
(P1 = 35, 40, and 50 m). Figure 6 also shows the ratios between
the (ρ · ρ-sensitivity), which is proportional to the chargeability sen-
sitivity of Seigel’s approach (equation 2), and the φmax-sensitivity.
The ratio plots present a strong variability vertically and horizon-

tally, showing that the φmax sensitivity of our approach has a
dependence on the ρ0 and φmax parameters different from Seigel’s

Figure 7. Apparent chargeability values as function of the φmax
scaling factor α of equation 6 (a), calculated for the τϕ∕C model
parameters shown in (b and c) and the ρ/φmax values depicted in
Figure 6a and 6b. The blue lines and triangles: dipole-pole array
with C1 = 25 m, C2 = 55 m, and P1 = 35 m. The green lines
and diamonds: dipole-pole array with C1 = 25 m, C2 = 55 m,
and P1 = 40 m. The red lines and circles: dipole-pole surface array
with C1 = 25 m, C2 = 55 m, and P1 = 50 m. The continuous lines:
gate 7; the dashed lines: gate 19. The flip in gates 7 and 19 mag-
nitude for the dipole pole with P1 = 50 m, that the 19th gate has
higher magnitude than the 7th gate, is caused by a heterodox IP
transient (see Figure 8, the red markers).

Figure 8. Comparison of the forward responses computed with the
approach used in this study (the markers) and the gate-by-gate ap-
proach (the continuous lines). The model parameters used for gen-
erating the transients are depicted in Figures 6 and 7. The transients
are computed for dipole-pole surface arrays with C1 = 25 m and
C2 = 55 m and potential electrode: P1 = 35 m (the blue lines
and triangles), P1 = 40 m (the green lines and diamonds), and
P1 = 50 m (the red lines and circles). The circled markers represent
negative data.
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dependence. Similar results are obtained when using the classic
resistivity Cole-Cole modeling, using m0 instead of φmax, so these
results are not a consequence of the MPA reparameterization. How-
ever, the possibility of modeling negative apparent chargeability
values in Seigel’s approach does not depend on the expression of
the chargeability sensitivity (equation 2), but on the fact that the
apparent chargeability is a homogeneous function of first degree
in m and that areas of negative sensitivity exist. Consequently, we
need to investigate if the apparent chargeability values ma;j of
equation 5 are homogeneous functions of first degree in φmax,
that is if the following equation holds for any positive value of the
constant α:

fjðρ0; α · φmax; τφ; CÞ ¼ α · fjðρ0;φmax; τφ; CÞ: (6)

The mathematical proof of equation 6 for the MPA model (or the
classic Cole-Cole one) is beyond the scope of this paper, but equa-
tion 6 can easily be tested on specific models.
The equation is tested in Figure 6, on a model with the spatial

variability in ρ0 and φmax described in Figure 6 and the spatial vari-
ability in τφ and C described in Figure 7 itself, which ensures a
variability in the spectral content within the model. In particular,
Figure 7 presents ma;j ¼ fjðρ0; α · φmax; τφ; CÞ for α ranging from
10−3 to 1, for two gates (gates 7 and 19) and three dipole-pole sur-
face arrays (with C1 = 25 m, C2 = 55 m, and different potential
electrodes positions P1 = 35, 40, and 50 m). The maximum value

α ¼ 1 is chosen because φmax reaches 200 mrad in the model of
Figure 4, and α > 1 produces too-high φmax values (equivalent
to m0 values approaching or surpassing 1000 mV/V).
Figure 7 shows that equation 6 holds, at least for the investigated

model and arrays. Even if Figure 7 is not a universal proof to
validate the equation, it indicates that the ma;j mappings are homo-
geneous function of first degree in φmax to a good extent because
in the used model strong parameter variations exist in all MPA
parameters. However, deviations from homogeneity occur when
high φmax values exist in a large portion of the model because
of the normalization with the DC potential of the apparent charge-
ability values (similarly to what happens in Seigel’s approach
through equation 1). The same approach can be used to demonstrate
that the ma;j mappings are not homogeneous functions of the first
degree in ρ0, τφ, or C; analogously, in the classic Cole-Cole model
the forward mappings are homogeneous functions of the first degree
in m0 to a good extent, but not in ρ0, τρ, or C (the results are not
shown for brevity).
Figure 8 presents a comparison of the forward responses for the

model described in Figures 6 and 7 (with α ¼ 1) and the same ar-
rays of Figure 7, with the transients computed with our approach
and the gate-by-gate approach of Hördt et al. (2006). The gate-by-
gate computations have been carried out calculating the time-depen-
dent resistivity values in each cell of the model discretization and
using a DC forward mapping independently for each time gate. The
time-dependent resistivity values are obtained through cell-by-cell
time-transforming the MPA Cole-Cole dispersion, taking the cur-
rent waveform into account. In Figure 8, the transients obtained
with the two methods agree discretely for late times, but they con-
sistently differ for early times. Furthermore, with the gate-by-gate
approach, it is not possible to retrieve the NP transient type of the
array with P = 50 m (red transients). It is worth noting that, due
to the homogeneity of the apparent chargeability and apparent
resistivity functions, similar results would be obtained scaling all
the φmax values by a factor α in Figure 6 — the only difference
being a multiplicative factor α for all of the transients. This means
that the reason for the differences is not linked to the magnitude of
the IP phenomenon. In addition, the homogeneity of the apparent
chargeability functions implies that not only the forward mapping
but also the chargeability derivatives differ because ma;j ¼P

iφmax;i · ðð∂fjÞ∕ðφmax;iÞÞ.

THE BASIC MECHANISM FOR HETERODOX
(AND ORTHODOX) TRANSIENTS

Figure 9 shows a diagram representing the mechanisms for the
generation of heterodox transients in time-domain IP data, based
on data sensitivity. In the figure, a schematic sensitivity pattern
is shown for three different dipole-pole IP measurements carried
out on a chargeable subsurface with a homogeneous background
region marked with “B” and an anomaly region marked with “A.”
The anomaly has a different spectral content compared to the back-
ground First, we consider the situation in which the position of the
potential P1 is such that anomaly A is in an area of positive sensi-
tivity (Figure 9a): In this case, the IP transient would be a standard
type P transient. Second, when the area of negative sensitivity val-
ues is almost filled up by anomaly A (Figure 9b), the transient
would be a full-negative type N transient. Finally, when the area of
negative sensitivity values is only partially filled up by the anomaly

Figure 9. Illustration describing the basic mechanism for superpo-
sition of individual IP transients (from anomaly A and bulk B) and
the origin of heterodox IP transients. Superpositions of contribution
from positive (white) and negative (gray) sensitivity regions with
different individual IP transients yield different types of total tran-
sients depending on the sensitivity pattern (electrode configuration).
With the anomaly in positive sensitivity (a): type P transient. The
negative sensitivity area considerably occupied by the anomaly (b):
type N. The negative sensitivity area partially occupied by the
anomaly (c): type NP.
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A (Figure 9c), the other types of heterodox transients might be
generated (type NP, PN, ZD, or MZD).
Note the generation of heterodox IP transients without difference

in φmax between anomaly and background. This is
shown in Figure 10, which presents the transients
for dipole-pole surface arrays with a fixed current
dipole (C1 = 25 m and C2 = 55 m) and various
potential electrodes, for homogeneous models ex-
cept for anomalies in τφ or C. Depending on the
positions of the potential electrode, when the
anomalies occupy only a portion of the areas of
negative sensitivity, heterodox transients are gen-
erated (similar to Figure 9c). Sections for the
heterogeneous parameters are shown in Fig-
ure 10a–10d; the parameters not shown in the
figure take the values ρ0 = 100Ωm,φmax = 5mrad,
τφ = 0.5 s, and C = 0.5. The middle row of the
figure shows transient type pseudosections, using
the position of the potential electrode P1 (of the
dipole-pole array) as the pseudoposition. In the
bottom row of the figure examples of transients
are shown for the P1 positions highlighted by col-
ored squares in the pseudosections. NP and PN
transient types are generated when the anomaly
has τφ values higher or lower than the surrounding
medium, respectively. The ZD and MZD transient
types are generated when the anomaly has C

values lower than the surrounding medium, whereas NP types with
multiple sign changes are generated when the anomaly has higher C
values.

Figure 10. (a-d) Subsurface models, parameters not shown have values: ρ0 = 10Ωm, φmax = 5 mrad, τφ = 0.5 s, andC = 0.5. The corresponding
pseudosections (e-h) with transient types using as the position for each dipole-pole arrays the position of the potential electrode
and constant current electrodes C1 = 25 m and C2 = 55 m. Exemplifying IP transients (i-l) for dipole-pole arrays marked in the pseudosection
(the positions of the transients are marked with boxes of their corresponding color in the pseudosections). The circle markers indicate negative
IP data.

Figure 11. (a, c, e, and g) Synthetic model with a conductive chargeable anomaly
(ρ0 = 1 Ωm, φmax = 25 mrad, τφ = 2.5 s, and C = 0.1) and a less chargeable background
(ρ0 = 100 Ωm, φmax = 5 mrad, τφ = 0.5 s, and C = 0.5) producing multiple types of IP
transients. Full model potential for (b) DC, (d and f) IP gates 7 and 19, respectively, and
(h) the corresponding IP transient type. The potentials and IP transient types correspond
to a current injection of 1 A with C1-electrode at 25 m and C2-electrode at 55 m.
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Figure 11 shows a simple model in which all the MPA parameters
change in the anomalous area (Figure 11a, 11c, 11e, and 11g), to-
gether with the sections of DC potential (Figure 11b), IP potential
for selected gates (Figure 11d and 11f), and transient types (Fig-
ure 11h). For the potentials seen in Figure 11, the ratio between
the IP potential and the DC potential corresponds to the IP transients
expressed in mV/V. Even for this simple synthetic model, a large
part of the model area has dipole-pole IP transients of multiple
heterodox types (all except type NP). The heterodox transients oc-
cur at different depths, in deeper parts corresponding to the borehole
measurements and, at the model surface corresponding to typical
field DCIP measurements. In addition, heterodox transients can be
generated for a dipole potential measurement by subtracting two
pole measurements (two P1 potentials). In the examples shown so
far, only 2D anomalies that produce heterodox transients have been
presented, but anomalies in a 1D model space can generate any kind
of heterodox types as well (Michel et al., 2020). Furthermore, sim-
ilar reasoning with comparable results applies to frequency-domain
responses, where the phase of the apparent complex resistivity can
change the sign or present heterodox shapes, or both.

INVERSION OF FIELD DATA WITH
HETERODOX TRANSIENTS

Figure 12 shows the inversion model for the field data with MPA
modeling. An in-depth hydrogeologic interpretation of the inversion
model is out of the scope of this paper; for detailed interpretations of
DCIP measurements from the same site, though not for the same
profile, the reader is referred to previous publications (e.g., Møller
et al., 2016; Maurya et al., 2017, 2018). In short, the model images a
groundwater plume of electrically conductive contaminants.
The data error model used in the inversion is based on the one

proposed by Olsson et al. (2015) with a relative DC error of 1%,
a relative IP error of 10%, and a voltage noise floor of 0.5 mV
for a nominal integration time of 0.01 s and one stack. Recognizing
that by definition these transients have a magnitude of zero mV/Vat
some point in time, and are thus especially sensitive to measurement
noise, the noise model was modified to take this into account. Spe-
cifically, the extra relative error is added for the negative gate closest
to a zero passing and its adjacent gates (type PN and NP). For these
gates, the extra error (STDZP) is computed as STDZPðk� iÞ ¼ 1∕3i,
where k is the index of the negative gate closest to the zero passing
and i is a positive integer ranging from 0 to 2. Thus, with this com-

putation, five gates will get an increased error, the
gate index k, which is close to the zero passing,
will get the largest error, and its two closest adja-
cent gates will get a smaller error, whereas the
next two gates further from the index k get the
smallest error addition.
Figure 13 shows pseudosections for the for-

ward response of the inversion model in terms
of negative or positive apparent integral charge-
ability and IP transient types with all of the stan-
dard and heterodox types represented. Regions
with a negative and higher magnitude of apparent
integral chargeability in the field data are well
reproduced by the forward response (Figure 13).
In addition, the major patterns in the IP transient
type pseudosection are captured down to approx-
imately 25 m in pseudodepth.
At greater pseudodepths, almost all forward IP

transients are of type P, even though there are
multiple heterodox types in the data. It is not
clear why this mismatch between IP transient
types at depth is present, but it can be an effect
of increased inductive and capacitive coupling

Table 2. Summary of the number of transients in the field and forward data corresponding to each IP transient type and their
corresponding match.

IP transient type P N PN NP ZD MZD Total

Number of transients in the field data ( — ) 858 399 39 202 105 18 1621

Percent of transients in the field data (%) 52.9 24.6 2.4 12.5 6.5 1.1 100

Number of transients in the forward data ( — ) 1007 393 15 110 70 26 1621

Percent of transients in the forward data (%) 62.1 24.2 0.9 6.8 4.3 1.6 99.9

Number of transients matching type ( — ) 830 370 10 83 17 9 1319

Percent of transients matching type (%) 96.7 92.7 25.6 41.1 16.2 50 81.4

Figure 12. Inversion model for (a, c, e, and g) the field data inversion, (b and d) inversion
χ-misfit, (f) mean IP transient STD, and (h) after-processing data time range.
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effects for the larger electrode spacing used for measurements
corresponding to larger pseudodepths. It could also be caused by
the coarser model discretization at depth so that no model, which
can reproduce heterodox transient, can be constructed or by a gen-
eral loss of resolution with depth.
In either case, our handling of coupling effects needs to be de-

veloped in the future so they can be differentiated or canceled from
the potential transient, and inversion routines need to be improved
for facilitating the inversion of heterodox IP transients. Further-
more, semi- or fully automated data processing schemes need
to be designed with care and with conservative assumptions regard-
ing the allowed shapes of IP transients so that heterodox transients
are not routinely removed from the data sets. For the inversion pre-
sented in this paper, the final χ-misfits are 2.8 and 2.4 for DC and IP,
respectively. The high value for the DC χ-misfit is not particularly
significant. Indeed, the small value for the DC error (1%) was
chosen to balance the relative weight of DC and IP data in the ob-
jective function, and not because DC data are expected to be accu-
rate within 1%. The high value for the IP χ-misfit arises from a
nonperfect match between the measured and forward response
types, as described previously for the deeper pseudodepths.
A summary of the number of the IP transients in the forward data

corresponding to each IP transient type, as well as the percentage,
is provided in Table 2. Approximately 38% of the IP forward
data consist of heterodox transient types. Clearly, the previously
discarded heterodox IP transients can be modeled and should be
considered for being included in the inversion. Consequently, there
is a need for reconsidering semiautomated data processing for
rejecting data based on the assumption of standard type P transients
(e.g., Flores Orozco et al., 2018).
Figure 14 shows the field IP transients from Figure 1 together

with their corresponding forward responses. It is evident that the
forward responses of the inversion model can reproduce all standard
and heterodox IP transient types present in the field data, to a large
extent also within the estimated error bars.

Figure 13. (a) Pseudosections showing apparent
integral chargeability, (b) IP transient type for
the forward data set of the inversion model, and
(c) the type match between the forward response
and the field data. The colored circles with the
black outline mark the positions of the example
transients shown in Figures 1 and 14.

Figure 14. (a-f) Example of individual IP transients in the forward
data (black) and their corresponding field data with error bars. The
focus positions of the example transients are marked in Figures 2a
and 2b and 13a and 13b. Note that the apparent chargeability ranges
differ between the panels.
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CONCLUSION

IP transients with heterodox relaxation shapes such as a negative or
zero-passing amplitude, or ZD can represent correct measurements
and should not routinely be considered as outliers caused by meas-
urement noise. Such transients have been proven to be possible by
field measurements, synthetic numerical modeling, and inversion of
field data, and a theoretical explanation has been given for the basic
mechanism of their origin. Furthermore, the processing of full-wave-
form signals allows for evaluating the quality of the background re-
moval process, and to reject possibly erroneous, heterodox transients.
The accuracy and reliability of inversion models can be increased by
including also heterodox IP transients because more information is
used to produce the subsurface models. However, the signal levels of
many heterodox types are often small (e.g., type PN, NP) and care
needs to be taken to minimize problems with data quality and reli-
ability. The increased understanding of IP transients in general and
the introduced classification system could serve as the first steps to-
ward automated processing of full-transient IP data that could help in
distinguishing reasonable IP transients from those with poor data
quality. Actually, this reoccurrence of heterodox transients on several
profiles triggered our attention to the possibility that the transients
were correct.
However, in general, it is a challenging task to deal with heterodox

IP transient types and care needs to be taken in all steps involved in
acquiring subsurface DCIP information. Survey procedures and data
processing need to be thoroughly done to ensure that the data are
reliable, and inversion settings might need to be tuned to get a decent
data fit. Hence, it is relevant to systematically reassure that appropri-
ate measures have been taken, as outlined in this paper, before accept-
ing heterodox transients. Moreover, additional research is needed for
improving our practice in these steps.
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