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Nomenclature

Variables

Ad, Bd, Cd state-space matrices in discrete-time

r control reference

r(t) reference at time step t

ulb lower bound of input u,

uub upper bound of input u

x, u, y state vector

x(t) initial state at time step t

xinit the latest measured value

xlb lower bound of state x

xub upper bound of state x

ṁH2,in hydrogen inlet mass flow rate (kg/s)

ṁH2,out hydrogen outlet mass flow rate (kg/s)

ṁH2,rea hydrogen consumption rate (kg/s)

ṁO2,in oxygen inlet mass flow rate (kg/s)

ṁO2,out oxygen outlet mass flow rate (kg/s)

ṁO2,rea oxygen consumption rate (kg/s)

q̇cool heat flow rate generated from the cooling method (J/s)

A membrane active area (cm2)
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A, B, C are state space model parameters varying with time t

C equivalent capacitance of the system (F)

CS total surface concentration of specific site (mol/m2)

CO2 oxygen concentration (mol/cm3)

Cp,air air specific heat (J/(kg K))

cp,body average specific heat of cell body (J/(K kg))

Ea activation energy (J/mol)

Enernst reversible voltage (V)

F Faraday constant (C/mol)

FsH2 molar flow rate of the hydrogen in the shell side (mol/s)

Fti molar flow rate for each i component in the tube side
(mol/s)

Hp predictive horizon length

Hu control horizon length

I current (A)

i actual current density (A/cm2)

JH2 hydrogen permeation flux (mol/(m2 s))

Jmax maximum current density (A/cm2)

K1−14 hydrogen permeation parameters (1/Pa)

k1−3 kinetic constant

kconv,amb reciprocal of thermal resistance (W/K)

kdown,an anode outlet mass flow rate coefficient (kg/(s atm))

kup,an anode inlet mass flow rate coefficient (kg/(s atm))

l membrane thickness (μm)

mbody cell body mass (kg)
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MH2 hydrogen molar mass (g/mol)

mH2 hydrogen mass (kg)

mO2 oxygen mass (kg)

ncell cell number

Patm ambient pressure (atm)

PH2 hydrogen partial pressure (atm)

PO2 oxygen partial pressure (atm)

Ps,an hydrogen source pressure (atm)

Q, R weight-tuning-parameters

R1 membrane reactor tube radius (m)

Ra equivalent resistance (Ω)

RC equivalent contact resistance to electron conduction (Ω)

Rm membrane resistance (Ω)

Tamb ambient temperature (K)

Tstack stack temperature (K)

Vact activation voltage drop (V)

Vcon concentration voltage drop (V)

VFC output voltage of the PEFC stack (V)

Vohmic ohmic voltage drop (V)

W air mass flow rate (kg/s)

R2 shell tube radius (m)

Sg surface area of reforming catalyst (m2/kg)

Greek letter

βc correction factor

β parametric coefficient (V)
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ΔHR,T lower heating value of hydrogen (J/Kg)

ΔT temperature difference between the inlet air tempera-
ture and outlet air temperature through the fuel cell
stack (K)

ηj effectiveness factor

λ adjustable parameter

νij stoichiometric coefficient

ρair air density (kg/m3)

ρB reforming catalyst density (kg/ m3)

ρm membrane resistivity (Ω cm)

ξ semi-empirical coefficient

Abbreviation

BP back propagation

FCs fuel cells

IEA International Energy Agency

MPC model predictive control

MR membrane reactor

MSR methanol steam reforming

NNAs neural network algorithms

PEFC polymer electrolyte fuel cell
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Abstract

This thesis focuses on the modelling and controlling of polymer electrolyte fuel
cell (PEFC) systems. A system level dynamic PEFC model has been developed
to test the system performance (output voltage, reactants gas partial pressures,
and stack temperature) for different operating conditions. The simulation results
are in good agreement with the experimental data, which indicates that the
PEFC model is well qualified to capture the dynamic performance of the PEFC
system. Controlling strategies play a significant role in improving the fuel cell
system’s reliability. Novel model predictive control (MPC) controllers and pro-
portional–integral–derivative (PID) controllers are proposed and implemented in
different PEFC systems to control voltage and regulate temperature to enhance
system performance. MPC controllers show superior performance to PID con-
trollers in tracking the reference value, with less overshoot and faster response. A
novel hydrogen selective membrane reactor (MR) is designed for methanol steam
reforming (MSR) to produce fuel cell grade hydrogen for PEFC stack use. The
backpropagation (BP) neural network algorithm is applied to find the mapping
relation between the MR’s operating parameters and the PEFC system’s output
performance. Simulation results show that the BP neural network algorithm can
well predict the system behaviour and that the developed mapping relation model
can be used for practical operation guidance and future control applications.
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Popular Science Summary

In 2020, the International Energy Agency (IEA) forecasts that world energy
demand will increase 19% by 2040. However, traditional fossil fuels are both lim-
ited resources and the main drivers for severe environmental damage and health
issues. Fuel cells (FCs), by contrast, are environmentally friendly electrochemical
devices that convert chemical energy from reactants directly into electricity with
water and heat as by-products when hydrogen is used as the fuel. Of the different
types of FCs, polymer electrolyte fuel cells (PEFCs) show great promise as an
alternative power source with a wide range of applications in transportation,
stationary engines, and portable and emergency backup power owing to their
low operating temperature, high power density and fast start-up. However, there
is still a long way to go before the PEFC technology can dominate the market.
Improved cell performance is the key to promoting the widespread use of PEFCs.

From a research point of view, modelling appears a suitable tool to predict the
behaviour of PEFCs on different scales and provide solutions to fuel cell problems
efficiently. Modelling on a system scale can simulate PEFCs’ performance under
a wide range of operating conditions and improve system integration, control
algorithms design and system performance optimization.

Reliable and effective control strategies also play a significant role in improving
the performance of PEFC systems, and thus there is intense interest in developing
robust and effective control methods. One such method is model predictive
control (MPC), an advanced process control method widely used in academic
fields and industry due to its high robustness and outstanding performance. The
major advantage of MPC is that it can directly deal with state constraints during
transient operations, which makes it a good choice for PEFC systems whose
systemic parameters need to be carefully coordinated within suitable ranges.

To provide quality performance, PEFC system needs high purity hydrogen as
fuel. Methanol steam reforming (MSR) is the most attractive on-board hydrogen
production method because of its low cost and high safety. Hydrogen selective
membrane reactors are a major solution used for MSR, because they allow the
hydrogen to permeate from the reforming zone to the shell tube through the
membrane, thus delivering high purity hydrogen.

Instead of building complicated mathematical models, it is possible to use neural
network algorithms (NNAs), which are powerful tools that can be used to learn
and store the mapping relations of a set of inputs and outputs. Of the wide
range of neural network methods, the backpropagation (BP) method receives the

x



most attention because of its strong self-learning and adaptive capabilities. BP
method has been widely used in fuel cell systems for parameter tuning, model
design, degradation prediction, control parameters exploration, performance
prediction, voltage tracking, and ageing prognosis.

To address each key point illustrated above, in this work, a system level PEFC
model was developed that can predict the transient behaviour of the system, that
is, the output voltage, reactant pressure and stack temperature under various
load conditions. Several novel MPC controllers were developed and implemented
in different PEFC systems with applications in voltage regulation and stack
temperature control. Moreover, a novel membrane reactor was designed to
generate hydrogen for PEFC system use. The BP algorithm is employed to find
the mapping relation between the operating parameters of the membrane reactor
and the PEFC system output performance for practical operation guidance and
future control applications.

xi





Chapter 1

Introduction

This chapter presents an overview of the thesis. The fuel cells introduction,
the significant contribution PEFCs can make to solving the energy crisis, the
research objectives, the adopted modelling and controlling methodology, and
the thesis scope are are all discussed to give readers an insight into the research
project.

1.1 Brief Introduction on Fuel Cells

Fuel cells are electrochemical devices that convert the chemical energy of a fuel
(including fuels from various renewable energy sources) and an oxidizing agent
directly and efficiently into electricity through a pair of redox reactions, usually
with water, heat and carbon dioxide as by-products. These by-products are much
less harmful than those from internal combustion engines (ICEs) [1]. Not only
can FCs contribute to reducing pollutant emissions and our reliance on fossil
fuels, but they are also compact in size and noiseless, and can be employed in
applications ranging from a few watts to several gigawatts [2]. FCs are made up
of three adjacent segments: an anode, an electrolyte, and a cathode. Based on the
electrolyte used, FCs can be categorized as: alkaline fuel cells (AFCs), phosphoric
acid fuel cells (PAFCs), polymer electrolyte fuel cells (PEFCs), molten carbonate
fuel cells (MCFCs) and solid oxide fuel cells (SOFCs) [3].

Of the various types of FCs, PEFCs are regarded as the prime alternative
power sources for transportation, stationary, and portable applications thanks to
their low operating temperature, simple construction, high power density, and
fast start up [4]. PEFCs use a proton conductive polymer membrane as the
electrolyte, which is sandwiched between two electrodes (the anode and cathode).
The interface between the electrode and the electrolyte membrane is the catalyst
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layer where the electrochemical reactions happen. A schematic diagram of a
PEFC configuration and its basic working principles is shown in Figure 1.1 [5].
Hydrogen is fed to the anode and then split into protons and electrons at the
catalyst layer. Meanwhile, oxygen is delivered to the cathode side. The protons
transfer through the polymer electrolyte membrane to the cathode side. While,
the electrons transfer through the external load circuit to the cathode side.
At the catalyst layer between the membrane and cathode, oxygen reacts with
protons and electrons to form water. And because of the movement of electrons,
a current is produced. The hydrogen oxidation reaction (HOR), oxygen reduction
reaction (ORR), and the overall reaction can be represented as follows:

H2 −−→ 2H+ + 2 e− (HOR)

(1/2)O2 + 2H+ + 2 e− −−→ H2O (ORR)

H2 + (1/2)O2 −−→ H2O

Figure 1.1: Schematic diagram of a PEFC configuration [5].
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1.2 Research Objectives

The development of modern civilization and population growth have resulted
in dramatic increase in the demand for energy, which currently supplied by
the combustion of fossil fuels. This is problematic given that fossil fuels are a
limited resource that is rapidly depleting. Moreover, fossil fuels also contribute
to severe environmental problems including global warming, sea level rise, ozone
layer degradation, and pollution [5]. Currently, the main devices used for energy
extraction and conversion are ICEs. Such engines release great amounts of
greenhouse gases (GHGs) during operation, with adverse impacts on environment,
and their efficiency is limited by the Carnot cycle [6]. PEFCs appear to offer
a very promising alternative power source due to their high power density and
environmental friendly feature.

According to the 2020 “PEMFCs (Proton Exchange Membrane Fuel Cells) -
Global Market Trajectory & Analytics” Report, the value of the global market
for PEFCs was estimated at $4.6 billion in the year 2020 and was expected to
reach $16.3 billion by 2027 at a compound annual growth rate (CAGR) of 19.8%
as shown in Figure 1.2 [7]. Although PEFCs are projected to continue making
progress in subsequent years, their performance degradation and cost remain
the two major bottlenecks for its commercialization [8]. A PEFC is a complex,
nonlinear and highly coupled system that involves rather complicated phenomena,
making it hard to analyse and study in situ. Thus, the modelling of PEFCs
serves as a powerful tool to simulate cell operation and forecast performance
under different load cycles, which can help to direct the manufacturing process
and eventually save production and development time and cost [9–11]. Numerous
studies have focused on the modelling of PEFCs for different purposes. Based
on their scales, the modelling of PEFCs can be categorized as system scale,
component scale, flow/diffusion scale, material structure/interface scale, and
functional material scale models [12, 13]. System level modelling can be applied
to develop and optimize fuel cell system design, devise control algorithms, and
optimize fuel stack parameters, which can ultimately help to prolong the service
life and enhance fuel cell performance [14]. So far, only limited research has
focused on the system level modelling of PEFCs for specific purposes such
as, constructing model libraries, characterizing system transient behaviour,
optimizing operation, designing control systems and testing durability [15–
20]. Though earlier studies have laid a solid foundation for PEFC system
modelling, a comprehensive model that incorporates the mixed effects of stack
temperature, reactant flow, and electric capacitance with the aim of predicting
system performance under various operation conditions is still much needed.
Therefore, this thesis reports on the development of a system level dynamic
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PEFC model that can characterize the system dynamic behaviour under different
load cycles.

Figure 1.2: Global market for PEFC [7].

Control strategies play a significant role in improving PEFC system perfor-
mance. Extensive research has been devoted to developing efficient and robust
control algorithms that can be implemented in PEFC systems for various appli-
cations. Sliding mode control, nonlinear control, generalized predictive control
(GPC), neural optimal control (NOC), feedback linearization control, linear
quadratic regulator (LQR) approach, cascaded extremum seeking control algo-
rithm, proportional-integral-derivative controller (PID), adaptive control, model
predictive control and fuzzy logic control have all been employed in PEFC sys-
tems for specific uses. These uses include oxygen starvation avoidance, power
consumption reduction, minimum fuel consumption points tracking, voltage and
power regulation, stability improvement, reactant partial pressure maintenance,
efficiency maximization, temperature control, and air feed control [21–27]. Previ-
ous studies have paved a solid path for researchers and manufacturers to improve
cell performance. However, more effective and reliable controllers are still needed
because of the complexity and nonlinearity of PEFC systems. MPC controllers
are an advanced method of process control and are widely used in academic
and industrial fields because of their stability, robustness, constraint satisfaction,
and tractable computation for linear and nonlinear systems [28, 29]. An MPC
controller can anticipate future events while allowing the current time slot to be
optimized. Its effectiveness in dealing with input and state constraints makes it
very suitable for PEFC systems since the fuel cell system has many constraints
on the input parameters [30]. MPC controllers have been used in PEFC systems
for temperature control, air flow control, prevention of fuel starvation, optimum
power generation, hydrogen consumption minimization and efficiency improve-
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ment [31–34]. Therefore, this thesis reports on the design and implementation of
novel MPC controllers in PEFC system models for applications in temperature
control and voltage regulation.

The lack of high purity hydrogen sources poses another challenge that limits the
application of PEFC systems due to possible poisoning. Therefore, intensive
research is being done on the production of fuel cell grade hydrogen. Given
the difficulty of storing and transporting hydrogen, much attention has been
paid to on-board hydrogen generation [35, 36]. A popular method of doing this
involves reforming alcohols and hydrocarbons, which allows hydrogen production
in situ. Hydrogen can be produced using various fuels including glycerol, ethanol,
and even animal waste [37–41]. Methanol is an attractive option due to its low
operating temperature, high hydrogen to carbon ratio, lower sulphur content,
and absence of a strong C–C bond. Moreover, it can be produced on a large
scale from different sources [42–45]. However, CO forms as a co-product during
methanol steam reforming and poisons the electrolyte membrane of the PEFC
system when CO level reaches more than 10 ppm. Thus, much research has
focused on the pre-treatment of reformate gas before sending it to a fuel cell. The
possible pre-treatments include combining the reformer with a water gas shift
(WGS) reactor, preferential CO oxidation (PROX) reactor, or pressure swing
adsorption unit [46–48]. However, these combination units can be difficult to
carry and are not suitable for automotive fuel cell applications [49]. A membrane
reactor fitted to a methanol steam reformer with a hydrogen selective membrane
is an attractive option to generate high purity hydrogen because it allows only
the hydrogen to permeate through the membrane from the reforming zone to
the permeation zone [50]. A catalyst is required for methanol steam reforming,
usually copper-based and palladium-based catalysts are used [36]. A Pd/Ag
membrane is widely used for the hydrogen selective membrane because of its
infinite permeation selectivity for hydrogen [51]. Therefore, in this thesis we
report on the design of a novel hydrogen selective membrane reactor for methanol
steam reforming to generate fuel cell grade hydrogen.

The permeated hydrogen can be used as the fuel source for the PEFC system
after condensation. However, the operating parameters of the membrane reactor
greatly affect its hydrogen production, which leads to variations in PEFC system
performance. In addition, both the membrane reactor and the PEFC model
involve complicated nonlinear mathematical equations, which makes it difficult
to integrate system design and control applications. There is thus a need
for a simple but accurate model mapping the relation between the membrane
reactor’s operating conditions and the PEFC system performance. Neural
network algorithms (NNAs) are powerful tools that endeavour to recognize the
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hidden patterns and correlations in a set of raw data through a process that
mimics the way the human brain operates [52]. The backpropagation (BP)
algorithm is one of the most popular and widely used NNAs due to its self-
learning and self-adaptive capability, nonlinear mapping capability, high fault
tolerance, effective training process and simple structure [53]. Therefore, in this
thesis, the BP method is used to find the mapping relation model between the
membrane reactor’s prime operation parameters and the PEFC system’s output
performance.

The main objective of this thesis is to study the transient properties of a PEFC
system under different load conditions, using controlling algorithms to improve
system performance and reliability. Achieving this objective requires the following
steps:

• Developing a system level dynamic PEFC model to capture the system
performance under different operating conditions, using parameters such
as output voltage, stack temperature and reactant gas pressure.

• Designing novel MPC and PID controllers and implementing them in the
PEFC system for temperature and voltage control.

• Proposing an effective methanol steam reformer to provide high purity
hydrogen for a PEFC stack, using the BP neural network algorithm to
map the relation between the operating parameters of the methanol steam
reformer and the fuel cell’s output performance for practical production
guidance and control applications.

1.3 Methodology

All numerical simulations in this thesis were carried out in Matlab and Simulink.
For the PEFCs, a system scale dynamic model based on the governing equations
of mass and energy conservation was built in Simulink to study the system’s
transient behaviour under different operating conditions. For the methanol
steam reformer, a series of ordinary differential equations that incorporate three
reactions, namely steam reforming of methanol, methanol decomposition, and
water gas shift reactions were solved using the ode15s solver in Matlab to produce
fuel cell grade hydrogen. The MPC controllers were developed in Simulink with
the tuning method of linearizing the original PEFC system model.
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1.4 Thesis Outline

Following this brief introduction in Chapter 1, Chapter 2 presents the mod-
elling methodology of the PEFC system, the control algorithms, the membrane
reactor model, and the BP neural network algorithm. Chapter 3 gives the
results of the modelling and controlling of PEFC systems, the membrane reac-
tor’s performance, and the BP neural network method’s prediction behavior.
Chapter 4 presents the conclusions and outlines future work. Finally, Chapter
5 briefly summarizes all the related papers, which are attached at the end of this
thesis.
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Chapter 2

Methodology analysis

In this chapter, the PEFC system modelling methodology, the MPC controller
algorithm, the membrane reactor modelling method, and the BP neural network
algorithm are explained in detail.

2.1 PEFC System Model Methodology

2.1.1 Pre-analysis of PEFC model development

The PEFC model developed in this work is at the system level and the focus is on
the macro performance of the PEFC system. Thus, the details of fluid flow in the
porous area, the temperature distribution across the cell area, and the reaction
distribution on the catalyst layer are not considered. The water generated in the
cathode may involve a two-phase flow pattern, but that is beyond the scope of
this thesis, thus is not considered either. In the operating temperature range of
a PEFC system (223–373 K), we may assume the reactant gases follow the ideal
gas law, i.e., comparing the operating temperature to the critical temperature
of each component. In addition, the performance of the PEFC system can be
represented by the combined effect of each cell in the system.

2.1.2 Governing equations

There are two main types of modelling methods for PEFCs, namely, mechanistic
(theoretical) modelling and semiempirical modelling. Mechanistic models are
usually used to simulate the electrochemical reactions and the mass, species, and
charge transfer phenomena occurring within the fuel cell. They are obtained
from electrochemical, thermodynamic, and fluid dynamic equations. These
mechanistic models are very complex and involve extensive calculations, and it is
difficult to obtain the parameters [54]. Unlike mechanistic models, semiempirical
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models are able to capture the electrochemical behaviour of a FC without offering
deep details of the underlying phenomena. They have a simple structure and
require little computational effort to perform the calculations [55, 56]. Therefore,
a semiempirical model is developed for the PEFC system in this work.

Voltage formulation

The typical output voltage of a PEFC is usually less than the ideal value due
to the activation voltage drop, ohmic voltage drop, and concentration voltage
drop across the fuel cell. Thus, to obtain a higher voltage, a number of cells are
usually combined in series and the net output voltage of a PEFC is computed as
follows [57, 58]:

VFC = ncell(Enernst − Vact − Vohmic − Vcon) (2.1)

where VFC , ncell, Enernst, Vact, Vohmic and Vcon denote the output voltage of
the PEFC (V), cell number, reversible voltage (V), activation voltage drop (V),
ohmic voltage drop (V) and concentration voltage drop (V), respectively.

Reversible voltage

The reversible voltage, which is alternatively called open circuit voltage is
computed using the Nernst equation that can be expressed as the following
equation [57, 58]:

Enernst = 1.229− 0.85 ∗ 10−3(Tstack − 298.15)

+ 4.3085 ∗ 10−5Tstack [ln(PH2) + 0.5ln(PO2)]
(2.2)

where Tstack, PH2 and PO2 are stack temperature (K), hydrogen partial pressure
(atm) and oxygen partial pressure (atm), respectively.

Activation voltage drop

The activation voltage drop Vact occurs due to the activation of the electrodes.
It is dominant in the low current density region and defined as [59]:

Vact = − [ξ1 + ξ2Tstack + ξ3Tstackln(CO2) + ξ4Tstackln (I)] (2.3)

CO2 =
PO2

5.08 ∗ 106 ∗ exp( −498
Tstack

)
(2.4)

where ξ is the semi-empirical coefficient, CO2 is the oxygen concentration
(mol/cm3), and I is the current (A).
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Ohmic voltage drop

The ohmic voltage drop Vohmic results from the resistance to the electron transfer
through the collecting plates and carbon electrodes, and the resistance to proton
transfer through the solid membrane. It is given as [59]:

Vohmic = I(Rm +RC) (2.5)

Rm =
ρml

A
(2.6)

ρm =
181.6

[
1 + 0.03(i) + 0.062(Tstack/303)

2(i)2.5
]

(λ− 0.643− 3 ∗ i)exp(4.18(Tstack−303
Tstack

))
(2.7)

where Rm, RC , ρm, l, A, i, λ represent membrane resistance (Ω), equivalent
contact resistance to electron conduction (Ω), membrane resistivity (Ω cm),
membrane thickness (μm), membrane active area (cm2), actual current density
(A/cm2) and adjustable parameter related to water content of the membrane,
respectively.

Concentration voltage drop

The concentration voltage drop Vcon is due to the mass transport which affects
the concentrations of hydrogen and oxygen, reducing the partial pressure of the
these gases. It is determined as [60]:

Vcon = −βln(1− i/Jmax) (2.8)

where, β is a parametric coefficient (V), and Jmax denotes the maximum current
density (A/cm2).

Charge double layer

The ‘charge double layer’ phenomenon plays a significant role in PEFC dynamic
performance. Whenever two differently charged materials are in contact, a charge
accumulates on their surfaces or a load transfers from one to the other. In a fuel
cell, electrons will collect at the electrode surface, and protons will transfer to
the electrolyte surface. These electrons and protons at the electrode/electrolyte
interface will generate an electrical voltage and the charge layer on this interface
(or close to the interface) acts as a storage of electrical charge and energy. In
this way, it behaves as an electrical capacitor. If the current changes, it will take
a certain period for this charge to build up or dissipate. Therefore, the voltage
does not immediately follow the current. It should be noted that this delay only
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affects the activation and concentration potentials [61]. The dynamics of fuel
cell voltage can be described by a differential equation [62, 63]:

dVa

dt
=

I

C
− Va

RaC
(2.9)

Ra =
Vact + Vcon

I
(2.10)

where C and Ra denote the equivalent capacitance of the system (F) and the
equivalent resistance (Ω). Thus, the output voltage of the PEFC can be rewritten
as:

VFC = ncell(Enernst − Va − Vohmic) (2.11)

Reactant flow model

The reactant flow rate at the anode and cathode side greatly affects the effective
partial pressures of hydrogen and oxygen, which then directly affect the fuel cell
output voltage. At the anode side, hydrogen is delivered to the PEFC system as
the fuel. Based on the mass conservation law, the hydrogen mass change rate
is related to the hydrogen inlet mass flow rate, hydrogen outlet mass flow rate,
and hydrogen consumption rate [16, 64, 65]:

dmH2

dt
= ṁH2,in − ṁH2,rea − ṁH2,out (2.12)

where mH2 , ṁH2,in, ṁH2,rea, and ṁH2,out are hydrogen mass (kg), hydrogen inlet
mass flow rate (kg/s), hydrogen consumption rate (kg/s) and hydrogen outlet
mass flow rate (kg/s), respectively. The hydrogen consumption rate is related
to cell number and stack current. The inlet and outlet mass flow rate may be
simplified as the traditional nozzle flow rate equation. They can be respectively
described as [16, 64, 66]:

ṁH2,rea =
ncellI

2F
MH2 (2.13)

ṁH2,in = kup,an(Ps,an − PH2) (2.14)

ṁH2,out = kdown,an(PH2 − Patm) = ka(PH2 − Patm)MH2 (2.15)

where F , MH2 , kup,an, Ps,an, kdown,an, ka and Patm represent the Faraday constant
(C/mol), hydrogen molar mass (g/mol), anode inlet mass flow rate coefficient
(kg/(s atm)), hydrogen source pressure (atm), anode outlet mass flow rate
coefficient (kg/(s atm)), anode outlet molar flow rate coefficient (mol/(s atm)),
and ambient pressure (atm), respectively.
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At the cathode side, oxygen is delivered to the PEFC system. As on the anode
side, based on the mass conservation law, the oxygen mass change rate is related
to the oxygen inlet mass flow rate, oxygen outlet mass flow rate, and oxygen
consumption rate [16, 64, 65]:

dmO2

dt
= ṁO2,in − ṁO2,rea − ṁO2,out (2.16)

where mO2 , ṁO2,in, ṁO2,rea, and ṁO2,out are oxygen mass (kg), oxygen inlet
mass flow rate (kg/s), oxygen consumption rate (kg/s) and oxygen outlet mass
flow rate (kg/s), respectively. The oxygen consumption rate is related to cell
number and stack current. The inlet and outlet mass flow rate may be simplified
as the traditional nozzle flow rate equation. They can be respectively described
as [16, 64, 66]:

ṁO2,rea =
ncellI

4F
MO2 (2.17)

ṁO2,in = kup,ca(Ps,ca − PO2) (2.18)

ṁO2,out = kdown,ca(PO2 − Patm) = kc(PO2 − Patm)MO2 (2.19)

whereMO2 , kup,ca, Ps,ca, kc and kdown,ca represent the oxygen molar mass (g/mol),
cathode inlet mass flow rate coefficient (kg/(s atm)), oxygen source pressure
(atm), cathode outlet molar flow rate coefficient (mol/(s atm)) and cathode
outlet mass flow rate coefficient (kg/(s atm)), respectively.

However, when air is supplied at the cathode instead of pure oxygen, the cathode
volume model is redefined as equations 2.20-2.24.

ṁO2,in = 0.21 ∗ V̇air ∗ ρO2 (2.20)

ṁO2,out = kdown,ca
mO2

mO2 +mN2

(Pca − Pamb) (2.21)

dmN2

dt
= ṁN2,in − ṁN2,out (2.22)

ṁN2,in = 0.79 ∗ V̇air ∗ ρN2 (2.23)

ṁN2,out = kdown,ca
mN2

mO2 +mN2

(Pca − Pamb) (2.24)

here V̇air, ρO2 , ρN2 , mN2 , ṁN2,in, ṁN2,out, and Pca are air volume flow rate
(m3/s), oxygen density (kg/m3), nitrogen density (kg/m3), nitrogen mass (kg),
inlet nitrogen mass flow rate (kg/s), outlet nitrogen mass flow rate (kg/s), and
cathode pressure (atm), respectively.
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Thermal model

The stack temperature greatly affects cell performance. Based on the energy
conservation law, the internal energy change rate of a cell body is related to the
heat added to and the work done on the cell body, which can be expressed as:

mbodycp,body
dT

dt
= ΔHR,T

ncellI

2F
MH2−ncellVcellI+kconv,amb(Tamb−Tbody) (2.25)

where mbody, cp,body, ΔHR,T , kconv,amb and Tamb represent cell body mass (kg),
average specific heat of cell body (J/(K·kg)), the lower heating value of hydrogen
(J/Kg), reciprocal of thermal resistance (W/K) and ambient temperature (K),
respectively.

2.2 MPC Controller Methodology

2.2.1 Introduction of MPC controller

MPC is an advanced process control method that is used to control a process
while satisfying a set of constraints. It is a systematic model-based approach
that uses dynamic models of the process. The dynamic models are most often
linear empirical models obtained by system identification and used to predict
the future behaviour of the controlled system and generate a control vector
that minimizes a particular cost function over the prediction horizon in the
presence of disturbances and constraints. At each sampling instant, an open-loop
optimization problem is solved. Only the first element of the computed control
vector is applied to the plant, and the rest of the solution is discarded. At the
next time instant, the optimization parameters are updated by means of an
output feedback, a new open-loop optimization is performed, and the prediction
horizon is shifted forward one step. This is usually called the receding horizon
strategy [67]. MPC can be applied for both single-input single-output (SISO) and
multi-input multi-output (MIMO) linear and nonlinear processes. The primary
advantage of MPC is its ability to deal with constraints, which are included in
the optimization problem. Another key selling point of MPC is that it allows the
current time slot to be optimized, while keeping future time slots in reserve [68].
The MPC method has been applied in fields such as residential building energy
management, air–fuel ratio control in combustion engines, path tracking control,
helicopter trajectory tracking, changing economic criteria , tracking zone regions,
and health care [69–74].
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2.2.2 Adaptive MPC Controller

A traditional linear MPC predicts future behaviour using a linear-time-invariant
(LTI) dynamic model. These predictions are never close enough in practical
cases. Thus a key tuning objective is to make the MPC insensitive to prediction
errors, which is sufficient for robust controller performance in many applications.
However, if a plant is strongly nonlinear like the PEFC system, the MPC
performance may become unacceptable because of the degradation of the LTI
prediction accuracy. Adaptive MPC can address this degradation by adapting
the prediction model for changing operating conditions. Adaptive MPC uses
a fixed model structure but allows the model parameters to evolve over time.
Ideally, whenever the controller requires a prediction (at the beginning of each
control interval), it uses a model appropriate for the current conditions. At
each control interval, the adaptive MPC controller updates the plant model and
nominal conditions. Once updated, the model and conditions remain constant
over the prediction horizon [75–77].

To clarify, the main focus of the control algorithm in this thesis is the MPC
method. However, a PID controller is also developed and implemented in the
PEFC system for different control purposes. PID is the most commonly used
control method in industry. It can handle most problems and achieve acceptable
performance. PID is also very easy to implement and is always the primary
choice if a control problem can be solved by PID. Therefore, a PID controller is
used as the baseline.

2.2.3 Temperature control of PEFC system by adaptive MPC

Cooling system of PEFC system

The stack temperature can greatly affect the performance of a PEFC system.
A too high temperature can dehydrate the polymer electrolyte membrane and
decrease the proton conductivity. On the other hand, a too low temperature can
slow down the electrochemical reaction rate and the water inside the cell system
will condense, causing flooding [78, 79]. Therefore, it is essential to maintain
the optimal PEFC temperature. Liquid and airflow coolant circuits are two
typical cooling systems used in PEFC systems to remove excess heat and keep
the operating temperature within the desired range. The current work employs
an airflow cooling method because of its simple design and convenient operation
[80]. The schematic diagram of the airflow coolant circuit is presented in Figure
2.1. It can be seen that the air flows through the cooling channels, removing
heat from the surface of the fuel cell stack.
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Figure 2.1: Airflow coolant circuit schematic.

Since a certain amount of heat will be removed from the PEFC system by the
airflow coolant circuit, the thermal model (equation 2.25) can be rewritten as
follows:

mbodycp,body
dT

dt
= ΔHR,T

ncellI

2F
MH2 −ncellVcellI+kconv,amb(Tamb−Tbody)− q̇cool

(2.26)
q̇cool = Cp,airWΔT (2.27)

W = CFM × ρair (2.28)

where q̇cool, Cp,air, W , ΔT and ρair are heat flow rate generated from the cooling
method (J/s), air specific heat (J/(kg K)), air mass flow rate (kg/s), temperature
difference between the inlet air temperature and outlet air temperature through
the fuel cell stack (K) and air density (kg/m3), respectively. Note that 1 CFM
=0.028 m3/min.

Control objective

Normally, the operating temperature of a PEFC system is between 60–80 °C
for stable operation. Generally, it is kept below 80 °C. Therefore, the control
objective in this paper is to keep the system temperature at 70 °C (343 K) by
regulating the air flow rate, which is a SISO control scheme.
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Control system scheme

The control scheme of the PEFC temperature with MPC and PID controllers
is presented in Figure 2.2 and Figure 2.3 respectively. For the MPC controller,
the input contains the reference temperature, current, actual stack temperature,
as well as the state vector. For the PID controller, the difference between the
desired temperature and the actual temperature is set as its input. A trial and
error method is used to tune the PID controller. The tuning method for MPC is
given explicitly in the next paragraph.

Figure 2.2: Temperature control by MPC method.

Figure 2.3: Temperature control by PID method.

Tuning method of MPC controller for temperature regulation

Considering a linear state space model that can be represented as:

ẋ(k) = A(t)x(k) +B(t)u(k) (2.29)

y(k) = C(t)x(k) (2.30)

where x, u, and y are the state vector, input vector and output vector, re-
spectively. A, B and C are state space model parameters varying with time
t.

The MPC will solve a quadratic programming (QP) problem to obtain the
optimal control inputs at each time step t based on the following equation:
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min
u

⎛
⎝ Hp∑

k=2

‖y(k)− r(t)‖Q +

Hu∑
k=1

‖u(k)‖R

⎞
⎠ (2.31)

subject to equations 2.29 and 2.30 with the following constraints:

xlb ≤ x(k) ≤ xub (2.32)

ulb ≤ u(k) ≤ uub (2.33)

k = 1, 2...Hp (2.34)

where r(t) is the reference at time step t. Q and R are both weight tuning
parameters for reference tracking and control inputs; x(t) is the initial state
at time step t; xlb and xub are the lower bound and upper bound of state
x, respectively; ulb and uub are lower bound and upper bound of input u,
respectively; Hp is the predictive horizon length and Hu is the control horizon
length.

The solved u(1) will be set as system inputs of time step t. In the next time step,
a new QP problem will be solved again and new control inputs are obtained.
Since A, B and C depend on a set of varying parameters, it is also known as the
linear parameter-varying (LPV) model, and the corresponding MPC problem is
linear time varying model predictive control, LPV-MPC.

To represent the PEFC in the desired linear state space model, we set:

x =

⎡
⎣Tstack

Vcell

1

⎤
⎦ (2.35)

u =
[
CFM

]
(2.36)

y =
[
Tstack

]
(2.37)

Based on equations 2.2-2.11 and 2.26-2.28 the following expressions are obtained:

Ṫstack =
1

mstcp,st
(−kconv,ambTstack − IncellVcell +ΔHR,T

ncellI

2F
MH2

+ kconv,ambTamb − ρairCFM × Cp,airΔTVcell)

(2.38)
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V̇cell = (
I/C

Vact + Vcon
)(−0.85× 10−3 + 4.308× 10−5(lnPH2 + 0.5lnPO2))Tstack

− Vcell + (−(Vact + Vcon)− Vohm + 1.229 + 0.85× 10−3 × 298.5)
(2.39)

The last element 1 in the state vector x is used to take the constant term in the
equation into account. Correspondingly, the state space vectors A, B and C in
equations 2.29 and 2.30 can be written as follows:

A(t) =

⎡
⎢⎣
−kconv,amb/mstcp,st −Incell/mstcp,st

q̇tot+kconv,ambTamb)
mstcp,st

A21 −(I/C)/(Vact + Vcon) A23

0 0 0

⎤
⎥⎦
(2.40)

q̇tot = ΔHR,T
ncellI

2F
MH2 (2.41)

A21 = ((I/C)/(Vact + Vcon))(0.85× 10−3 + 4.3085× 10−5(lnPH2 + 0.5lnPO2))
(2.42)

A23 = ((I/C)/(Vact+Vcon))(−(Vact+Vcon)−Vohm+1.229+0.85×10−3×298.15)
(2.43)

B(t) =

⎡
⎣(1/mstcp,st)Cp,air(−ρair)× CFM ×ΔT

0
0

⎤
⎦ (2.44)

C(t) =
[
1 0 0

]
(2.45)

At each time step t, the QP problem considering the state space model is solved
and the first element of the solved input sequence is applied to the system. In
our MPC setting, the predictive horizon HP is 10 and control horizon HU is 2.
The weight Q is set to 100 and R is 0.1. The lower bound and upper bound of
input variable CFM are 0 and 100, respectively, and there are no constraints on
the state vector.

2.2.4 Voltage control of PEFC system by adaptive MPC

Control objective

A steady output voltage is an important criterion for evaluating a fuel cell
system’s reliability as an alternative power source in practical applications [81].
In this section, it is assumed that the PEFC system can be utilized as a steady
power source for an electric vehicle. Reactant gas flow rates can greatly affect
the hydrogen and oxygen partial pressures in the gas channels, thus leading to
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a variation in the PEFC system output voltage [82, 83]. Hence, the control
objective is to stabilize the PEFC system voltage at a desired value by regulating
its input hydrogen and air flow rates at the same time, which is a multi-input
single-output (MISO) control problem.

Control system scheme

The control schemes of the MPC controller and PID controller are presented in
Figure 2.4 and Figure 2.5 respectively. It can be seen that the input of the MPC
controller contains the reference voltage, the actual voltage, and state vector,
which is obtained by linearizing the controlled system. For the PID controller,
the difference between the reference voltage and the actual output voltage is set
as the input. Two PID controllers are employed, one for hydrogen regulation
and one for air flow rate regulation. The MPC can handle a multi-input control
problem without implementing extra MPC controllers. The measurement errors
which may occur in practical operation are represented as a noise signal applied
to the actual output voltage during the whole control process to make the
simulation closer to the practical experience. The trial and error method is
applied to tune the PID controller. The MPC tuning method is given explicitly
in the next paragraph.

Figure 2.4: MPC control scheme.

Tunning method by MPC controller for voltage regulation

The tuning of the MPC starts with the linearization of the original PEFC model.
Differentiating both sides of equation 2.11:

V̇FC = ncell × (Ėnernst − V̇a − V̇ohmic) (2.46)
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Figure 2.5: PID control scheme.

where Ėnernst is a differentiation of equation 2.2 during one prediction horizon:

Ėnernst = k1
1

PH2

ṖH2 +
k1
2

1

PO2

ṖO2 (2.47)

k1 = 4.3085× 10−5 × Tstack (2.48)

Combining equations 2.12 - 2.15 and 2.20-2.24 ṖH2 , ṖO2 , and ṖN2 are expressed
as:

ṖH2 = k2
0.005

[
k3mH2,in − kaPH2 + ka − ncellI

2×F

]
(2.49)

ṖO2 = k2
0.01

[
k4mair,in − kcmO2

mO2
+mN2

PN2 +
kcmO2

mO2
+mN2

− ncellI
4×F

]
(2.50)

ṖN2 = k2
0.01

[
k5mair,in − kcmN2

mO2
+mN2

PO2 − kcmN2
mO2

+mN2
PN2 +

kcmN2
mO2

+mN2

]
(2.51)

k2 = R× T (2.52)

k3 =
ρH2

MH2
×60 (2.53)

k4 = 0.21× ρO2
MO2

×60 (2.54)

k5 = 0.79× ρN2
MN2

×60 (2.55)

The derivative V̇ohmic is simplified as:

V̇ohmic = I × Ṙm = 0 (2.56)

assuming Ṙm is constant during the prediction horizon. The linearized continuous-
time state-space model is written as:

ẋ = Ax+Bu
y = Cx

(2.57)
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where the state vector x is:

x =

⎡
⎢⎢⎢⎢⎢⎢⎣

VFC

Va

PH2

PO2

PN2

1

⎤
⎥⎥⎥⎥⎥⎥⎦

(2.58)

the input u is:

u =

[
mH2,in

mair,in

]
(2.59)

and the output y is:
y =

[
VFC

]
(2.60)

The state-space matrices are:

A =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 ncell

2Rd
A13 A14 A15 A16

0 − 1
2Rd

0 0 0 I
2

0 0 −kak2

0.005 0 0 k2

0.005 (ka − ncellI
2×F )

0 0 0 k2

0.01 (−
kcmO2

mO2
+mN2

) k2

0.01 (−
kcmO2

mO2
+mN2

) k2

0.01 (
kcmO2

mO2
+mN2

− ncellI
4×F )

0 0 0 k2

0.01 (−
kcmN2

mO2
+mN2

) k2

0.01 (−
kcmN2

mO2
+mN2

) k2

0.01 (
kcmN2

mO2
+mN2

)

0 0 0 0 0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

(2.61)

B =

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ncellk1k2k3
0.005PH2

k1k2k4
0.002PO2

)

0 0
k2k3
0.005 0

0 k2k4
0.01

0 k2k5
0.01

0 0

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(2.62)

C =
[
1 0 0 0 0 0

]
(2.63)

here

A13 =
ncellk1
PH2

× −kak2
0.005

(2.64)

A14 = A15 =
ncellk1
2PO2

× k2
0.01

(− kcmO2

mO2 +mN2

) (2.65)

A16 =
ncellk1k2
0.005PH2

(ka− ncellI

2× F
)+

ncellk1k2
0.02PO2

(
kcmO2

mO2 +mN2

− ncellI

4× F
)− ncellI

2
(2.66)
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A quadratic programming (QP) problem will be solved at each time step to
obtain the optimal control inputs:

min
uk

J(uk) =

Hp∑
k=1

∥∥∥yk − r
∥∥∥2
Q
+

Hu−1∑
k=0

∥∥∥uk
∥∥∥2
R

(2.67)

subject to:

xk+1 = Adxk +Bduk

yk = Cdxk

ulb ≤ uk ≤ uub

xlb ≤ xk ≤ xub

x0 = xinit

k = 0, 1, . . . , Hp

(2.68)

where Ad, Bd, and Cd are state-space matrices in discrete-time; Hp and Hu are
prediction and control horizon length; r is the control reference; Q and R are
weight tuning parameters for reference tracking and control inputs; ulb, uub, xlb,
and xub are the lower bounds and upper bounds of inputs u and states x; and
xinit is the latest measured value, the state feedback.

2.3 Methanol Steam Reformer Model Development

2.3.1 Hydrogen selective membrane reactor structure

Methanol steam reforming (MSR) is regarded as a promising technology to
produce hydrogen for on-board fuel cell applications. The reforming catalysts
largely determine the methanol conversion rate and the production of reformate
gases. A great deal of research has been done to propose new catalysts with
better performance for MSR. Copper-based catalysts are the most commonly used
reforming catalysts for MSR because of their high catalytic activity and selectivity.
Palladium-based catalysts also attract much attention due to their high stability
and similar selectivity to copper-based catalysts [84]. A Cu/ZnO/Al2O3 catalyst
is used in the present work for methanol steam reforming due to its high activity
at low operating temperature between 250 ◦C and 300 ◦C, and high hydrogen
selectivity in the reformate process [85]. The whole MSR process contains three
reactions of steam reforming of methanol (SRM), methanol decomposition (MD),
and water gas shift reaction (WGS) which occur in parallel. The reactions can
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be summarized in R1-R3. [86].

CH3OH+H2O ↔ CO2 + 3H2, ΔHjT0
−−+ 49.24, (SRM) R1

CH3OH ↔ CO+ 2H2, ΔHjT0
−−+ 90.41, (MD) R2

CO+H2O ↔ CO2 +H2, ΔHjT0
−−− 41.17, (WGS) R3

Figure 2.6: Hydrogne selective membrane reactor schematic.

From reactions (R1)–(R3), it can be seen that carbon dioxide and carbon
monoxide are also produced in addition to hydrogen in the reforming process,
which can easily reduce the quantity and quality of the desired hydrogen. In
particular, the formation of carbon monoxide can poison the PEFC membrane
when its concentration is above 10 ppm. Thus, extensive research has been
carried out to purify the reformate hydrogen before sending it to fuel cell
systems. Hydrogen selective membrane reactors stand out for their compatible
structure and immediate separation of hydrogen from other co-products [87].
The typical schematic of a hydrogen selective membrane reactor is shown in
Figure 2.6. It contains two concentric tubes. The inner tube is packed with
catalyst for methanol steam reforming, and the outer tube is the shell tube for
hydrogen permeation through the membrane. The operation of the membrane
reactor can be described in the following way. Methanol and water vapour
mixed at a specific ratio are fed into the reaction tube, while at the same
time, the water vapour is also used as the sweep gas flux into the shell tube
at a specific flow rate. The catalyst inside the reaction zone activates the
methanol steam reforming process, producing hydrogen, carbon dioxide, and
carbon monoxide. As soon as the hydrogen is produced, it permeates through the
hydrogen selective membrane to the permeation zone, where the sweep gas sweeps
out the permeated hydrogen gas. The permeation rate depends significantly on
the hydrogen selective membrane [88]. Various studies have centred on finding
efficient hydrogen selective membranes to separate hydrogen from gas mixtures
to achieve high purity levels. Of these, pure Pd and its various alloys have the
innate ability to allow hydrogen to selectively permeate through their structure.
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In this work, a Pd/Ag membrane is adopted for its infinite permeation selectivity
for hydrogen [51, 89].

2.3.2 Governing equations

According to the dissociation-solution diffusion transport mechanism, the Arrhe-
nius law, Sievert’s law, and considering the negative effects on the hydrogen per-
meation from other coexisting gases, the permeated hydrogen flux JH2 (mol/(m2

s)) can be derived as [88]:

JH2 = βc
PMH2,0

δ
× e−Ea/RT [p0.5tH2

− p0.5sH2
] (2.69)

βc = (1 +
√
K8ptH2)/(1 +

√
K8ptH2 + (K9ptH2O) + (K10ptCO)

1/3

+ (K11ptCO2)
1/2 + (K12ptCH3OH)1/2 +

K13K12ptCH3OH√
K8ptH2

+
K13K14K12ptCH3OH

K8ptH2

)

(2.70)

where βc is a correction factor to account for the effects of other coexisting gases on
the H2 permeation. PMH2,0, δ, T , Ea, K8−14, ptH2 , ptH2O, ptCO, ptCO2 , ptCH3OH

and psH2 are the pre-exponential factor (10−5 mol/(m s kPa0.5)), membrane
thickness (μm), reactor temperature (K), activation energy (J/mol), hydrogen
permeation parameters (1/Pa), hydrogen partial pressure in the tube side (bar),
water vapour partial pressure in the tube side (bar), carbon monoxide partial
pressure in the tube side (bar), carbon dioxide partial pressure in the tube side
(bar), methanol partial pressure in the tube side (bar) and hydrogen partial
pressure in shell side (bar), respectively.

The one-dimensional steady state mathematical model developed in [88] is used
in this work for the membrane reactor in Figure 2.6. The following assumptions
are made. There is plug flow in the axial direction in both reaction and perme-
ation zones; both axial and radial dispersions are neglected; radial variations in
temperature and concentration are not considered; the temperature and con-
centration gradients in the catalyst particle are neglected; isobaric conditions
are considered; and the reaction is carried out isothermally in the reactor. The
major changes made in the present work from the previous study [88] can be
summarized as follows: a novel Pd-Ag membrane is employed, the length of the
reactor is extended and the operating pressure is increased. The molar flow rate
of each component in the tube and shell side can be respectively expressed as:
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dFti

dz
= πR2

1ρB

M∑
j=1

ηj(±νijγj)− 2πR1Ji (2.71)

dFsi

dz
= 2πR2Ji (2.72)

where Fti is the molar flow rate for each component i in the tube side (mol/s),
i represents the component CH3OH, H2O, CO2, CO and H2, respectively. R1,
ρB, ηj , νij and γj are reaction tube radius (m), reforming catalyst density
(kg/m3), effectiveness factor, stoichiometric coefficient and jth reaction rate
(mol/(kgcats)), respectively. j represents reactions R1, R2 and R3. Since only
hydrogen permeated to the shell side through the hydrogen selective membrane,
thus, in equation 2.72 i only refers to H2. FsH2 is the molar flow rate of the
hydrogen in the shell side (mol/s), JH2 is the H2 permeation flux (mol/(m2 s)),
and R2 is the shell tube radius (m). The reaction rate for reactions R1, R2 and
R3 can be respectively expressed as [88]:

r1 =
k1K1(ptCH3OH − (p3tH2

ptCO2/KR1,T ptH2O))CS1CS1aSg

(p0.5tH2
+K1ptCH3OH +K2ptCO2ptH2 +K3ptH2O)(1 +K0.5

4 p0.5tH2
)

(2.73)

r2 =
k2K5(ptCH3OH − (p2tH2

ptCO/KR2,T ))CS2CS2aSg

(p0.5tH2
+K5ptCH3OH +K6ptH2O)(1 +K0.5

7 p0.5tH2
)

(2.74)

r3 =
k3K1p

0.5
tH2

(ptCOptH2O − (ptH2ptCO2/KR3,T ))C
2
S1Sg

(p0.5tH2
+K1ptCH3OH +K2ptCO2ptH2 +K3ptH2O)

2
(2.75)

where k1−3 is the kinetic constant, K1−7 is hydrogen permeation parameter
(1/Pa), Sg is the surface area of reforming catalyst (m2/kg), and CS denote the
total surface concentration of specific site (mol/m2).

The following definitions are also made to evaluate the membrane reactor’s
performance:

CH3OH conversion rate:

FtCH3OH,0 − FtCH3OH,out

FtCH3OH,0
× 100% (2.76)

H2 yield:
FtH2 + FsH2

FtCH3OH,0
(2.77)

H2 recovery:
FsH2

FsH2 + FtH2

× 100% (2.78)
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2.4 Backpropagation Neural Network Algorithm

2.4.1 Brief introduction of BP algorithm

The operating parameters of the membrane reactor can greatly affect its hydrogen
production, thus causing variations in the PEFC system’s performance. A
simple but accurate model that can predict the system behaviour between
the membrane reactor’s operating parameters and the PEFC system output
performance is essential for production guidance in practical and control algorithm
implementation. However, it can be seen from Section 2.3.2 and Section 2.1.2 that
both the membrane reactor and fuel cell models involve extensive complicated
mathematical equations, making it hard to predict the system performance.
Neural network algorithms are powerful tools that can be used to analyse and
build the mapping relations between the input variables and output variables
with the advantages of self-learning and self-adaptive ability, nonlinear mapping
ability, and high fault tolerance rate [52]. The map between input and output
parameters is created by providing the network with sufficient examples of input
and output parameters in different conditions and then varying the network
parameters to match the output to input sufficiently well. The process of varying
network parameters is called training. The BP neural network algorithm is one
of the most widely applied network models because of its good generalization
ability and simple structure. The BP neural network algorithm is one of the most
widely applied network models for its good generalization ability and simple
structure [90].

2.4.2 Data collection principle of BP algorithm

The training of the backpropagation neural network requires sufficient processing
examples which contain groups of matched input and output patterns [91].
Among the membrane reactor’s operating conditions, the methanol feed flow
rate and the steam to methanol molar ratio in the feed may strongly affect
the hydrogen production and are rather easy to control during operation. The
current load also has a significant effect on the PEFC system performance. Thus,
in the present work, the input variables are the membrane reactor’s operating
parameters (steam to methanol feed ratio, S/M , the inlet flow rate of methanol,
FtCH3OH,0) and current load of the PEFC system, I. The PEFC’s voltage VFC

is adopted as the output variable.
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Chapter 3

Analysis of Modelling and
Controlling Results

In this chapter, the PEFC system model validation, control algorithm effec-
tiveness, membrane reactor performance, and the BP neural network method
prediction results are discussed.

3.1 PEFC System Model Simulation Results

This section first presents the PEFC system dynamic behaviour. Then three
different PEFC systems are used to validate the PEFC system model developed
in Chapter 2.

3.1.1 PEFC dynamic performance

For the dynamic performance analysis, all parameters set for the fuel cell system
are extracted based on the Ballard Mark V fuel cell system and listed in Table
3.1. Notice that the variable CH2 used to calculate ξ2 in Table 3.1 is the
hydrogen concentration at the anode/membrane interface (mol/cm3), which
can be expressed in equation 3.1 [57]. Figure 3.1 is the schematic of the PEFC
system model, which shows that the PEFC system consists of an anode submodel,
a cathode submodel, a stack temperature submodel and an output voltage
submodel. Figure 3.1 also provides an overview of how the submodels are
connected and coupled with each other.

CH2 =
PH2

1.09 ∗ 106 ∗ e( 77
Tstack

)
(3.1)
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Table 3.1: Parameters used for the PEFC system model [16, 63].

Parameter Value

ncell 35

ξ1 -0.948

ξ2 0.00286+0.0002lnA+(4.3e-5)lnCH2

ξ3 7.6e-5

ξ4 -1.93e-4

RC (Ω) 3e-4

λ 23

β (V) 0.016

l (μm) 178

A (cm2) 232

Jmax (A/cm2) 1.5

C (F) 3

F (C/mol) 96485

MH2 (g/mol) 2

MO2 (g/mol) 32

kup,an (kg/(s atm)) 3.6e-5

kup,ca (kg/(s atm)) 3.6e-4

Ps,an (atm) 2.4

Ps,ca (atm) 2.4

Patm (atm) 1

kdown,an (kg/(s atm)) 2.2e-4

kdown,ca (kg/(s atm)) 2.2e-3

kconv,amb (W/K) 17

mbodycp,body (J/K) 3.5e4

ΔHR,T (J/kg) 1.196e8

Tamb (K) 296.5

The PEFC system dynamic performance is shown in Figures 3.2-3.5. Figure
3.2 shows the current load profile consisting of two step changes. The current
maintains a value of 15 A for the first 16,000 s (4.44 h), then jumps to 55 A,
where it remains until 32,000 s (8.89 h). Finally, it decreases to 30 A and remains
at this value until the end of the simulation at 50,000 s (13.9 h). The output
voltage profile is presented in Figure 3.3. The voltage is 28.5 V when the current
is 15 A, then decreases to 25.7 V after the current increases to 55 A. Finally the
voltage increases to 27.0 V when the current is kept at 30 A. The varying output
voltage is the result of the combination effects of the capacitance, time-varying
cell body temperature, and partial pressures of hydrogen and oxygen.

Figure 3.4 shows the hydrogen and oxygen partial pressures at the anode and cath-
ode, respectively. It can be seen that during the second 16,000 s (16,000–32,000
s) when the current is 55 A, both the hydrogen and oxygen partial pressures are
lower than in the first (0–16,000 s) and third (32,000–50,000 s) stages when the
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Figure 3.1: Schematic of the PEFC system model.

0 1 2 3 4 5
Time / s 104

0

10

20

30

40

50

60

C
ur

re
nt

 / 
A

Figure 3.2: Current profile.

current is 15 and 30 A, respectively. This is because when the current is higher,
the electrochemical reaction consumes more fuel and oxygen, so the reactant gas
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Figure 3.3: Voltage profile.
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Figure 3.4: Reactant pressure profile.

pressure decreases. While the current is lower, less fuel and oxygen are consumed,
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Figure 3.5: Temperature profile.

which makes the reactant pressure increase in the channel.

Figure 3.5 presents the temperature profile for the PEFC system. The temper-
ature gradually increases to 309.9 K from room temperature during the first
16,000 s due to the heat generated by the electrochemical reaction. Then it
keeps increasing until it reaches 354.7 K during the second stage (16,000–32,000
s) when the current is at 55 A. Finally, the temperature slowly drops to 326.0 K
when the current load is decreased to 30 A. It is worth noting that under each
load change, the investigation of faster processes like reactant pressure requires
less simulation time to generate the complete stable response. However, there
is always a large response delay in the temperature profile under load changes.
The response delay in the temperature profile is because the thermal variations
within the stack usually require more time (1800–6,000 S) to reach a steady
state. Similar results were obtained in [16, 92], where their developed models
take 50–83 min for the temperature and voltage to reach steady state for each
load change.

3.1.2 Ballard Mark V PEFC system model validation

In this section, the Ballard Mark V fuel cell system [93] is employed to validate
the PEFC system model concerning the application for the start-up, power
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Figure 3.6: Current change in start-up.
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Figure 3.7: Voltage response in start-up.

step up and shut down of the PEFC system. The parameters needed are listed
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Figure 3.8: Current change in power step up.
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Figure 3.9: Voltage response in power step up.

in Table 3.1. To clarify, the experimental data extracted from [93] are steady
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Figure 3.10: Current change in shut down.
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Figure 3.11: Voltage response in shut down.

state data and they are compared with the steady state results from our PEFC
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system dynamic model. During the tests, the current load is set as the input
signal with the voltage as the output testing response. Figure 3.6 shows the
step change of the current for the start-up from 0 to 20 A. Figure 3.7 compares
the experimental and simulated output voltages. The results show that the
experimental voltage response changes from 38.0 V to 28.6 V and the simulated
voltage changes from 38.3 V to 28.3 V, which is a good agreement between
simulation and experiment. Figure 3.8 shows the power step up of the PEFC
system when current steps from 20 A to 60 A. It can be seen from Figure 3.9 that
the corresponding experimental output voltage changes from 28.6 V to 25.6 V
and the simulated voltage response changes from 28.3 V to 25.6 V. Again, good
agreement between the model prediction and experimental results are achieved.
Figure 3.10 exhibits the current change for the shut-down of the PEFC system
from 60 A to 0 A. Figure 3.11 shows the experimental voltage response changes
from 25.6 V to 34.0 V and the simulated voltage changes from 25.6 V to 38.3 V.
It is noticeable that the experimental data is lower than the simulated voltage
response when the load current drops to 0 A, which may be attributed to the
degradation of the PEFC system in practice.

3.1.3 NedSstackPS6 PEFC system model validation

In this section, the commercial stacked PEFC-NedSstackPS6 [58] is applied to
validate the PEFC system model. Air is supplied at the system cathode instead
of oxygen.

All parameters needed for the cell system are presented in Table 3.2. The system
performance under different operating conditions is shown in Figure 3.12. Figure
3.12 (a) shows the PEFC system performance with the hydrogen flow rate varying
from 100 to 400 lpm. Figure 3.12 (b) presents the PEFC system performance
with the air flow rates increasing from 300 to 700 lpm. It can be clearly seen that
increasing hydrogen and air flow rate both slightly improve the PEFC system
voltage. Moreover, our model shows good agreement with Monem’s model [94]
To clarify, in Monem’s model, the voltage increase under the air flow rate from
300 to 700 lpm is very small, which almost overlapped, making it difficult to
capture. Thus, in Figure 1B, only one line is shown for his model.

3.1.4 Horizon 500 W PEFC system model validation

In this section, the Horizon 500 W PEFC system [58] is used to validate the
PEFC system model. The Horizon 500 W PEFC model is developed based on
equations 2.1-2.11. All parameters needed for the fuel cell system are listed in
Table 3.3. The simulation results are presented in Figure 3.13. Figure 3.13 (a)
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Table 3.2: Parameters used for PEFC-NedSstackPS6 [94].

Parameter Value

ncell 65

ξ1 -1.023071

ξ2 3.4760e-3

ξ3 7.7883354e-5

ξ4 -9.54e-5

RC (Ω) 1.62e-4

λ 15.03229

β (V) 0.0136

l (μm) 178

A (cm2) 240

Jmax (A/cm2) 0.918

MH2 (g/mol) 2

MO2 (g/mol) 32

ka (mol/(s atm)) 0.065

kc (mol/(s atm)) 0.065

T (K) 332-342

Fuel flow rate (lpm) 100-400

Air flow rate (lpm) 300-700

shows the current and temperature input conditions and Figure 3.13 (b) displays
the PEFC system output voltage compared with the experimental data. The
input conditions and experimental data are extracted from [95]. The current
profile contains a series of step changes and along with the temperature profile
is used as the input of the PEFC system model. Figure 3.13 (b) shows that
good agreement is achieved between our simulation results and the experimental
results, which proves the reliability of the PEFC system model.
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Figure 3.12: Model validation.

3.2 Controlling Simulation Results

3.2.1 PEFC system temperature control results using MPC

The cooling model and temperature control strategies are applied to the Bal-
lard Mark V PEFC system. The effectiveness of the developed controllers are
evaluated in two different operating conditions: 1) a typical perturbation in
the current load, 2) random perturbation in the current load. The parameters
needed are listed in Table 3.4.
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Table 3.3: Parameters used for the Horizon 500 W PEFC system [58].

Parameter Value

ncell 36

ξ1 -0.853200

ξ2 2.522e(-3)

ξ3 7.843743e(-5)

ξ4 -16.3e(-5)

RC (Ω) 7.999e(-4)

λ 13

β (V) 0.048869

l (μm) 25

A (cm2) 52

Jmax (A/cm2) 0.51923

C (F) 2

PH2 (atm) 0.55

PO2 (atm) 1

Table 3.4: Parameters used for the thermal model [96].

Parameter Value

ρair (kg/m3) 1.225

Cp,air (J/(kg K)) 1004

ΔT (K) 30

Case study 1 In this case, the current load is disturbed with two typical step
changes: one large increase and one large drop, as shown in Figure 3.14. The air
flow rate changes are displayed in Figure 3.15. The temperature profile using
MPC and PID control is presented in Figure 3.16. At 20,000 s, when the current
load jumps from 10 A to 100 A, the heat generated by the electrochemical
reaction jumps, which produces a significant amount of excess heat and makes
the stack temperature increase rapidly. However, due to the regulation of the
MPC and PID controllers, the stack temperature is perfectly maintained at 343
K by adjusting the air flow rate to a suitable value of 76.4 CFM. At 40,000
s, when the current load steps down from 100 A to 50 A, the heat generated
decreases rapidly, while the stack temperature is still controlled at 343 K by the
MPC and PID controllers with the air flow rate decreases to 6.27 CFM. It can be
seen that both the MPC and the PID controllers are effective in stabilizing the
temperature of the PEFC system. However, the MPC controller is much superior
to the PID controller in tracking the desired temperature with no oscillations
occurring. Its response under each load step change is much faster.

Case study 2 In this case, the current load is disturbed by random perturbations,
a series of stochastic step changes as shown in Figure 3.17. The corresponding
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Figure 3.13: (a) Current and temperature input conditions of PEFC system; (b)
PEFC system output voltage.

stack temperature profile with MPC and PID control is presented in Figure 3.18.
The figure shows that for any stochastic perturbation, both MPC and PID are
able to stabilize the stack temperature at 343 K. However, the MPC controller
is much more effective in eliminating the system error without any oscillation
and time delay for each input signal step change.
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Figure 3.14: Load changes in case study 1.
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Figure 3.15: CFM changes in case study 1.

3.2.2 PEFC system voltage control results by MPC

In this section, the voltage control strategies are applied to the NedSstackPS6
PEFC system. The effectiveness of the developed controllers are investigated in
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Figure 3.16: Temperature changes in case study 1.
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Figure 3.17: Load changes in case study 2.

two different case studies: 1) typical disturbance applied to the working load, 2)
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Figure 3.18: Temperature changes in case study 2.

random disturbance applied to the working load.
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Figure 3.19: Load changes in case study 1.
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Figure 3.20: Hydrogen and air flow rate changes in case study 1.

Case study 1 In this case, the current load is interrupted by a sudden increase
and a sudden decrease as shown in Figure 3.19. The hydrogen and air flow rate
profiles under the control of PID and MPC controllers are shown in Figure 3.20.
When the current jumps from 110 A to 120 A at 25 s, the output voltage is
supposed to drop according to polarization theory. However, the controller will
try to increase the hydrogen and air flow rates to a higher level, thus increasing
the hydrogen and oxygen partial pressures to keep the voltage at the desired 48
V. At 50 s, when the current load drops from 120 A to 115 A, the output voltage
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Figure 3.21: Voltage changes in case study 1.
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Figure 3.22: Load changes in case study 2.

is supposed to increase. The controllers then regulate the hydrogen and air flow
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Figure 3.23: Hydrogen and air flow rate changes in case study 2.

rates to a lower level to reduce their pressure to stop the voltage increase, and
thus the voltage is kept at the reference value of 48 V. The voltage profile is
exhibited in Figure 3.21. Both the PID and MPC controllers can keep the PEFC
system’s output voltage at the desired 48 V, but clearly the MPC shows superior
performance with faster response and lower oscillation.

Case study 2 In this case, the current load is disturbed by random perturbations
composed of a series of stochastic step changes, as shown in Figure 3.22. Figure
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Figure 3.24: Voltage changes in case study 2.

3.23 displays the hydrogen and air flow rate profiles. The corresponding voltage
profile is shown in Figure 3.24, from which it is clear that for any random
disturbance, both MPC and PID are qualified to control the voltage to 48 V.
However, again the MPC controller shows superior performance with smaller
overshoot and faster response for each step change in the current load.

3.3 Membrane Reactor and BP Algorithm Results

In this section, the hydrogen produced from the membrane reactor is used as fuel
for the Horizon 500 W PEFC system. Then the BP neural network is trained to
find the hidden model between the membrane reactor operating conditions and
the Horizon 500 W PEFC system output voltage.

3.3.1 Membrane reactor model simulation results

All parameters used for the membrane reactor are listed in Table 3.5. The
simulation result is shown in Figure 3.25. It can be seen that the developed
hydrogen selective membrane reactor model is able to produce fuel cell grade hy-
drogen. The outlet molar flow rate of methanol FtCH3OH,out, tube side hydrogen
molar flow rate FtH2 and shell side hydrogen molar flow rate FsH2 are 1.1437
μmol/s, 0.0056 mol/s and 0.0055 mol/s, respectively. According to equations
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Table 3.5: Parameters used for the membrane reactor model [88, 97].

Parameter Value

k1 7.4e14×e(−12364.69/T )

k2 3.8e20×e(−20447.44/T )

k3 5.9e13×e(−10536.45/T )

K1 6.55e(-3)×e(2405.58/T )

K2 2.3e9×e(−12027.91/T )

K3 4.74e(-3)×e(2405.58/T )

K4 5.43e(-6)×e(6013.95/T )

K5 36.9e(2405.58/T )

K6 36.9e(2405.58/T )

K7 3.86e(-3)×e(6013.95/T )

K8 3.33e(-10)×e(58462/RT )

K9 1.54e(-10)×e(49114/RT )

K10 6.38e(-11)×e(88423/RT )

K11 3.67e(-15)×e(106217/RT )

K12 1.69e(-16)×e(123367/RT )

K13 3.77e38×e(−418858/RT )

K14 4.44e29×e(−328792/RT )

Cs1, Cs2 (mol/m2) 7.5e(-6)

Cs1a, Cs2a (mol/m2) 1.5e(-5)

Sg (m2/kg) 1.02e5

Ea (J/mol) 14620

PMH2,0 [10−5 mol/(m s kPa0.5)] 1.00

δ (μm) 5

Pt(bar) 4

Ps(bar) 1

T (K) 593

FtCH3OH,0 (mol/s) 4e-3

reactor length L (m) 0.5

ηj 1

R1 (m) 0.005

R2 (m) 0.005+5e(-6)

ρB (kg/m3) 1300

steam to methanol feed ratio, S/M 1.5

sweep ratio, SR 4

2.76-2.78, the conversion rate of CH3OH reaches 99%, the H2 yield reaches 2.78
and 50% H2 recovery is realized. It is notable that the CH3OH conversion rate
is rather high. This is because the permeation of H2 from the tube side to
the shell side through the hydrogen selective membrane enables a shift in the
equilibrium of the methanol steam reforming reaction toward the production,
thus leading to more conversion of the reactants. And at the start of the reaction,
the hydrogen molar flow rate in the tube side increases significantly, but then
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Figure 3.25: Components molar flow rates.

gradually decreases with the permeation of hydrogen to the shell side through
the membrane. It is clear that the hydrogen molar flow rate at the shell side
continuously increases. The hydrogen permeation also favours the R3 reaction,
reducing the concentration of CO but increasing the molar flow rate of H2 and
CO2.

3.3.2 BP algorithm results

Raw data collection from membrane reactor and the Horizon 500 W
PEFC system for BP method

The input parameters values are presented in Table 3.6, based on which a 73

orthogonal experiment is then designed and conducted in our model to collect
raw data for training the network. The collected raw data are listed in Table 3.7
and Table 3.8.

Table 3.6: Input variables design for network training.

Inputs 1 2 3 4 5 6 7

FtCH3OH,0 (mol/s) 1.5e-3 2.0e-3 2.5e-3 3.0e-3 3.5e-3 4.0e-3 4.5e-3

S/M 1 1.0833 1.1667 1.25 1.3333 1.42 1.5

I (A) 5 6.6667 8.3333 10 11.6667 13.3333 15
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Table 3.7: Orthogonal experiment design.

Cases
Inputs Output

FtCH3OH,0 (mol/s) S/M I (A) VFC (V)

1 1.5e-3 1 5 26.9148

2 1.5e-3 1.0833 6.6667 26.0975

3 1.5e-3 1.1667 8.3333 25.3639

4 1.5e-3 1.25 10 24.6578

5 1.5e-3 1.3333 11.6667 23.9548

6 1.5e-3 1.42 13.3333 23.1498

7 1.5e-3 1.5 15 22.0016

8 2.0e-3 1 6.6667 26.2419

9 2.0e-3 1.0833 8.3333 25.5338

10 2.0e-3 1.1667 10 24.8657

11 2.0e-3 1.25 11.6667 24.2256

12 2.0e-3 1.3333 13.3333 23.5472

13 2.0e-3 1.42 15 22.8230

14 2.0e-3 1.5 5 27.0368

15 2.5e-3 1 8.3333 25.6228

16 2.5e-3 1.0833 10 24.9679

17 2.5e-3 1.1667 11.6667 24.3471

18 2.5e-3 1.25 13.3333 23.6991

19 2.5e-3 1.3333 15 23.0365

20 2.5e-3 1.42 5 27.0996

21 2.5e-3 1.5 6.6667 26.3029

22 3.0e-3 1 10 25.0279

23 3.0e-3 1.0833 11.6667 24.4156

24 3.0e-3 1.1667 13.3333 23.7780

25 3.0e-3 1.25 15 23.1371

BP neural network structure

The configuration of the BP neural network algorithm is shown in Figures 3.26
and 3.27. It can be seen that three input variables (FtCH3OH,0, S/M , and I) are
used as the input layer with each one corresponding to a neuron. The output
variable VFC is used as the output layer with one neuron. The input layer
is connected sequentially to the output layer through two hidden layers. The
connections between layers contain weights, and each layer includes a set of
neurons. Each single neuron is connected to all other neurons of a previous
layer through adaptable synaptic weights. The result of the training process
greatly depends on the number of hidden layer neurons. To obtain the optimized
results, the optimal number of hidden layer neurons should be selected. There
are usually two ways of selecting the number of hidden layer neurons. One way
is to use an optimized algorithm technique, and the other way is the trial and
error method. In this work, the trial and error method is adopted to select the
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Table 3.8: Orthogonal experiment design continued.

Cases
Inputs Output

FtCH3OH,0 (mol/s) S/M I (A) VFC (V)

26 3.0e-3 1.3333 5 27.1371

27 3.0e-3 1.42 6.6667 26.3434

28 3.0e-3 1.5 8.3333 25.6440

29 3.5e-3 1 11.6667 24.4593

30 3.5e-3 1.0833 13.3333 23.8298

31 3.5e-3 1.1667 15 23.1965

32 3.5e-3 1.25 5 27.1612

33 3.5e-3 1.3333 6.6667 26.3693

34 3.5e-3 1.42 8.3333 25.6715

35 3.5e-3 1.5 10 25.0189

36 4.0e-3 1 13.3333 23.8641

37 4.0e-3 1.0833 15 23.2357

38 4.0e-3 1.1667 5 27.1778

39 4.0e-3 1.25 6.6667 26.3864

40 4.0e-3 1.3333 8.3333 25.6896

41 4.0e-3 1.42 10 25.0377

42 4.0e-3 1.5 11.6667 24.4226

43 4.5e-3 1 15 23.2645

44 4.5e-3 1.0833 5 27.190

45 4.5e-3 1.1667 6.6667 26.3986

46 4.5e-3 1.25 8.3333 25.7019

47 4.5e-3 1.3333 10 25.0505

48 4.5e-3 1.42 11.6667 24.4351

49 4.5e-3 1.5 13.3333 23.7971

neuron numbers and ensure relatively good prediction performance. During the
BP neural network training process, the data stream spreads forward but the
error signal spreads backwards. The forward propagating direction is input layer
−→ hidden layers −→ output layer. The state of each neuron of each layer only
affects the neurons of the next layer. If the expected output cannot be achieved,
the error signal is back-propagated to adjust the values of neurons between the
output and the input.

From the 49 groups of training data in Table 3.7 and Table 3.8, the BP network
algorithm randomly selects 40 groups as the training group and the remaining 9
groups as the validation group. The mean square error (MSE), as expressed in
equation 3.2 as well as the maximum prediction deviation are used to evaluate
the prediction performance of the network. In equation 3.2, n is the number of
the validation group and i is the index of the group. E is the expected result,
which is the modelling result here. P is the neural network prediction. The
prediction deviation therefore means the difference between E and P . By using
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Figure 3.26: Back propagation neural network structure.

Figure 3.27: Back propagation neural network configuration.

several combinations of the neuron numbers in the two hidden layers, the MSE
and the maximum prediction deviation are recorded and compared. Finally, a
3-13-6-1 network structure (Figure 3.27), is chosen for the network as the MSE
and the maximum deviation are both small compared to other configurations.

MSE =
1

n

n∑
i=1

(Ei − Pi)
2 (3.2)

BP algorithm prediction results

The prediction results of the back propagation neural network are presented in
Figure 3.28 and Figure 3.29. Figure 3.28 (a) shows the BP network prediction
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error and Figure 3.28 (b) gives the prediction error as a percentage. It can be
seen that the sample errors are controlled in a rather small range with the sum
of errors as 1.2038 V and the MSE at 0.0260 V according to equation 3.2. Figure
3.29 presents the predicted output of the BP network algorithm, which shows
good agreement with the expected output. Therefore, it can be concluded from
the simulation results that the BP neural network can capture the characteristics
of the input data and predict the outputs as expected.
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Figure 3.28: Back propagation neural network error analysis.
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Chapter 4

Conclusions and Outlook

4.1 Summary and Conclusions

This thesis is focused on the modelling and controlling of PEFC systems with
different sizes of 5 kW, 6 kW and 500 W. The first part investigates the modelling
methodology of a PEFC system, the controlling methodology for PEFC systems’
temperature regulation and voltage control, the modelling method for membrane
reactor to produce fuel cell grade hydrogen, and the neural network algorithm
for system behaviour prediction. The second part presented the PEFC system’s
dynamic performance, controlling effectiveness, membrane reactor’s modelling
results, and BP algorithm’s prediction performance.

The following presents the main conclusions obtained from the conducted work:

• A system level dynamic PEFC model was developed based on a set of
semi-empirical equations. The cell dynamic performance such as output
voltage, reactant partial pressure, and stack temperature were investigated
under various load conditions. Simulation results showed that the PEFC
model is qualified to characterize the PEFC’s transient performance. For
each load change, the output voltage and stack temperature require much
time to reach the steady state. Good agreement was achieved between the
simulation results and experimental data, proving the model’s reliability.

• Novel MPC controllers were developed and implemented in the PEFC
systems with the applications in temperature control and voltage regulation.
The simulation results showed that the MPC controllers perform much
better than PID controllers with much smaller oscillation and much faster
response times in restraining system disturbances and tracking the reference
values. The developed MPC controllers can easily be employed in PEFC
systems for other control applications .
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• A novel hydrogen selective membrane reactor was developed for MSR
to produce fuel cell grade hydrogen for a Horizon 500 W PEFC system.
The membrane reactor shows good performance with a 99% methanol
conversion rate, 2.78 hydrogen yield and 50% hydrogen recovery. A BP
neural network algorithm was used to build a concise mapping relation
model between the membrane reactor’s operating parameters and PEFC
system output performance to predict the system behaviour. The mapping
relation model can be used for future system integration design and control
algorithm implementation.

4.2 Future Outlook

Future work will be focused on further study of PEFC system modelling and
experimental work for better model validation. More effective and reliable control
algorithms will be investigated and implemented to improve the PEFC system’s
performance. More efficient artificial network algorithms will also be studied
and trained for PEFC system behaviour prediction. The following projects are
recommended:

• The PEFC system’s auxiliary components (e.g. air compressor, hydrogen
tank radiator, inverter, and pump) should be modelled and integrated
with the PEFC stack for further system behaviour study under different
working conditions. The appropriate experiments should also be conducted
to validate the model.

• More advanced control algorithms such as sliding mode control, nonlinear
control and generalized predictive control should be studied for PEFC
system applications in power consumption reduction, minimum fuel con-
sumption tracking, stability improvement and efficiency maximization.

• Other effective artificial network algorithms like radial basis function net-
works and Elman neural networks can be studied to provide useful and
reasonably accurate input–output relations of the PEFC system model
instead of building complicated mathematical equations.
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Chapter 5

Summary of Publications

Paper i: Temperature control strategy for polymer electrolyte
fuel cells

Y.X. Qi, X.F. Li, S.A. Li, T.S. Li, M. Espinoza-Andaluz, P. Tunest̊al, M. An-
dersson
International Journal of Energy Research, 44.6 (2020): 4352-4365

This paper proposes two different controllers: a novel MPC controller and
a novel PID controller to control the PEFC system temperature at an optimal
value by regulating the coolant flow rate. The MPC controller is superior to
the PID controller in restraining system disturbances and tracking the reference
temperature with smaller overshoot and faster response under load changes.

The candidate organized the paper’s methodology, developed the cooling model for
the PEFC system, carried out the simulation, and performed the post processing
and analysis of data. PhD student Xiufei Li developed the MPC and PID control
algorithms. Supervisors assisted in paper writing and research planning.

Paper ii: A multi-input and single-output voltage control for a
polymer electrolyte fuel cell system using model predictive con-
trol method

X.F. Li, Y.X. Qi, S.A. Li, P. Tunest̊al, M. Andersson
International Journal of Energy Research, 45.9(2021): 12854-12863

This paper studies a novel MPC controller to stabilize the PEFC system voltage
by regulating its input hydrogen and air flow rates at the same time, which
synthesizes a MISO control problem. The MPC controller is more robust and
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superior to the PID controller in maintaining the voltage at the desired value.

The candidate organized the paper’s methodology, developed and validated the
PEFC system model, carried out the simulation, performed the post processing
and analysed the data. PhD student Xiufei Li developed the MPC and PID
control algorithms. Supervisors assisted in paper writing and research planning.

Paper iii: System behavior prediction by artificial neural network
algorithm of a methanol steam reformer for polymer electrolyte
fuel cell stack use

Y.X. Qi, J.Y. Wang, L. Wang, M. Andersson
Fuel Cells, (21)2021: 279-289

This paper proposes a novel hydrogen selective membrane reactor for MSR
to produce fuel cell grade hydrogen for a PEFC system. The BP neural network
algorithm is used to build the mapping model between the membrane reactor’s
operating parameters and PEFC system output performance. This model can
be used for practical operating guidance and control applications.

The candidate organized the paper’s methodology, developed the hydrogen se-
lective membrane reactor model, proposed and validated the PEFC system model,
and designed the BP algorithm. Critical guidance was received from Dr. Jingyu
Wang and Docent Lei Wang. Supervisors assisted in paper writing and research
planning.

Paper iv: Polymer Electrolyte Fuel Cell System Level Modelling
and Simulation of Transient Behaviour

Y.X. Qi, M. Espinoza-Andaluz, M. Thern, M. Andersson
eTransportation, 2(2019): 100030

This paper reports a system level model for a polymer electrolyte fuel cell
(PEFC) system, which is capable of characterizing transient behavior using the
control volume method. The model was modified to test the PEFC system’s
application for start-up, power step-up, and shut-down response with the simula-
tion results that show good agreement with experimental data.

The candidate organized the paper’s methodology, developed the PEFC system
model, and analysed the system performance. Supervisors assisted in paper
writing and research planning.
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