Sub-second pencil beam dose calculation on GPU for
adaptive proton therapy

Joakim da Silvé?*, Richard Ansorge Rajesh Jerfa
Cavendish Laboratory, University of Cambridge
“Department of Oncology, University of Cambridge

*Corresponding author:
jdd491@cam.ac.uk

+44 1223 337010

BSS, Cavendish Laboratory
19 J J Thomson Avenue
Cambridge, CB3 OHE
United Kingdom

Abstract

Although proton therapy delivered using scannedibbrams has the potential to produce better
dose conformity than conventional radiotherapy,dfeated dose distributions are more sensitive to
anatomical changes and patient motion. Therefbesintroduction of adaptive treatment techniques
where the dose can be monitored as it is beingetel is highly desirable. We present a GPU-based
dose calculation engine relying on the widely usedcil beam algorithm, developed for on-line dose
calculation. The calculation engine was implemeffitech scratch, with each step of the algorithm
parallelised and adapted to run efficiently on@&RU architecture. To ensure fast calculation, it
employs several application-specific modificatiams! simplifications, and a fast scatter-based
implementation of the computationally expensivenkésuperposition step. The calculation time for a
skull base treatment plan using two beam directieers 0.22 seconds on an Nvidia Tesla K40 GPU,
whereas a test case of a cubic target in water fhenliterature took 0.14 seconds to calculate. The
accuracy of the patient dose distributions wassasgEby calculating theindex with respect to a

gold standard Monte Carlo simulation. The passitgswere 99.2% and 96.7%, respectively, for the
3%/3 mm and 2%/2 mm criteria, matching those preduy a clinical treatment planning system.



I ntroduction

Adaptive proton therapy

Owing to the Bragg peak (BP), which is a directuesf the fundamental interactions between a
beam of charged patrticles and the traversed matiarged particle radiotherapy (RT) can offer bette
dose conformity than conventional RT using photé&ihough not a new innovation (Wilson 1946),
it has seen an increased interest in recent yasdemonstrated by the many proton and carbon ion
RT centres recently opened or under constructioarat the world (PTCOG 2014). However,
charged particle RT as a standard treatment isistreloping, and centres often lack some of the
auxiliary technologies that are standard in mogidroton RT systems. In particular, to benefit fully
from the better dose conformity offered, adaptagiotherapy (ART) methods would need to be
introduced in particle RT, and are thus the sulgéatuch research. ART comprises a wide range of
techniques, from selecting a “plan of the day” framumber of pre-calculated plans, through daily
imaging and dose recalculation, to real-time motletection and compensation during dose delivery.
The aim of this work has been to develop a prdtenapy dose calculation engine that is fast enough
for on-line dose calculation, whilst maintaininghdar accuracy to current clinical standard.
Specifically, the ART applications considered heiktbe those where there is a need to repeatedly
recalculate a dose distribution during the coufdbedose delivery, without noticeable prolonging
the delivery time. One such application would barfdimensional (4D) dose reconstruction for
pencil beam scanning (PBS) systems similar to wiaatproposed by Richter et al (2014). Rather
than a retrospectively calculation, the idea wdgdo calculate the dose delivered by each energy
layer, spill, or part thereof in the correspondatgise (e.g. given by monitoring the patient bregghi

of a 4D computed tomography (CT) image, and mapdk to the reference image before continuing
the dose delivery. This would make it possible tmitor the progressive emergence of a motion-
corrected dose distribution during treatment, witiohld be used for real-time detection, and
potentially correction, of unacceptable motion faites. A different application of fast dose
calculation would be in real-time interactive treant planning, as described by Otto (2014). Here,
the goal is to have a dose calculation engineishfasst enough that the dose distribution can be
interactively manipulated by the clinician durimgatment planning.

Proton therapy dose calculation

Monte Carlo (MC) simulation, where a beam is magtbls a collection of particles stochastically
interacting with the surrounding matter, is thedgstandard when calculating dose distributions for
both conventional and charged particle RT. Howeshae, to the statistical nature of MC simulations,
a large number of particles need to be simulatedthteve results of acceptable accuracy. This is
especially true when many different interactiores gwssible (as in the situation for charged padic!

in which case the necessary calculation time hias dfeen prohibitively long for practical
applications (Jia et al 2012a). For this reasonyraber of analytical algorithms have been developed
for charged patrticle dose calculation. Many of éhase variants on the pencil beam (PB) approach
(Petti 1992, Hong et al 1996), which is widely ugedlinical treatment planning. PB algorithms
divide the fluence map of a beam or a field intmuenber of computational pencil beams (CPBs) and
calculate the total dose as the sum of contribatfoom the CPBs. The dose calculation for each
CPB can be broken down into two steps. First, treedlistribution along the central axis of the CPB
is calculated by scaling the integral depth doB®jlcurve containing the longitudinal dose profife

a beam of the considered energy stopping in wagemond, the central axis dose distribution is
widened through a multiplication with a two-dimemsal (2D), depth-dependent kernel,
perpendicular to the beam direction, in order twoaat for beam divergence and multiple Coulomb
scattering. This step will be referred to as the&ksuperposition (KS) and is usually the most



computationally expensive step of a PB algorithnGG@ussian function, or a combination of several
Gaussians, is generally chosen as the kernel. d$&ldto a point §,y,2) given in the beam’s eye
view (BEV) Cartesian coordinate system with therbelirection parallel to the-axis, is thus
calculated as:

D(x,y,2) = Y N; x Iipp (Ej» 2wepL i () x K(x = X,y = y1, 0 /(B2 2, 24.)) Eq. 1
7

The summation in Eq. 1 is over all CPBsa a treatment plan, whel¢ is the number of particles, or
weight, of CPH, I pp is the IDD, an is a kernel describing the lateral extent of a CEPBx andy;
are, respectively, the initial energy and latecardinates of CPB (Note that in this notation the
lateral position of two or more CPBsndj may coincide as long as their initial energiesdifferent,
e.g.x=x andy=y;, as long a&+#E;.) zyep,; is the water-equivalent path length (WEPL) froma th
calculation stating depth (normally the patienfate),z, to the poinkz according to

Z
ZWEPL,i (XjYi»2) = LO Sre1 (x; y;,2)dz’ Eqg. 2

whereS, denotes the linear stopping power (SP) ratio betviee medium and wates.in Eq. 1 is a
parameter describing the width of CRE.g. the standard deviation in the case of a Saugernel.
For a particular system, is usually dependent on the initial beam eneltyy absolute depth and a
line integralz,; along the CPB from, to z. z,; accounts for the widening of the beam due to the
different materials encountered along the CPB,iardsimple caseg, ;= zyepy;-

GPU dose calculation

With the stagnating increase in single-core pranggsower, recent years have seen a growing
interest in many-core systems for speeding up ctatipnally demanding tasks. Due to their low cost
and high performance, the graphics processing(Git)) is likely the most popular such system,
both in general and within the field of medical pitg (Pratx and Xing 2011, Jia et al 2014). Idigial
developed for real-time rendering of three-dimenai¢3D) scenes in computer games, modern
GPUs with thousands of cores are now readily pragrable through application programming
interfaces (APIs) such as CUDA (Nvidia CorporatiSanta Clara, CA, USA) and OpenCL (Khronos
Group, Beaverton, OR, USA). However, due to the yegh level of parallelism and specialised
hardware architecture of these systems, develagiigent GPU implementations of existing
algorithms remains non-trivial. A substantial effoas gone into employing GPUs to speed up dose
calculation for proton (as well as conventional), Rilth the majority of studies related to
implementing MC methods (Jia et al 2012a). Despitesiderable progress in decreasing calculation
times, those reported in the literature remairtisedly long: MC codes relying on realistic (but not
complete) modelling of physical interactions neetl@deconds to calculate a shallow energy layer of
a patient case (Jia et al 2012b), while track riapgand simplified MC algorithms needed tens of
seconds to achieve acceptable accuracy for futisplohno et al 2011, Yepes et al 2010). Although
this is sufficient for daily dose recalculation,séanonitoring or motion compensation during
treatment would require faster calculation timesbgut two orders of magnitude. Despite the
development of faster GPUs since these studies pudriéshed (e.g. the base performance of our
GPU is estimated to be 4.2—-4.9 times greater cozdgarthose in the mentioned studies), there are
two reasons to believe that such radical speedulCasimulations will not be seen in the near
future. First, since the accuracy of a MC basedutation is directly linked to the number of
simulated particles, the computational burden indvitably remain large. Second, the GPU
architecture does not lend itself well to MC algfams, due to the high levels of branching,
synchronisation, and scattered memory accessesaegwhich makes it very challenging for such
implementations to take full advantage of the amdéd computational power (Jia et al 2012a). The PB
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algorithm, on the other hand, is less computatlgriidmanding and has a higher degree of inherent
parallelism, which makes it a promising candidateGPU implementation. Despite this, only a
partial GPU implementation of a PB algorithm foadded particle RT has been found in the
literature. In their paper, Fujimoto et al (201i¢sent an implementation where the computationally
demanding KS step is carried out on a GPU, wheakkasher steps are left to the central processing
unit (CPU). Although showing some speedup comptredsingle-threaded CPU implementation,
they predict that better performance can be expgdoben an implementation running entirely on a
GPU. To the best of our knowledge, we are the firstescribe a PB implementation for proton RT to
run all algorithm steps on a GPU. Through a nowatter-based implementation of the KS operation,
application and GPU specific optimisations and $ifiicptions, and efficient use of GPU resources,
we produce considerable speedups of the PB dosdai@n. Importantly, the achieved calculation
times show that on-line dose calculation usingraddird PB algorithm is indeed feasible during the
course of treatment delivery.

M ethods

Pencil beam algorithm

The dose calculation engine presented here is lmstte PB implementation described by Soukup et
al (2005), but contains several simplifications addptations to suit both the intended ART
applications and GPU implementation. Descriptiohthe main parts of the algorithm, highlighting

the modifications introduced, are given in thedwaling sub-sections. The description assumes that
dose is delivered by PBS, although the general mdsthpply also to passively scattered protons. To
avoid confusion between the CPBs and physical P&3uysed by the treatment delivery system, the
physical PBs will hereafter be referred to as “shoA collection of spots with the same energy and
delivered from the same beam direction are funtbfarred to as an energy layer.

Coordinate system

In the presented PB implementation, dose is catedla a right-handed BEV coordinate system with
its origin at the isocentre and tkaxis pointing towards the beam source, as shoviAgare 1. We
useAzto denote the constant step length alongttwordinate when ray tracing CPBs through the
computed tomography (CT) image of the patient,gnd z, — nAz to denote the coordinate at step

n from the starting depthy. For non-divergent CPBax andAy denote the CPB spacing in tkeand
y-directions of an orthogonal system, resulting @oae volume made up of voxels of shaexAyxAz
mm®. For divergent CPBs, a coordinate system is cheseh that the- andy-coordinates remain
constant along any CPB and theoordinate coincides with that of the non-diverggrstem (Figure

1). Transformations between the divergent and gdhal BEV coordinate systems are given by

[xd _ dx X {X _ dx — Zdiv Xq
iv — ort ort — iv
| dx — Zort dx
.4, dy - zaiy Eq. 3
Ydiv = d. — Yort Yort = d Ydiv
| y Zort y
{ Zdiv = Zort { Zort = Zdiv

whered, andd, denote, respectively, the source distances alwemaxis in thexz- andyz-planes. We
defineAx andAy in a divergent system to be the CPB spacirgr@t making the orthogonal voxel
grid a special case of a divergent voxel grid wighd,=o. In the rest of this paper, we therefore
assume coordinates and voxels to be given in argletigergent system. In a divergent voxel grid,
the physical distances between voxel centres alwg andy-axes are given bxx,, =

Ax(1 - z,/d,) andAy, = Ay(1 - z,,/dy), respectively (Figure 1). The voxels take the stape
truncated wedges, with all voxels at stelpaving identical volume given by
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(where the last term can generally be disregardded.physical distance between voxel centres along

any CPB will beAz‘/l +x2/d? +y? /dZ rather tham\z, but although this was included in the WEPL
calculation, the difference will likely be neglidggfor many realistic set-ups.
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Figure 1. The orthogonal and divergent coordingstesns. To simplify the illustration, only tke
andz-coordinates are shown and the source distancledemsgreatly reduced. Lines of constant
which coincide for the two systems, are shown &d btack lines with the corresponding coordinates
and step numbers at the bottom and top, respecthigles of constant are shown as solid grey and
dashed black lines, respectively, for the orthogjand divergent systems, with the corresponding
coordinates on the right.

Single spot MC smulations

MC simulations of single spots stopping in wateedias the input to the PB implementation and to
validate the single spot accuracy, were obtainathube Fluka MC code (Ferrari et al 2005, Bohlen
et al 2014). The nozzle geometry and the parametdéhe beams entering the nozzle (i.e. list of
accelerator energies, momentum spread, and futhvaeidhalf maximum) used in the simulation were
provided by the CNAO treatment centre. Simulatiosing the same parameters have been shown to
accurately reproduce the results obtained fromndetsic measurements and were used both in the
commissioning of the treatment centre and as itgpthteir analytical treatment planning system
(TPS) used clinically (Rossi 2011, Mairani et al 3] In total, spots of 147 beam energies
corresponding to BP depths of 30—319 mm in wateewanulated and used to determine the input
parameters to the PB implementation.

Ray tracing and longitudinal CPB dose

For each step along a CPB, the mass density attitee of the step and the WEPL at the distal edge
of the step are calculated by ray tracing throlnghpatient CT volume. The mass density is required
for the radiation length calculation describedha following sub-section and if calculating
approximate dose to medium rather than dose torwatthe discrete case, the WEPL at the distal
edge of a voxel is given by
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SWEPL. (X Yio Tus1/2) = ) Seet (605> ) Az Eq.5
i=0

The conversion from local Hounsfield units (HU),aained through tri-linear interpolation for each
point along the CPBs, to mass density and rel&Ravas based on work by Schneider et al (1996,
2000). Specifically, the HU to relative SP convensivas the one optimised for head and neck cases
employed at Centro Nazionale di Adroterapia Ondol¢CNAOQ) treatment centre in Pavia, Italy
(adjusted to have air mapped to HU=-1000 to suiiroplementation). Generall in Eq. 5 has a
weak dependency on the residual particle energwener, the effect of this dependency on particle
range was deemed small enough to be ignored, asdhk suggested energy-dependent formula by
Fippel and Soukup (2004) was not applied. By assgfiat the SP relative to water is not dependent
on energy, the WEPL calculation becomes identmabfi energy layers, which means that it needs to
be evaluated only once for each beam direction.

The IDDs for scanning spots of different energiepinging on a water tank were derived from the
single spot MC simulations. Since the IDDs havearg)of rapidly varying derivative (e.g. around
the BP), directly sampling the IDD as in Eq. 1 niead to local under- or overestimation of the dose
when discretising. Therefore, cumulative IDDs (CIDDs), given by

Icipp (E;2) = f;IIDD(EiaZ,)dZ, Eq. 6
were used in the calculation. As long as the nuraéntegration of Eq. 6, which can be done offline

is carried out with a sufficiently small step, sttiosing

2=Zn+1/2

[ICIDD(Ei’ZWEPLJ(Z))]Z=Z,171/2 Eq. 7

IDD( i WEPL,I( n)) Srel(-xi’yi’zn)AZ

in EQ. 1 solves this problem regardless of the aizez.

Lateral CPB model

There are two main approaches to modelling thedbtimse distribution in the PB algorithm. Either
the kerneK in Eqg. 1 is obtained directly from the dose disition of a scanning spot or passively
scattered field (measured or simulated) at theesponding depth in water. Alternatively, its shiepe
given by an analytical kernel whose width at eagptll is determined by the individual CPB history.
In both cases, a scaling with the physical distaodbe beam source can be incorporated to account
for the beam divergence in air. Despite being tbleproduce exactly any beam shape in water, the
first approach may produce less accurate resutteipresence of heterogeneities (Szymanowski and
Oelfke 2002). Therefore, the second approach wed insthe presented implementation, employing a
single Gaussian kernel, given by

r%+ry2)) Eq. 8

202
whereo is the standard deviation of the kernel apandr, are the respective distances between the
CPB and the evaluation point along thendy-axes. Analogous to the substitution in Eq. 7, the
accuracy when evaluating Eq. 8 over a discreteagidbe improved by replacing a direct function
evaluation with an integral difference:

1 —(
KGauss(rx’ Iy, J) = 2702 eXp (

—(r2 +r2
exp( ( y)) — ket (Fs 0 )kegg (1y, 0) Eqg. 9

202 202

where
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In the above equations, erf is the error functiow {x, y}, andAw € {Ax,, Ay,} is the local voxel
spacing at step. Since the Gaussian function has infinite supocit-off has to be chosen beyond
which the function value is regarded small enougbe neglected. For the convolution and KS
operations in this paper, a cut-off of a minimun8efvas used in accordance with Fujimoto et al
(2011).

re+Aw/2 —I"2 1
e =3 | (5= e

Using a single Gaussian function to model the #t@ose implicitly neglects contributions from larg
angle scattering events including nuclear inteoasti Many improvements to the single Gaussian
beam model have been presented, most of whichhadecbintribution from a second, wider Gaussian,
e.g. by letting the kernel be a sum of two Gauss@rby adding a separate step for calculating the
contribution from nuclear interactions. Howevegalthms employing a single Gaussian beam
model are still used for clinical dose calculatiery. Schaffner et al (1999), and the model was
deemed adequate for a proof-of-principle implem@ntaas presented here.

Assuming small scattering angles, the kernel vagast, can be modelled as a sum of squared
contributions from independent sources. Specificale (explicitly) consider here only contributions
from the inherent spot divergence in aif, and from multiple Coulomb scattering inside tla¢ignt,

ows. The variance in air as a functionzposition for spots of each initial energy,(E,2)*, was

obtained from the single spot MC simulations and g&en to be adequately approximated by second
order polynomials iz (expected from a beam in vacuum) in the regionraddhe isocentre. The
variance due to multiple scattering at stegdong each CPBys (E,z,)% was calculated by summing
the contributions from the characteristic anglg,at each previous stémaccording to

oms(Erzp)? = ) 07(2, = 2)? Eqg. 11

(Soukup et al 2005). In the presented implementatfee characteristic angle was calculated
according to the Rossi formula

2
92 = (ﬁ) __ Az Eq. 12
Br) Xo(x,y,2)

whereEs is a constant energy parameter Xpds the radiation length (Rossi and Greisen 1984¢.
relativistic factor times the momentum found in temominator is given bgp = E; + mg —

m(%/(Ek + mg), Wheremy is the proton rest mass expressed in MeV and genmesidual enerdsy, of
a CPB can be calculated according to the formulBdayfeld (1997). The radiation length at a given
point was calculated from the local mass densitpating to Fippel and Soukup (2004). When
comparing results with single spot MC simulatiomel(ding contributions from all physical
interactionss=14.1 MeV was seen to reproduce most accuratelggbeshape in water across the
considered energies.

It should be noted that the sum in Eq. 11 doehawee to be explicitly evaluated for each step alang
CPB. To see this, let us first consider a simpliftase where, = ¢ for all values ok. Then, Eq. 11
can be writterf? g2 (Az)2, wherep?” = 1™ + 2™ + ... + n™ is the sum of thexth powers of the firsh
integers, by some referred to as thvh degree snurkel of. We note thap?Z = ¢2_, +»? and, in

turn, thatn® = 2¢), — ¢, whereg,: = ¢! | + 9% andg? = ¢ | + 1. In the real case whedg
depends ok, Eq. 11 can similarly be written 8& (Az)2, wherey” = 1M02_, + 2602 _, + -+ +



n™03 for n>0 and 0 otherwise. Expanding this expressiohénsame way as the simplified case
gives

Wa =i+ Qyy -yl
121//}1 —y =2y = (2uh o ) H e Eg. 13
W =why +0n
Thus, to calculatg 2 at stem we only need the three valugs_,, 2w ! | —y? ), andy? | from
the previous step. In our implementation, thesekapt as temporary variables between steps so that,
usingo s (E, z,)% = w2(Az)? and Eq. 13, albys up ton=N are calculated using in totaN4ddition
andN multiplication operations. For large valued\ptthis is a considerable improvement compared
to the (\*+N)/2 addition and\N*+N multiplication operations required for explicitaduation.

CPB subdivision

To make the implementation as fast as possibleerahan calculating the dose contribution from
each spot in an energy layer individually, theltotatribution from all spots in an energy layer is
calculated simultaneously (Schaffner et al 199@foB: the dose calculation starts, the depth athwhi
any CPB first enters the patier, is found (Figure 1). The fluence map of energgitdin air at
depthzis obtained by convolving the spot weight map vaitGaussian function of variance
O'air(Ej,ZO)z, and the CPB weights are calculated by resampiedluence map according to the CPB
grid at this depth. From this point, the width atk CPB, given by its associated path-dependent
standard deviatiosy,, develops independently according to

owot(E,2) = \/JMS(E,Z)2 + 0,440 (E,2)% — 0,441 (E, 29)% + S Eg. 14

o0 in Eq. 14 is an empirical term added to the stethdaviation to account for a small difference seen
between the analytically calculated and MC simualdteam widths. The difference was seen for spots
of all energies in water at all depths except fiathie region close to the entry point. The meaneval
across the different energy spoeits0.21 mm, was used for all energies.

GPU implementation

A schematic overview of the dose calculation enggrehown in Figure 2. It comprises several
components, each consisting of a separate GPUgmgeferred to as a kernel function (KF),
implemented in the CUDA C/C++ programming langudgescriptions of the main KFs are given in
the following paragraphs. In addition, auxiliarydeas responsible for allocating and initialising
memory on the GPU; copying data between the CPUlen&PU; launching KFs; and calculating
additional input to the KFs, e.g. coordinate systeansforms, offsets, and number of calculation
steps for different energies. The auxiliary funesoun either on the CPU or on the GPU, where CPU
code was used where required by the API or forutations small enough not to benefit from running
on a GPU. It should be noted that none of the BBMmetric intermediates, (i.e. WEPL, mass
density, CPB depth dose, CPB variance, and fins¢dare copied between the CPU and GPU during
the whole computation. This considerably limits émeount of data transferred over the low-
bandwidth system bus, which is a common bottleme€PU programming. Due to their graphics
rendering legacy, GPUs are designed to achievepkesirmance when working with single-precision
floating-point arithmetic, and thus all (non-integealculations in the presented implementationewer
carried out in single precision. No part of thecastion where small errors would accumulate was
identified, and thus no difference in the biolodjicaelevant dose range is expected compared to a
double-precision calculation.
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Figure 2. Flow chart of the presented PB doseutation engineBlue boxes represent retrieval of input
data, memory allocations, and memory transfers pample boxes inside the shaded area marked
GPU represent the main KFs executed on the GPU.

Ray tracing and fluence map calculation

The first KF handles the ray tracing and is catiade for each beam direction. Threads are assigned
one per CPB according to their spatial layout sBEV coordinate system, and all CPBs are traced
from where the first one enters the CT volume temgtthe last one exits. For each step, the WEPL
and mass density is obtained from the local HUugholook-up tables in texture memory, and stored
in two separate arrays in global memory accordinipé spatial layout given by the BEV voxel grid.
This ensures coalesced memory accesses, meaniregliheent threads access adjacent memory
locations, in this and all following steps, whighriecessary to achieve good performance. It further
constitutes the implicit transformation from theigat to the BEV coordinate system for a given
beam direction. During the ray tracing, the stember at which each CPB enters and exits the patient
is determined by comparing the local HU with a shi@d value. Before the ray tracing KF finishes
execution, this information stored in global memtmype used in the subsequent calculation steps to
limit the amount of redundant dose calculatiorhia air outside the patient. The CT volume serving
as input for the KF is stored in 3D texture memaviiich allows us to take advantage of the spatial
layout and the free linear interpolation of thette® cache. After the ray tracing, a small KF ibech
which calculates the fluence maps at the entrytdaptl assigns corresponding weights to the CPBs.
Although this could be done individually for eaateggy layer, the CPB weights for all energy layers
of a given beam direction are calculated simultasioto ensure that the GPU is saturated.

DD scaling and CPB width calculation

Once the CPB weights have been calculated thefésé calculation is done per energy layer. A KF
calculates the WEPL-scaled IDD atgl (Eq. 14) at each step along the CPBs. As inpuKthéakes
the WEPL and mass density arrays from the prestess, as well as the CPB weights and the step
numbers of the first and last step inside the pgtes calculated by auxiliary functions. The sdale

-1
IDD values and values ¢f/20,,) , the latter compensated for the voxel width atgiven depth,



are stored in global memory arrays. If an approtionato dose to medium rather than dose to water
is desiredSrel in the denominator of the right-hand side aiaepn (8) is replaced by the local mass
density (Paganetti 2009). To avoid redundant catmuis in the computationally expensive KS step,
the status of the individual CPBs is checked aheatep. A CPB is considered live if it is inside th
patient, has not reached the end of its rangehasa particle number of at least one. The dose and
variance at steps where a CPB is not live are deitfo zero.

Kernel superposition

Before calling the KS KF, the BEV volume is dividiedio a large number ofy-tiles and a KF that
calculates the cut-off radius corresponding tolaingest value of in each tile is launched. To
ensure that the GPU is saturated, the KS is theiedaut simultaneously for all tiles in the BEV
volume that have the same cut-off radius. The K®r&¢hm used employs a scatter-based approach,
described in detail elsewhere (da Silva et al 20bSjead of the conventional gather-based approach
Briefly, the KF assigns one thread to each inpueVvand scatters the calculated results to the
neighbouring voxels in the output (rather thangrseg threads to the output voxels and gatherieg th
results from neighbouring input voxels). The adagetof the scatter approach is that for separable
kernels, such as the 2D Gaussian function, the ruoifikernel evaluations can be significantly
reduced, which in turn can speed up the calculatbmsiderably. However, to avoid having multiple
threads trying simultaneously to write to the san@nory location, a non-intrusive way of
synchronising the threads is required. This waseaeld by keeping the output from each tile in
shared memory and relying on the lock-step execwtfdhreads within a warp to reduce the number
of explicit synchronisations necessary. To allowlémp unrolling and compile time optimisations,
the KS KF was implemented as a template functiath tle tile cut-off radius, expressed as an
integer number of voxels, as the template paramesah call to the KS KF takes as input a list of
tiles with the considered cut-off radius and tleeirresponding IDD values and variance from the
previous steps, and outputs the corresponding diose in the BEV system.

Transformation to global dose grid

At the end of the dose calculation for each beawrcton, a KF analogous to the ray tracing KF
transforms the dose calculated in the BEV systeck imthe global dose grid. This is done by first
binding the BEV dose to 3D texture memory and ttagniracing along the dose gedetoordinate
whilst interpolating into the BEV dose volume amttlimg the contribution at each step to the global
dose grid.

Validation and benchmarking

Single spot validation

Single spot validation of the PB implementation wagied out by comparing the radial dose
distribution in water of three spots with BP depthg0, 131, and 220 mm, with the corresponding
MC simulations described previously. Additional Mitnhulations of the 131 mm range spot were
carried out after introducing 30 mm thick slabsnfand cortical bone perpendicular to the beam
direction from 50 to 80 mm depth in the water tafike results were compared to the equivalent dose
distributions produced by the PB dose calculatiogiree by comparing the spot central axis dose and
width along the path. The resolution of the dose gas set to 1x1x1 nthin all the calculations,
usingAx=Ay=Az=1 mm in the PB implementation.

Patient case validation

To evaluate the accuracy of the implemented ddseledion engine in a realistic setting, the
planning CT image and plan files for a represevea5.4 cmplanning tumour volume (PTV) skull
base case were obtained from the CNAO treatmemitecéhe plan employs two oblique beam
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directions of 38 and 45 energy layers, respectjiatluding a total of 6776 spots of 34-131 mm BP
depth in water. MC dose distribution as simulate&luka in accordance with Mairani et al (2013), to
be used as the ground truth, and a dose distribptieduced by the commercial Syngo PT Planning
VB10 (Siemens AG, Munich, Germany) TPS, to serva asmparison, were also provided. Syngo
PT Planning is based on the PB algorithm by Szymahkoand Oelfke (2002) and uses a double
Gaussian beam model. For both the provided dosgbdions, the resolution was 2x2x2 fim

which was also adopted for the dose calculatioh thié presented PB implementation, maintaining
Ax=Ay=Az=1 mm in the BEV calculation. The dose distributfozm the presented PB calculation
engine was evaluated directly against the MC grduutth by calculating the-indices according to Ju
et al (2008) for the 3% (of prescription dose)/3 (aistance to agreement) and 2%/2 mm criteria. It
was also indirectly compared to the dose distrisuiroduced by Syngo PT Planning by comparing
y-index passing rates. When calculating the pagsites, only non-air voxels (HU>-850) receiving at
least 10% of the prescription dose were considered.

Benchmarking

Benchmarking was carried out for the same patias¢ @s the validation. In addition, a plan for an
artificial target consisting of a cube of side Il#N$00 mm extending 100—200 mm below the surface
of a water tank was created following Fujimotolg2811). 20 energy layers were used to cover the
target and the calculation was done over a 256x256¥oxel dose grid of resolution 1x1x1 fm

with Ax=Ay=Az=1 mm (resulting in 128x128 CPBs). The calculatiores reported for the complete
plans are for all the calculation steps shown guFé 2 (including memory allocation, transfers and
deallocation, and the auxiliary functions not shpwowever, it does not include initialisation bkt
GPU and the time to read data into CPU memory fileerstorage medium, which can both be done
independent of the calculation. The per-energyrléigees reported do not include memory transfers
between the CPU and GPU, since in a setting whatepdose contributions are of interest it is
assumed that all necessary data, e.g. a 4D CT jraeg@vailable before starting the treatment. They
do, however, include the ray tracing and dose toamation steps, which would otherwise have to be
carried out only once per beam direction, and whidhe case of a single energy layer take up a non
negligible amount of the calculation time. The cédtions were carried out on an Nvidia Tesla K40
GPU with 2880 cores at a clock frequency of 875 MHz

Results

Single spot validation

Figure 3 shows the difference between the radis¢ distributions for individual spots as calculated
by the PB implementation and by Fluka. As expedtssl single Gaussian beam model cannot
account for the extended low-dose halo resultingnftarge-angle scattering events and nuclear
interactions. Since the laterally integrated ddssaah depth remains unchanged, this small
understatement of the dose to a large volume away the spot central axis results in a larger
exaggeration of the dose to a small volume closka@entral axis. Due to the larger number of
nuclear interactions, this behaviour is more prowed for higher initial energies, as can be seamn fr
the bottom panel of Figure 3. Still, the agreememtithin —1.1 to 5.3 percent of the reference max
dose for BP depths up to about 220 mm, and, dwisrsin the patient case validation, the overlap
between spots in a real treatment leads to a muaehles error in the total dose distribution.
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Figure 3. Difference between the dose for individymts as calculated by the presented PB impleatient
and by Fluka, as a percentage of the maximum dwseath spot. The contours show the MC dose, with e
line corresponding to 10% of the max dose. The 8fthts of the three spots are 70.0 mm (top lef), 2.8 m
(top right), and 219.6 mm (bottom), as indicatelack arrow heads.

Figure 4 compares the lateral dose distributiomscamtral axis doses for the spot of intermediate
energy in Figure 3, as calculated by Fluka angtksented PB implementation. In the case when no
slab is present, very good agreement is seen batieilateral distribution and central axis doséh w
the PB implementation slightly overestimating biotithe plateau region. The PB implementation
further accurately captures the spot charactesigtiboth the considered slab geometries, with the
central axis doses showing the same level of agratas for the water-only case. The difference in
lateral profile is slightly larger in the preserafeghe air slab, with the PB calculation considient
overestimating the spot standard deviation by aBdutnm downstream from the slab. A narrowing
of the spot lateral profiles near the end of theigda range, as seen in the left panel of Figyrevas
seen for all energies. This was assumed to becdparticles being scattered at large angles stgppin
earlier, and thus leaving particles close to there¢axis to travel further. In general, the spoése
seen to be widest 1-2 mm before the BP. In thenifBeimentation, this behaviour was mimicked by
ignoring the width calculation in Eq. 14 and insteaibtracting an amounts2_; from 2, for each
step beyond or containing the BRs2, ; = 35, Acgp/2, WhereSis the local relative stopping power
andAc3p is the increment of 2, just before the BP, was empirically determinedite a fair
agreement with experimental data.
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Figure 4. Lateral beam profiles (left) and cengrdb doses (right) for a spot with 130.7 mm BP Heptwater
passing though slabs of different materials in &ewtank. The slab materials are water (i.e. nb)skir, and
cortical bone, and the extent of the slab is ingiddy the vertical dashed lines. Upstream of khie all values
are expected to be equal, and for clarity only fi@tahe case of no slab is shown. Due to the keghl of noise
inside the air slab, MC data for this region is slebwn, which can be justified since dose to ajeiserally not
of interest in clinical dose calculation.

Patient case validation

2D slices through the centre of the patient dostidutions as calculated by Fluka and the PB
algorithm are shown, respectively, in the top andidhe rows of Figure 5. Qualitatively, the
agreement is good in the in the high-dose regiomalfoviews. The PB dose shows fewer sharp details
(e.g. in the axial slices) and, as expected, thhedose region is smaller for the PB dose calcutatio
(e.g. in the coronal slices). The bottom row ofufeg5 shows theg-index map of the test case. Due to
its higher detail content, only the map correspogdo the stricter 2%/2 mm criterion is displaygd.
indices below one are seen for most voxels, wigh éxceptions mainly found close to air cavities or
bony anatomy. The 3%/3 mm passing rate for thelg&ithm was 99.2%, decreasing to 96.7% for
the 2%/2 mm criterion. The same passing ratedhfoclinical dose calculation produced by Syngo
were 99.0% and 96.8%, respectively, indicatingmwilar accuracy in the high- and medium-dose
regions.
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Figure 5. Sagittal (left column), coronal (centalumn), and axial views (right column) of the meiece
clinical case. The colour washes show the MC dugerow), PB dose (middle row) and the 2%/2mindices
(bottom row) for each view.

Benchmarking

The calculation time for the patient case was 8&tnds, with individual energy layers (excluding
memory transfers between the CPU and GPU), takétgden 2.2 and 6.4 ms to calculate. The same
numbers for the cubic target in water were 0.143ds for the full plan and 5.9—-13.0 ms for

individual energy layers.

Discussion

The measured agreement between the presented RBniengation and the reference MC code is
very good and comparable to that of a TPS in dinise. The accuracy indicated by fhadex

passing rates should be sufficient for applicati@ugiiring on-line monitoring of dose conformitydan
detection of hotspots or interplay effects. Howeteey-index is a poor measure of agreement in the
low-dose region, where a single Gaussian doesawotately account for the long-range, low-dose
halo. Further, as indicated by Figure 3, the agesgwith MC simulations is worse for higher beam
energies, meaning that for plans with deep-seatedurs the-index passing rates might be slightly
lower than presented here. Although the single 8andeam model is still used clinically (and much
of our clinical experience is based on it), duéh®above reasons, the trend is for TPSs to move
towards more complex (e.g. multiple Gaussian) nodehatural extension to the work presented
here, with the aim to improve the accuracy in twe-tlose region, would thus be to implement the
nuclear interaction correction introduced by Sou&tipl (2005). Provided that the parameters for
such a correction can be obtained, it can be impiteed by carrying out a second calculation stage
for the ‘nuclear’ CPBs, reusing the same workflaxdascribed in Figure 2 (without the need to
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repeat the memory transfers and ray tracing stdm kernel radii required for the nuclear corrattio
are estimated to be about three times wider thasetbised for multiple scattering. However, if we
follow Soukup et al (2005) and use only one nucelaB per treatment spot (and thus, in our case, let
Ax=Ay=3 mm for this step), the CPB grid spacing growssymilar amount, making the
computational burden per CPB of the KS equal tarthétiple scattering case. Using=Ay=3 mm
further reduces the number of CPBs needed foralwilation, and hence the overall computational
burden, by a factor of 9. We therefore estimatg #walong as there is enough work to keep the GPU
saturated, including a second Gaussian to accounutlear interactions would add roughly 10% to
the presented calculation times.

As expected from an analytical algorithm, the pnéseé dose calculation engine is substantially faste
than MC simulations: ignoring the difference indwaare, the calculation time for the clinical case
presented here is two orders of magnitude, or nsti@ter than what is reported for GPU MC codes.
The simplified MC code by Kohno et al (2011), whishhe fastest reported, required 19 and 130
seconds, respectively, to calculate the dose (frembeam directions) for head and neck cases with
PTVs of 11.8 and 214.5 émAssuming that these calculation times scale BiftU performance and
correcting for the estimated difference of 4.9 8n#48 cores at 1150 MHz compared to 2880 cores
at 875 MHz), this corresponds to their code reqgitd8 times longer for a PTV of 0.2 time the size o
120 times longer for a PTV 3.9 times the size. plesented calculation times compare favourably
also to the partial GPU implementation of a PB atgm by Fujimoto et al (2011), where the
computationally intensive KS step alone runs orP&GThey reported a calculation time of 0.41
seconds (which was in turn faster than the cormdipg CPU implementation) for the KS step of the
deepest energy layer of the cubic target test egsen using a dose grid resolution of 1x1x13nm
The base performance of the GPU used in their studgtimated to be 3.7 times lower than the one
used here (480 cores at 1401 MHz compared to 28&3 @t 875 MHz). Sitill, the 0.14 seconds
reported here to complete all steps of all 20 gnkrgers of the plan (or 13.0 ms for the deepest
energy layer excluding memory transfers) makegpthsented implementation substantially faster,
also when taking into account the difference in Gietformance. We attribute the difference to the
novel, scatter-based implementation of the KS (tle 8t al 2015); to the fact that the presented
calculation engine was built from scratch to suit GPU architecture; and to all parts of the engine
running on the GPU. The last point means that ratt@ having to copy the BEV intermediates
between the CPU and GPU for each energy layere threskept in GPU memory throughout the
calculation. Together, these points also ensutectilaulation times will continue to decrease wita
development of new hardware with an even higheradegf parallelism.

The price of using an analytical algorithm compatieed MC calculation is lower accuracy in
heterogeneous volumes. A full MC code is expeaegproduce exactly the gold standard and,
although the GPU MC codes discussed above all gngalme level of simplification, they are
assumed to produce higheindex passing rates than the presented PB impleti@m This is
especially true for the code implementing realistteraction models (c.f. Jia et al (2012b)) whikh
also the slowest. Further, the use of a single Sanveam model in the presented implementation
results in less information in the low-dose regidonetheless, the accuracy of the presented PB dose
calculation engine is deemed sufficient for themuted ART applications. With a typical time
between energy layers or spills of between 0.13seconds, the calculation times per energy layer
should also be short enough for on-line dose catlicur (with time to spare for dose mapping and
other necessary steps in an ART application). #e ¢he delivery time of an energy layer is longl an
the delivery therefore spans several motion phasagral calculations would have to be carried out
per energy layer. In this case, the reported perggnlayer times should be regarded as upper limits
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for the partial calculations, and it is clear ttisse are well below the period of any motion tioatld
reasonably be compensated for. If even shorteuledion times would be required, however, and a
reduction in accuracy can be tolerated, the PBrigtgo could be replaced by a ray casting algorithm
(Schaffner et al 1999). Ray casting algorithms natystly on the same steps as PB algorithms, and
could thus be implemented reusing many of the corapts presented here, but circumvent the need
for the expensive KS step, which should considgrabbrten the calculation time.

A drawback of calculating the dose contribution @eergy layer rather than spot by spot is that the
calculation engine cannot be used in conventiolzal pptimisation, where knowledge of the dose
contribution from each individual spot is requirédthough this does not directly affect the intedde
application in ART systems, a fast calculation eeguitable for use in plan optimisation might be o
interest. The per-spot contribution to the totadedoould be calculated using the same approach as
presented, simply by assigning each spot its owerlgy layer” (c.f. Figure 2). However, to obtain
better performance, the existing code would likedye to be reworked to suit this purpose. The
performance increase when calculating the dosempengy layer compared to per spot stems from the
lateral overlap between spots. This means thawvdight of each CPB is the sum of contributions
from several spots which would otherwise have meguone CPB each (Schaffner et al 1999). By
estimating this overlap we assume that calculdtiegper-spot dose contributions would increase the
calculation time by a few tens of times comparedhat has been presented here. However, if the
dose calculation for optimisation purposes doegemtire as high resolution, the increase in
calculation time could potentially be mitigatedlbwering the resolution. The computational load of
the dominating KS step scales wii\x)?(Ay)?Az)~!, and thus, provided that there is enough work
available to saturate the GPU, going frarFAy=Az=1 mm toAx=Ay=Az=2 mm could decrease the
KS calculation time by a factor of 32. More exaijimisation tasks, such as for intensity-modulated
passively scattered proton therapy (Sanchez-Paacetial 2014), where entire fields have to be
recalculated in each optimisation cycle, might clisebenefit from the short calculation times oéth
presented calculation engine.

We have identified two additional implications rkg from the per-energy layer calculation in
conjunction with our choice of coordinate systeinsti-the particles contributed by a spot to CPBs
away from the spot’s central axis when enteringaigent, will be transported along the centralsaxe
of other spots, and thus diverge slightly from plaeent spot direction. The resulting lateral sisift
proportional to the longitudinal distance fragi.e. the depth inside the patient) and the latera
distance from the spot centre, and inversely ptapual to the source distance. Therefore, it mainly
affects the end of the beam range and the smathiveontributions found far away from the spot
central axis. Even for these, however, the effeat amall; the maximum shift for any contribution in
water ranged from 0.15 mm to 0.55 mm for spots @¥fthmm and 319 mm BP depth, respectively.
Second, since away from tkexis the CPBs are not perfectly perpendiculah&xy-plane (Figure

1), an effective tilt of the kernel will be introded when performing the KS (Sharpe and Battista
1993). The resulting longitudinal shift is proportal to the distance between the contributing CPB
and the receiving voxel and to the distance betwleecontributing CPB and tlzeaxis, and inversely
proportional to the source distance (which, in gehés considerably larger for proton than for
photon RT). Therefore, analogous to before, theceft largest at deep depths (because of larger
associated,) and for the small dose contributions at the t@iilthe Gaussian kernel. The largest
shift among CPBs of a 200x200 rhfield was still limited to between 0.10 and 0.56rfor ranges

of 30 to 319 mm respectively. Although the effecboth these shifts were considered small enough
to ignore, it is noted that employing the coordinggstem introduced by Lu (2010) limits the
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effective kernel tilt at the expense of more comm@gpressions for the voxel volume and the
coordinate transformations.

Although the focus of this paper has been on dakmikation for PBS systems, it is worth noting that
the presented dose calculation engine could, witltommodifications to the beam model, be used to
calculate dose for passively scattered protonsil&ig a fast dose calculation engine for heavier
ions, such as carbon, could be built using the saangonents as presented here, with the addition of
one or more components for biological equivalerstedealculation.

Conclusion

We have developed a fast, GPU-based proton dosealabn engine, employing the widely used PB
algorithm, for use in on-line dose calculation. Baepresentative skull base case, the calcultitien
was 0.22 seconds on a single GPU, with individnakgy layers taking 2.2—6.4 ms to calculate. The
y-index passing rates of the resulting dose didfiobs matched those of a commercial treatment
planning system. We conclude that dose calculatimg the PB algorithm can be made fast enough
for on-line ART applications whilst maintaining thecuracy of current clinical systems.
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