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Abstract—This paper deals with the recursive filtering problem for to its robustness against parameter uncertainties as well as external
nonlinear time-varying stochastic systems subject to possible measure- disturbances, thél. filtering has captured an ever-increasing interest
ment outliers. In order to mitigate the effects from possible abnormal —j, qth theoretical research and engineering applications, especially
measurements, we construct a filter with a saturation constraint imposed . . o . . .
on the innovations where the saturation level is adaptively determined [N the occasions when the statistical information of the disturbances
according to the estimation errors. Two performance indices, namely, is not available. So far, a rich body of literature has been available
the finite-horizon Hoo specification and the envelope-constraint criterion  on the H, filtering problems and a number of techniques have been
with a prescribed probability, are put forward to describe the transient exploited that include the linear matrix inequality (LMI) approach,

characteristics of the filtering error dynamics over a specified time . . .
interval. The purpose of the addressed problem is to design a filter the Riccati equation method and the game theory strategy. Note that,

capable of guaranteeing both the finite-horizonH . performance index i practical engineering, most systems are inevitably subject to time-
and the probability-guaranteed envelope-constraint. Sufficient conditions varying parameters. Consequently, the. filtering problems for

af‘i_ d_eri\t/?d folf th?h eXiStFe_”CEI?l of thf;‘“ dfis"t?d filter via ?eftai” CIO“‘_/eX time-varying systems over a finite horizon have drawn much research
e e P e i attenton, see e.g. [10] for Some recent result. |
As far as the nonlinear systems are concerned, the corresponding
H filtering problem has been garnering a growing interest in recent
years [11], [21], [22]. For instance, thH ., filtering problem has
been investigated in [22], where the underlying complex network is
modeled by nonlinear functions constrained by known sector bounds.
I. INTRODUCTION In particular, for general nonlinear systems, the existence of the
ég?spondingHoo filter can be cast into the solvability to certain
milton-Jacobi equation (HJE) or Hamilton-Jacobi inequality (HJI)
]. Unfortunately, the technical difficulty in solving the HJE or HJI
gely hinders the obtained results from being extended or applied.
; such, some attention has recently been drawn to nonlinear filtering
gblems based on the traditiondl., framework. A quintessential

Index Terms—Nonlinear systems, measurement outliersH - filtering,
envelope-constraint in probability, finite-horizon filtering

The past several decades have seen a surge of research int
on the filtering problems for stochastic systems and a multitude f
filtering techniques have been reported in the literature, see e.g. f%
[5], among which the celebrated Kalman filtering (KF) algorithm hi%
been playing a crucial role in the research areas of signal proces

and stochastic control [12], [23], [31]. The KF algorithm serves as . . .

optimal filtering technique in the sense of least mean squarletar example is that, by borlrowmg. the |de§ frgm EKF, the .exFended
models withGaussianmoises. Note that the performance of the stan[-{o<> filter has been dg&gned in [11] with its structure similar to ,
dard KF algorithm would be significantly degraded when the systere extended Kalman filter. Nevertheless, to the best of the authors

parameters are not perfectly known and/or the statistical informatiléﬂowledge’ the finite-horizonfo f||_te_r|ng problem for gene_ral .
onlinear systems has not been sufficiently examined yet, which still

of the external noises is unavailable. Accordingly, alternative filterin ) hallenai hi
approaches have been proposed to cope with the systems subj INs as a challenging research 1Ssue. . __
n another research frontier, the envelope-constrained filtering

to uncertainty, nonlinearity and/or non-Gaussian noises. Exampl . ; )
4 y L CF) algorithm has recently stirred some research interest. The ECF

include, but t limited to, th bust KF algorithm [27], th ; : . o .

|enxct :n (;aed }Li Fez::Kr';()) mlerm c()ed [106 N k?e r:etlf\?alued ?“%;rilngn;tr[ate]gy @Igorlthm aims to confine the output of filtering error (stimulated by

and theH.. filtering scheme [22]' specified input) into a prescribed envelope that is determined by
o X the desired output and the tolerance band. The ECF technique can

It is worth mentioning that, different from the KF algorithm which,_. . S - . - . .
. ; S find wide applications in a variety of engineering areas ranging from
provides the optimal estimation in the sense of the least mean square

the H., approach aims to minimize thE, criterion quantizing the sighal processing tp digital commu_n_lcatlt_)ns [8].’ [10]. Up to now,
. L several methodologies have been utilized in the literature to deal with
effects from the external disturbances to the estimation errors. Dyée ; o .
thé envelope-constrained filtering problems and some representative
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hasbeen devoted to the investigations of filtering/estimation issuegerex; € R"*, y, € R™ andz, € R represent, respectively, the
subject to outliers, and several approaches have been proposed dfzstem state, the measurement output and the signal to be estimated,;
can be categorized as follows. Within the Kalman filtering frameworlw,, € 12([0, N];R™*) and v, € I2([0, N];R™) are the disturbance

the state estimation problems have been solved in [14] where ihputs;wy; € R is a white Gaussian sequence witw;} = 0 and
proposed algorithms are robust against the outliers. Recently, v} = o?; By, Di, Ex and Ly, are known time-varying matrices
moving horizon technique has been adopted in [1] with the purposewaith appropriate dimensions; and the nonlinear functigiisy),
estimating the states of LTI systems in the presence of measuremgnt,) and h(xx) in system (1) are known and analytic everywhere
outliers. An observer has been designed in [2] for LTI system withver the finite horizorj0, N]. Without loss of generality, we assume
measurements subjected to outliers whose effects are mitigatedtligt the output, is a scalar so as to avoid unnecessarily complicated
introducing a saturated output injection. It is worth mentioning thapresentations, and the case whgns a vector can be easily handled
however, when thaonlinear time-varyingystems are concerned, theby applying the developed scheme.

corresponding results have been very much scattered, not to mentioDenotingjx £ g(&x) andry £ yx — 4, the filter to be designed

the case where thenultiple performance requirements (i.ef.- in this paper is of the following form:

specification and envelope-constraint) are simultaneously considered
in a unified framework. It is, therefore, our aim in this paper to deal
with the identified challenges by launching a major study on the so- = FyZy + HpSats, (%), Zo=0 2
called envelope-constrained .. filtering problem. . . Con g .
_ The main contributions of this paper can _be highl_ighted as follow\é\{zzrti :t?o:(;zlr?:;i; rg:ﬁg;r?zt;,fc C§|.|)O\.NI§Z v R7vin filter (2) is
i) The model of the system under investigation is comprehensive

ZTp41 = FrZi + HipSato, (yx — Jr)

which is described by general nonlinear stochastic time-varying dif- Satfyl,f (m)
ference equation. ii) In order to mitigate the effects of possible mea- Satﬁfk) (rk)
surement outliers, a mechanism of saturating innovations is adopted Sato, (1) = .
where the adaptive saturation level is recursively determined at each :
time step according to previous filtering errors. In comparison to Satﬁr’ly)(m)

those saturation mechanism with fixed levels, the proposed dynamic%leresat(l) (ri) £ sign(r?) - min {|7“;(f)| o} with r® denoting
Ol : . ) .

level can be adjusted adaptively along with the filtering a(:curat 1-th entrv of th i Note that th turation level. i
and provide better performance. iii) To characterize the transient '~ entry of the vectorr;. Note that the sallration leves, I

performances, two indices (i.eH~ specification and envelope- tlme-\{arying which is dete.rmilneddaptivelyat each time step by the
constraint in probability) are defined over a finite horizon to depié?”owmg difference equation:
dynamical behaviors from different perspectives. iv) The proposed o1 = Aok + (yr — 9x) T Re(yr — O1) (3)
algorithm is capable of guaranteeing the envelope-constraint with a
predetermined probability (rather than the usual 100% confidenc@jlereA € [0,1) and Ry, is a predetermined positive definite matrix.
Such a probabilistically design method could provide much extraRemark 1:In filter (2), a purposely designed saturation function
flexibility by relaxing certain stringent yet unnecessary performanée @dopted to mitigate the effects from possible measurement outliers
constraints in real-world applications. by constraining the innovations (i.e., the differences between the
The rest of this paper is organized as follows. Section Il formdheasurement and estimated outputs) fed to the filter. It is worth
lates the probability-guaranteed envelope-constraified filtering mentioning that, different from those existing literature concerning
problem for discrete-time nonlinear system subject to measurem&auration phenomenon where the saturation level is always assumed
outliers. The main results are presented in Section Ill where sufficidft e fixed [7], in this paper, we employ the iterative function
conditions for solvability of the addressed filtering problem are givel$) to determine the saturation leve}, by making use of the
in terms of recursive linear matrix inequalities (RLMIs). Section [Vnhovation information at corresponding time step. In specific, it is
gives a numerical example and Section V outlines our conclusionS€en from (3) that when the innovation becomes smaller at time
Notation The notation used here is fairly standard except wheféep k (i.e., the estimation error becomes smaller), the saturation
otherwise statedR™ denotes then-dimensional Euclidean space,|9Ve| or+1 Will become lower which indicates that the corresponding
1, denotes am-dimensional column vector with all ones, and constraint imposed on innovation at time step- 1 will be more
0, denote the identity matrix and zero matrix ef dimensions, stringent. By introducing such a mechanism, the saturation level can
respectively. The notatioX > Y (respectivelyX > Y), where Dbe adjusted adaptively along with the filtering performances and the
X andY are symmetric matrices, means th¥t— Y is positive corresponding superiority will also be shown later in the simulation
semi-definite (respectively positive definite). The superscript “T@xample.
denotes the transpose. For a vector [|a|2 = o%a and for a  For brevity of presentation, we denofg.(-) = Sat,, (-). Then,

scalarb, |b| denotes the absolute value bf diag{F}, F», ..., F,} according to [26], there exists a diagonal matNix satisfying0 <
denotes a block diagonal matrix whose diagonal blocks are givn < I such that
by Fi, Fs,..., F,. The notationdiag, {A;} represents the block _ T _
diagonal matrixdiag{A1, As,..., Ay} {and}coln{:ci} denotes the (6r(re) = M) (u(re) = i) <O @
column vector[z{ =3 ... zr]". whereAy, £ diag{o1x, 02k, - - -, On,k} With 0 < gix < 1.
Remark 2:1t should be mentioned that in most existing literature
Il. PROBLEM FORMULATION using the similar techniques to deal with saturation phenomenon, the
Consider the following nonlinear system defined on the horizdnatrix A, has been assumed to be fixed since the saturation level
[0, N]: is fixed. In this paper, however, it can be known from (3) and (4)

that A, should be appropriately selected to be a time-varying matrix

i1 =f(2k) + Brp + (h(xr) + Eipi ok as the saturation levet, is time-varying. Actually, the value of the
Yk =9(Tk) + Divi (1) time-varying A;, should be determined according to both values of
2k =Lrxk o, andry at the corresponding time step.
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By using Taylor's expansion formula, we have system. Specifically, on one hand, thk. requirement in (7) is put
. A . forward to depict the robustness against the disturbances over the
Fok) = f(@r) + Pr(wr — Bk) + By Dpre(wn — ) time interval [0, N]. On the other hand, the envelope-constraint in
g(xr) = g(@k) + V(e — E) + LgpAgr(Tr — &) (9) is proposed to confine, at each time skefthe output estimation

h(zr) = h(2) + Ui (zp — 2k) + ShelAne(ze — 2,)  (5)  error within certain prespecified band (described by the desired output
) ) and tolerance band). It is worth mentioning that, although both

where D¢y, Lgr and Ly are know_n s_callng matrices\ sk, Agr requirements are proposed to describe the transient characteristics,
and Ay, are unknown matrices satisfyifgA x|l < 1, [Agll < 1 they actually reflect the filtering error dynamics from different facets.

and [An[| <1, and @y, ¥; andIl; are computed as follows: The Ho, criterion concerns the disturbance attenuation level dver
Dy — af T — g o — oh whole time intervall0, N], whereas the envelope-constraint regards
AR S PR P oxlecs, T Oz lazsy the dynamical behavior of the filtering errat each time instank.

Remark 3: In (5), the terms ;A si (2 — 1), Sorlgn(@s — Remark 5:1n real-world applications, it is usually impractical,
. ' ’ gk=gk 4 . . . . . . . .
&%) and Sue Ak (2x — &) account for the truncation errors due tOlf not impossible, to achieve the desired objectives with 100%

the neglected higher order terms in the Taylor series expansioncgfifidence. Moreover, in engineering practice, it is unnecessary in
the corresponding nonlinear functions. Alternatively;y,, A, and many situations to require the performance indices to be satisfied with
. VANS

Anp can also be illustrated as uncertain terms that are employpPability 1. For example, the missile navigation/control §peC|_f|ca-
to describe the modeling errors in the matrices, ), and Il tion might require that the standard deviation of the missile’s altitude

respectively. Moreover, it should be pointed out that the adoption Bf0" should be less than 10 meters with an 80% probability. This
A, Age and Ay, will inevitably induces certain conservatism since!Ves 1se to the so-called probability-guaranteed design issue whose
the original nonlinear system is replaced by an approximated Onethectlve is to attain the performance with a satisfactory chance [28].

the filter design. Nevertheless, by appropriately choosing the scalffigcerdingly, instead of proposing the performance index with a hard
matricesX 1, X,k and X, we can largely reduce the conservatisnipoUnd [10], [18], in this paper, we aim to design the filter ensuring
of the proposed linearized model as well as the corresponding filteritigtt the specified output, is confined in the envelope band with
approach. The readers are referred to [6] for a rigorous justificatiGhi@in Pre-determined probabilify

of the validity of such a representation for the linearization error.

By denotingey, £ z) — 21, we acquire the following filtering error HI. MAIN RESULTS

system: The following lemmas are useful in the establishment of our main
results.
Cht1 :f(l’k):F Bypi + (h(zx) + Erpir)w Lemma 1:(S-procedure [4]) Letho(),401(-),. . .. (-) be quadrat-
— Fr@p — He¢r(rr) ic functions of the variable € R™: 1;(s) 2 <" X, (j =0,...,p),

where XjT = Xj. If there existe; > 0, ..., ¢, > 0 such that

=f(Zk) + Prer + XA prer + Brpk 6
) Xo — >0, €;X; <0, then the following is true:

+ (h(&k) + Hrer + Spplnrer + Erpr)wi

— Frdi — Hepr(rr) Y1() <0,...,¥p(c) <0 = 2o(s) <O0.
Zk =Lrer Lemma 2:(Schur Complement Equivalence) Given constant ma-
We are now ready to give the main objectives of this paper. It f§ces Si,S2,S3 where S = S and 0 < S; = 83, then
our aim to design the filter parametefs and Hj, in (2) such that Si1 +S3S; 'Ss < 0 if and only if
the following tv_vg rgqulrements are met simultaneously: ~ S ST 0 o Sy S 0
R1: (H specification Giveny > 0 and I' > 0, the outputz, of S; -8 ST & :

the filtering error system (6) satisfies . .
9 y ©) Lemma 3: [25] For any known matrixG > 0 and vectorb with

appropriate dimensions, an ellipsoitlis defined by
B2 {z|(z 06z —b) < 1}

T
for any nonzerct, £ [ Le  vn ] # 0. where z is a random variable. If, for any gived < p < 1, the
R2 : (Envelope-constraint in probabilitp) Under zero-initial condi- following inequality

tion, with the following input "
E{(z—b) g(z—b)} <1-p

N N
STE{IZNPY <97 lI€)? +4%€s Teo (7)
k=1 k=1

. 1, k=0
& = {07 l<k<N () s true, then we have
the corresponding outpdf, of filtering error system (6) achieves Flz By =p.
P{|z, — ox| < xx} > P (9 A TheH.. specification

where0 < p < 1 is a prespecified constant, apgd andy, stand For the convenience of subsequent derivation, we first give the
for, respectively, the desired output and the tolerance band of flelowing denotations:
output estimation errog;.

Remark 4:For the time-varying nonlinear filtering error system

1
Uk 5(/\1@4-[), Dy2[0 Dy ],

(6), we are naturally interested in the transient behavior over a Z£[0 0 0 0 0 O I ],
_spe_cmed_ time |nterval._ As_ a result, in this paper, two performance G & [ 0 I Dp 0 0 Sy 0 ] 7
indices (i.e., theH, criterion and the envelope-constraint) are de- . .

Y = Agrer, Ok = Anger,

fined over the finite horizof0 N] to reflect the time-varying manner
and characterize the transient dynamics of the addressed nonlinear ok 2 Agrer,  or 2 dr(ry),
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Ck = [ 1 6;5 }T :IE{ (fk"?k + wkilknk)TPk+1 (fknk + wk;lknk)}
T
where all the entries 0 anfl (namely, zero matrices and identity ma- = Gk PiCi
trices) in the matrices throughout the paper are of suitable dimensions =ny (kaTPkak + aszEPkHBk)nk
unless §tatt_ed otherwise. _ — pFdiag{P,0,0,0,0,0} 7. (19)
The filtering error dynamics (6) can be reformulated as
. . . N Adding zero terng] 2, — 2L €x — (BF 21 —v2€L €4) to both sides
Chr1 =JuCk + Brpr + X0, — Hr g of (19) yields
+ (hiCr + Shid + Brpur )w (10)

Ag 4 2 21 — V2 En €k — (Br 2k — 72 Ex Ek)

Zr =L1Cr )
=Dk + (LeCr)" LaCe — mediag{0,771,0,0,0, 0}
where ZT - 2,T
. 0 0 0 — (2K 2k — 7" &k k)
fio & 3 . , hi 2 : =Ay, + nediag{LE Ly, —* .
Ji {f@w—ﬂm m] “ | h@) e | B+ mediaglly Ly, =971,0,0,0, Oy
N 0 . 0 . 0 — (% 2k — 7 6k &)
S 2 D S , B2 , T& T~ 2.7
pIFF Shk By, =1 Qe — (Zk Ze — 7 &k &) (20)
ﬁké{ 0 ] Eké{ 0 } £2l0 L] Whererisdefinedin(l3). o .
Hy, Ej, On the other hand, bearing in mind the definitiondefand noting
Next, defining a new vectar, by [Askll <1, we obtain
T T AT T
me[ & oF o o el )" Ok = ek Brrlwen < ex e =
= [ 1 ef & 9T oF pF of ]T7 which can be equivalently expressed by
we further express the filtering error dynamics in the following M Qaemr < 0 (22)
compact form: _ - where. is defined in (14).
Crt1 = funi + wihine (11)  Similarly, it is inferred fromdx = Anker, pr = Agrex (With
Zr =L Ck lALk] < 1 and||Agx|| < 1) that
where e Qorne <0, 1 Qame < 0 (23)
fe2 [ fe Be Spe 0 0 He], Be2[ B 0], where(,, and (s, are defined in (15) and (16), respectively.
he 2 [ & 0 S 0 0], &2[E, 0]. Let us proceed to deal with the saturation functign It is known

from (4) that
In virtue of the RLMI approach, the following theorem presents

a sufficient condition for the filtering error system (6) to satisfy the (66 — Ari) T (¢ — k) <0 (24)
required . performance specification. , which, by noticingU, 2 (A, + I), can be equivalently described
Theorem 1:Lety > 0, I" > 0 and { F%, Hx }o<r<n be given. If by

there exist a sequence of positive definite matri€€% }o<i<n+1

with P, < 4T (I' £ diag{0,T'}), sequences of positive s- bk bk — i Ut — 73 Uy ¢k + 7 Mg < 0. (25)
calars {71k, T2k, T3k, Tar fo<k<n, @ sequence of real value scalars |, .o easily known that

{&k}ogng such that

L

4 Tk =Yk — Uk
O 2 Qp — ZTiink — ek <0 (12) =9(%x) + Yrer + XgrAgrer + Devie — g(k)
i=1 =Wrer + Egkpk + Dy
where =Gk (26)
) gy 3 27T 7
Qi 2fi Posrfr + o hg Pogiha where gy, is defined previously. Consequently, (25) can be described
+ diag{—Ps + L} Lx,—+"1,0,0,0,0},  (13) by
Q. £diag{0,—1,0,1,0,0,0}, (14) ne diag{0,0,0,0,0,0, I}k — e Z" Ur g
Qo £diag{0,—1,0,0,1,0,0}, (15) — ngngUgInk + nkTng.Akgknk <0 (27)
QSk édlag{ov —I7 07 07 07 Iv 0}7 (16) or, equivalently,
Q4k édiag{07 07 07 07 07 07 I} TQ <0 (28)
~ - ~ - Ni 34k =
— T"Ukgi — Gr UL T + G2 A, an "
Qo Adiag!— + A%, 0,0,0,0,0,0 where(; is defined in (17). .
. la%i U'f“ 7k } From the constraint (3) imposed on the saturation level, we have
+ gr Rigx, (18)

Oks1 = Aok + (yk — Gk) " Re(yx — k)

then the desired?, specification defined in (7) is achieved.

(11) that

Proof: Defining Vi, £ ¢ PyCx, we have along the solution of Which, in terms ofn;, can be expressed by
i (diag{—0oks1 + Aow, 0,0,0,0,0,0} + Gr Rigr) e = 0
A =E{Vis1|ne} — Vi or, equivalently,

=E{Cr1Prs1Cerr } — i Prcr Mk Qo = 0
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where Q.. is defined in (18).

According to Lemma 1, under the conditions of this theorem, w,
obtain , < 0. Subsequently, summing up both sides of (20) wit

respect tok from 0 to N leads to
N N B N
Z Ay = Z M eme — Z E{zZ % — 76 &} (29)
k=0 k=0 k=0

or,

M=

N
E{JIZel*} = > 7 lléx]?
k=0

k=0

N
e Qenie — Z Ay,

M-

k=0 k=0
N

= Z UkTank - 77%+1Pk+177k+1 + 19 Pomo. (30)

k=0
Noting thatQ; < 0, Px41 > 0 and Py < ~°T", we arrive at

N N
D E{IENPY <Al + e Teo (31)
k=0 k=0

which indicates that thél., specification is achieved. The proof is
[ |

now complete.

Remark 6:Theorem 1 provides a sufficient condition for the
addressed filtering problem such that the output estimation erro
satisfies the prespecified disturbance attenuation level. By virtue of’

set of recursive linear matrix inequalities, the requitéd, criterion
can be guaranteed if the proposed set of RLMIs is feasible.

B. Envelope-constraint in probability

Before carrying out the analysis on the envelope-constraint with a
desired probabilityp, we first propose the following lemma that will

be playing a vital role in the establishment of our main results.

Lemma 4:Let the filtering parameter§Fy., Hi }o<k<n be given.
If there exist a family of positive definite matricd€);. fo<r<n+1,
sequences of positive scalafs:r, €ak, €3k, €4k, €5k fo<k<n and a
sequence of real value scalaf8i }o<r<n satisfying the following
recursive linear matrix inequality:

En  F atr
* —Qpy1 0 <0 (32)
* * —Qrt1
where
_ 5
Ek £ — diag{1,0,0,0,0,0} — ZijEjk — BrZok,
j=1
T 2| flan) — Frix + Bl 9101
Spe 00 —Hp |,
I é[ h(fk)+E~k§g My©r 0 Xy 0 O }7
%é[Dk&i U0, 0 0 Xy 0}7
Br2[ By 0], Ex2[Ee 0],
a

2q =diag{-1,1,0,0,0,0},
ok 2diag{0, —O} O, 1,0,0,0},
Zar 2diag{0, —O; ©4,0,1,0,0},
Zai 2diag{0, -0, ©4,0,0, 1,0},
Zsk 2diag{0,0,0,0,0,}
I Us%, — 9T UL T + 9T A%,
I£[0 0 0 0 0 I],

h

ok édiag{—ak+1 + )\O'k, 0,0,0,0, 0} + gnggk,
fRen the following inequality holds for alt € [0, V]
E{(zx — &) Qy "(wr — &)} < 1. (33)
Proof: Applying input&;, to filtering error system (6) leads to
ek+1 =[f (k) + Prex + X + Brpik
+ (h(&k) + Hrer + Snrlr + Erpur)wr
—Fki'k —Hk¢k« (34)

The rest of the proof is conducted by induction. First, wkes 0,
it is inferred from the zero-initial condition angéy, = 0 that

E{(zo — &0)" Qg ' (w0 — £0)} < 1. (35)
Next, assume that the following inequality holds at the time &tep
E{(zr — 2x) Qp (i — #1)} < L. (36)
Then, we only need to demonstrate that, at time gtep 1, under
the conditions given in this lemma, the following inequality holds:
E{(zkt1 — &rt1) " Qppr(Ths1 — Erg1)} < 1. (37)
To this end, since (36) is true, we have from [13] that there exists
a vectorgy, satisfyingE{q{ ¢z} < 1 such that

Tk = Tk + Onqs (38)

bBere@;c is a factorization ofQ (i.e., Qx = 0,07).
y using (38), the filtering error dynamics (34) driven by the input
&, can be described by
ert1 =f(&r) + PrOkqr + Biép
+ (h(@k) + kOkqi + Shibr + Erél)wr
— Frdy — Hi ok (39)
which can be further expressed as

ekt+1 = Frhr + Hwiy (40)
where
a 0% & pr ok

1"

271
Consequently, we have
E{(xhs1 — #r11) " Qtr (Thsr — Ep1)}
=E{(Frtr + %cwk¢k)TQ;i1 (Frtor + Hwrr) }
=P F1 Qi1 Tt + VL I Qi Ak
=i (Fi Qi1 P + A Qiir ) U
Similar to the proof of Theorem 1, we have frdﬁ{ngk} <1
that

(41)

E{ngngk} <0.

It is not difficult to infer from ¥, = ArOrqr and||Asx]| < 1
that

(42)

ik = qi Ok AT A rkOrar < g1 O Oar (43)
which can be equivalently expressed as
Y Saxth < 0. (44)
Moreover, along similar lines, we acquire
Ui Baxthr <0 (45)
and
Yr Eaxthy < 0. (46)
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Let us now proceed to deal with the saturation constraint (4). First,On the other hand, it is readily obtained from the condition (54)

r can be re-written as follows: that
Te =Yk — Uk Ty — spdiag{—1,1} <0 (58)
=g(2x) + YOk + Xgrpr + Dréy — 9(2k) which further implies
=Gy (47)

E{wp Yrwr} — E{s s diag{—1, I }ewx} < 0. (59)

Then, inequality (4) can be equivalently described by Since it is inferred fronE{¢Tq:} < 1 that

T—
Yr Esethr < 0. (48) E{w; diag{—1, I}w} <0,
Likewise, we obtain from the saturation level constraint (3) thatywe arrive at
U Zorthr = 0. (49) E{(Z — ¢x)?} < X (60)
According to the Schur Complement Lemma, we know from (32) Inequality (60) indicates that
that 1 )
B{(Z6 -l <1-p (61)
FEQr T + 2 Qi S Xk
— diag{1,0,0,0,0,0} which, according to Lemma 3, is equivalent to
> _ _ P{|Zk — ox| < xx} > p. (62)
— Zejk:jk — ﬂk\:ak S 07 (50) {| ; | }
j=1 The proof is now complete. u

which, in combination with Lemma 1, leads to . )
o R C. Filter Design
a -1 g 2 -1
Vi (‘/k Qrr1 Tk + oA Qyy Hi Having analyzed theH ., performance and envelope-constraint in
— diag{1,0,0,0,0,0})¢, < 0. (51)  probability p in the previous subsections, we are now ready to give
the solution to the probability-guaranteed envelope-constrakified

Therefore, we arrive at filter design problem for the addressed nonlinear time-varying system.

E{(zrs1 — :Ek+1)TQ,§+11(:Ck+1 — @)} < 1 (52) The solvability of the formulated multi-objective filtering problem is
presented in terms of the feasibility of a series of recursive linear
The proof is now complete. B matrix inequalities.

Theorem 2:Let the filtering gains{ Fx, Hx }o<r<n, the desired  Theorem 3:Let v >0,T >0, {©r, Xrto<k<ny and0 < p < 1
output {4 fo<k<n, the tolerance bandxx}o<k<n and the de- pe given. If there exist sequences of positive definite matrices
sired probability p be given. If there exist a family of posi- {p, Qy}o<r<ny1 With Py < ~*T (T £ diag{0,T}), sequences of
tive definite matrices{Qx }o<r<n+1, Sequences of positive scalarsreal value matriceq Fi., Hy bo<r<n, Sequences of positive scalars
{e1k, €2,k €30, €4k, €50, Sk fo<k<n and a sequence of real value{r,, ex cilo<hen (i = 1,2,3,4;5 = 1,2,3,4,5), sequences of
scalars{f to<k<n satisfying the following recursive linear matrix real value scalargey, 8x Jo<x<n such that

inequalities:
a _ (12), (53) & (54)
[ aT 788
=k Fi it ) . - .
¥ —Qri1 0 <0, (53) hold, then the design objectivg®l and R2 are satisfied simultane-
% * Qi1 ously.
Proof: Based on the proofs of Theorems 1 and 2, the theorem
- 5 T 6 can be proved immediately and therefore is omitted here. ®
Xk F Sk F Pk TPk LRk <0 54 In the following, an iterative algorithm is presented to cotepiine
* — I +OF LI LiOy | — (54) - _
Sk k k2R Sk sequences of the filtering parametéis,, Hy }o<k<n recursively.
where Algorithm 1: Computational Algorithm for {Fx, Hi }o<k<n
T éXQ(l _p) (55) 1) Initialization:  Set & = 0. . Sgt param2eters
k ’ (77F,p7 {@k,Xk}nggN)- Choose Py satisfying P, < ~°T.
then the envelope-constraint in probability defined in (9) is ChooseQo and then factoriz&)o appropriately to obtain the
achieved. matrix Go.

Proof: Since (53) is satisfied, we know from Theorem 2 that, 2) Solve the RLMIs (12), (53) & (54) foi i, Hy.}. The matrices
over the horizork € [0, N], the errorse, and 2 can be described P and Q. are also obtained. Then factorizg. appropriately
by ex = Orqr and zf = LiOrqi, respectively, where, is a to obtain the matrid®x. .
factorization ofQy. By definingw, = [ 1 qF ]T, we have 3) Setk =k + 1. If £ > N, exit. Otherwise, go t@).

» Remark 7:1t follows from Theorem 3 that the desired filtering
2k — Pr = [ —pr LBy ] Wk (56) parameters could be a set if non-empty. An interesting issue would

be to seek certain suboptimal solutions among the feasible set based
on some criteria of engineering significance. It should be emphasized
(Zh — ox)? — X = o Yook (57) that, thanks to the flexibility of the provided framework, it is not
difficult to design certain suboptimal filters via optimizing one index
while fixing the other.

Remark 8:Notice that the RLMI algorithm proposed in this paper
is based on an LMI approach. As discussed in [22], the computational

Consequently, the following is true:

Tk é [ @—E%E :| [ — @k LkG)k }—&—dlag{—f(k,O}
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complexity of an LMI system is bounded b@ (% 23 log(% /<))
where & represents the row size stands for the number of scalar
decision variables{/ is a data-dependent scaling factor ands
relative accuracy set for algorithm. The complexity of our providec
algorithm can then be easily computed by resorting to the formu
developed in [22].

Remark 9:In this paper, a systematic investigation is initiated or
the recursive filtering problem for nonlinear time-varying stochasti
systems subject to possible measurement outliers. The main noveli
of this paper are outlined as follows: 1) the filter structure is new ii
that anadaptive saturation function is introduced to resist the pos-
sible measurement outliers where the saturation level is recursive
determined at each time step according to previous filtering error
2) the objectives of the transient performance are new in that bo
the H, specification and the envelope-constraint in probability ar
taken into account; and 3) the proposed algorithm is new in th:
a probabilistic constraint is introduced to ensure that the output «
filtering error (stimulated by a specified input) is confined into ¢

prescribed envelope with desired probability. Fig. 1

IV. NUMERICAL EXAMPLE
In this section, we shall demonstrate the applicability of the
proposed filtering algorithm via an illustrative example. First, for ¢
vector a € R2, denote bya“) anda® the first and second entries
of a, respectively.
Consider the nonlinear system (1) with the following parameters
e )_>' 0.1z + 1.7sin(2z™M + 3) 4 0.1 cos(1.2k))
K 0.62® + 0.2sin(k) ’
{0%“—09]

0.3z® +1.2
] ,D(k) = 4sin(k) 4 2.5,

RO "
g(zk) = 'y +sin(z*), h(zr) =

0.6sin(k) + 2
| 1.840.5cos(k +1)
ehy=[1 1], Ek)=109 1],Lk)=[01 01 ],
w(k) = 3sin(2k), v(k)=cos(2k —1)/(2 + 3k).

Assume that the initial values of the system state and its estimatis
are all zero, namely,

zo=[0 0]", @=[0 0]".

B(k)

Fig. 2.
Moreover, we choose the parameters as follows:
p=09, A=01, R=09, a=0.3,
7=3, x=3, ¢=-05

I’ = diag,{0.1}, Qo = diag, {1}, Py = diag{0, 1, 1}.

The simulation results are shown in Figs. 1-4. To be specific, Fig.
depicts the estimation erroeé” and el(f), while Fig. 2 shows the
output filtering errorz;. From Fig. 2, we know that the filtering
error z;, is successfully constrained within the range determined b
the prespecified upper and lower bounds. Therefore, it can be se
from Figs. 1-2 that the proposed filtering algorithm is applicable an
performs quite well.

In order to show the ability of our design technique to attenuate tr
effects from the possible measurement outliers, we make comparisc
of three cases with different saturation levels as follows: 1) th
saturation level is adaptively changed (i.e., the mechanism propos
in this paper), denoted byr-adaptive’ in the simulation figures; 2)
the case without saturation constraint (ie,,= o), denoted by &-
inf’; and 3) the saturation level is fixed as a constant value, denote
by ‘o-fixed'. The results are shown in Figs. 3—4, from which we car
see that the proposed algorithm with adaptively changed saturation

The estimation errors

-6

The output of filtering erro£; and the
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level can effectively reduce the impact from measurement outliefdg- 3- The estimation error; subject to differento.

thereby largely improving the estimation performances.

upper and lower bounds.
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Fig. 4. The output of filtering erro; subject to differentoy,.

V. CONCLUSIONS

In this paper, we have investigated the filtering problem for nonlidt’]
ear time-varying stochastic systems subject to possible measurement

outliers. With the purpose of mitigating the effects from possibl
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