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Abstract

Aim: We aim to compare machine learning (ML) with neural network performance in predicting 

R0 resection (R0), length of stay >14 days (LOS), major complication rates at 30 days post-

operatively (COMP) and survival greater than one year (SURV) for patients having pelvic 

exenteration for locally advanced and recurrent rectal cancer.

Method: A deep learning computer was built, and programming environment established. The 

PelvEx Collaborative database was used which contains anonymized data on patients who 

underwent pelvic exenteration for locally advanced or locally recurrent colorectal cancer 

between 2004 and 2014. Logistic Regression (LR), Support Vector Machine (SVM) and 

Artificial Neural Network (ANN) were trained. 20% of the data was used as a test set for 

calculating prediction accuracy for R0, LOS, COMP and SURV. Model performance was 

measured by plotting Receiver Operating Characteristic (ROC) Curves and calculating the Area 

Under ROC (AUROC).

Results: ML models and ANNs were trained on 1,147 cases. The AUROC for all outcome 

predictions ranged from 0.608 to 0.793 indicating modest to moderate predictive ability. The 

models performed best at predicting length of stay >14 days with an AUROC of 0.793 using 

preoperative and operative data. Visualised LR Model weights indicate varying impact of 

variables on the outcome in question.

Conclusion: This paper highlights the potential for predictive modelling of large international 

databases. Current data allow moderate predictive ability of both complex ANNs and more 

classic methods. 

What does this paper add to the literature?

Providing predictions of outcomes for pelvic exenteration surgery is difficult. The application of 

machine learning to patient, peri-surgical and surgical variables results in moderate ability to 

predict outcomes of pelvic exenteration surgery. Based on this dataset, there is no benefit to 

using more complex artificial neural networks.

Introduction:
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Machine Learning (ML) can be utilised as a statistical technique which allows the creation of 

models that learn from examples without any prior conditional programming. Supervised ML 

determines how to assign importance to variables (e.g. Body Mass Index, Age) and train them to 

determine the probability of an event/risk (e.g. risk of 30-day complication). A trained model can 

process new information and perform accurate analysis on new data. Supervised ML provides 

the opportunity for predictions in both diagnosis and prognosis. However, it does not guarantee 

the identification of pathological pathways or modifiable risk factors [1]. Artificial Intelligence 

(AI) is a subset of ML which focuses on the application of “Artificial Neural Networks” to 

obtain a prediction.

Data relating to patients are ever increasing, with more demographic, laboratory, radiological 

and outcome data (survival, quality of life etc.) being generated, resulting in gigabytes of data 

per visit. It quickly becomes difficult for clinicians to process all these data points using 

traditional statistical analysis. ML may facilitate prompt assessment of the data, providing 

summaries and useful predictions to aid clinicians in their decision-making [2–4]. Previously 

published papers have used ML to provide accurate predictions of cancer staging (based on 

clinical, histopathological and genetic data), hospital length of stay, risk of complications, and 

need for intervention or re-intervention [5–12]. This enhanced predictive power may improve 

our ability to counsel patients with our perioperative planning [13–16]. 

The aim of this study is to assess the predictive accuracy of several machine learning models 

including Logistic Regression (LR), Support Vector Machine (SVM) and Artificial Neural 

Networks (ANN), with regards to clear resection margins, length of hospital stay, perioperative 

complication rate and survival for advanced rectal cancer requiring exenteration.

Method:

Development Environment Setup

A deep learning computer was assembled with the following specifications:

 Threadripper 2 2950x CPU

 NVidia RTX 2080ti GPU

 48GB of RAM

Once built, a development environment was set up. The programming was done in Python 

(Version 3.6, Python Software Foundation). The LR and SVM models were built using the Sci-

Kit Library [17]. The ANN was built using Keras on a TensorFlow® backend and trained on a 
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Nvidia 2080ti GPU using NVidia cuDNN [18]. Data were visualized using Matplotlib [19]. 

These tools are open source and free to use. 

Data pre-processing

The PelvEx dataset was used in this study [20–22]. This is a retrospective international 

observational cohort study assessing patient outcomes following pelvic exenteration for 

colorectal cancer over a ten-year period between 2004 and 2014. Ethical approval was granted at 

the individual institutional level, and data were collected and submitted centrally by principal 

investigators in their respective centres. A colorectal cancer diagnosis was based on histological 

and/or radiological imaging.

Missing BMI and Duration of Surgery was imputed using R statistical software following 

techniques described by Su et al [23,24]. The rest of the cases containing missing data were 

excluded from the study. In total 1,147 cases were eligible for model training and included in the 

study. Categorical variables were one-hot encoded, i.e. categorical variables with no natural 

ordering were converted into a binary form for easier machine learning processing. The dataset 

was standardised by removing the mean and scaling to unit variance:  where µ is �= � ― � ∕ �
the mean of the training samples and δ is the standard deviation of the training samples. The 

resulting dataset was randomised, stratified and split once to ensure that all models were trained 

and tested on the same data (Figure ).

 The dataset was split into:

 60% Training data – used for training the models.

 20% Validation data – used for internally validating the models as they were 

training.

 20% Test data – used for internally testing the resulting models.

Model Selection

The Sci-kit learn library was used for the Machine Learning models, while the Tensorflow 

library was used for the Neural Network model. 2 SVM kernels were tested (linear and sigmoid) 

and the best performing (sigmoid) used. The best ANN model was selected by using the Talos 

[25] toolkit to create and test multiple fully connected ANN trained to predict 1-year survival 
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and retrained for other outcomes using the same model. The highest performing one was used in 

this study.

Assessing Model Performance

The goal of the analysis was to assess AI prediction of pelvic exenteration outcomes and 

compare ML to ANN methods. The target outcomes were:

 R0 Resection

 Length of Stay >14 days

 Complications within 30 days

 Survival >1 year

Due to the imbalance in the outcome data for events, e.g. death, weighing was applied to give a 

correct positive prediction more importance and reduce false negatives. The test set of cases was 

used to assess model performance. Test cases were fed into the trained models in order to output 

predictions. The output prediction was compared against the known true outcome for each case. 

This comparison was used to plot a Receiver Operating Characteristic (ROC) Curve and the Area 

Under ROC (AUROC), which are used to assess the model performance. An AUROC of 1 

indicates perfect predictive ability, whereas an AUROC of 0.5 indicates no better than random 

guessing.

Results

1,147 patients underwent pelvic exenteration for advanced or recurrent rectal cancer (Table 1). 

There were 692 males representing 60% of the cases. 610 cases had locally advanced rectal 

cancer (53%), and 537 cases (47%) had locally recurrent colorectal cancer. The median age was 

63 years and the median BMI was 26. The median LOS was 15 days. 424 patients (37%) had a 

clinically significant complication within 30 days. 803 exenterations (70%) achieved an R0 

resection, 290 had an R1 resection (25%) and 54 had an R2 resection (5%). 

Predictive Performance

The results indicated a moderate predictive ability of all three AI methods. For the prediction of 

R0 resection the models achieved an AUROC between 0.608 and 0.707 (Figure 2A). LR had the 

best AUROC of 0.707, followed by SVM with 0.682 and ANN performed the worst with an 

AUROC of 0.608. 
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All three models were better at predicting length of stay >14 days, achieving an AUROC 

between 0.757 and 0.793 (Figure 2 B). LR performed best with 0.793 followed by ANN with 

0.789 and finally SVM with 0.757. 

Complications at 30 days had a predicted AUROC between 0.719 and 0.756 (Figure 3A). In this 

instance ANN performed best, with an AUROC of 0.756 followed by LR with 0.742 and finally 

SVM with 0.719.

Predicting 1-year survival achieved an AUROC between 0.671 and 0.740 (Figure 3B). LR 

performed best with an AUROC of 0.740, followed by ANN with 0.693 and finally SVM with 

0.671. Overall, LR performed best in predicting 1-year survival, length of stay and R0 resection, 

while ANN performed best in predicting complication within 30 days post-operatively. SVM 

was the worst performing model overall. 

Logistic Regression Weights

The weights from trained LR models were extracted to assess the positive/negative influence of 

the training variables on prediction (Figure 4). To predict outcomes using logistic regression, all 

variables were used at the same time. Due to this, odds ratios are unavailable, as they were not 

individually analysed by the logistic regression model. The weights indicate in which direction a 

variable influences the prediction; positive weights result in a positive prediction; negative 

weights result in a negative prediction. It is the combination of all the variables along with their 

weights that results in the overall prediction. The full table of weights can be viewed in the 

appendix table A1.

R0 Resection

The weights show that the biggest indicator of a successful R0 resection is whether or not the 

surgery is performed for Recurrent CCA. Surgery performed for Locally Advanced CCA has a 

negative impact on a successful R0 resection. This is followed by the type of surgery (Total 

Exenteration) and then gender. The second largest negative influence was BMI, followed by No 

Neoadjuvant Therapy.

Length of Stay >14 days

The weights indicate that in the context of all the other variables, Duration of Surgery has the 

largest impact on predicting a LOS >14 days, followed by the number of lymph nodes excised 
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and whether it was a redo operation. In this case, a positive prediction means that the patient has 

a prolonged stay in hospital; whereas a shorter duration of surgery predicts less nodes excised 

and no surgical reintervention. A high BMI has the biggest influence on a negative prediction, 

followed by male gender and having neoadjuvant radiotherapy.

Complications within 30 days

Interventional Radiology input has the biggest impact on a positive prediction for Complications 

within 30 days. This is followed by surgical reintervention and increasing age. The largest 

influences on negative prediction are No Neo-Adjuvant Therapy, longer duration of surgery and 

a greater number of units of blood transfused.

Survival >1 year

The survival model weights indicate that an R0 resection has the biggest influence on a positive 

prediction, followed by neo-adjuvant chemotherapy. The largest negative influence is having an 

R2 resection, followed by a longer LOS. 

Discussion and conclusions

Logistic Regression outperforms ANN and SVM in all predictions but the 30-day complication 

rates. In every prediction task all three models achieved similar performance based on their 

AUROCs. This indicates that individual ML models are better at processing the complex 

combination of patient and surgical factors for predicting a specific outcome.

Overall, LR was the easiest model to implement. It required the least computing power and does 

not carry the “black box” feature common to many ML models. Due to the complex mathematics 

and connections in some models, it is not possible to view how the variables contributed to the 

final prediction. This means that while a tool can give accurate and meaningful predictions, 

studying its structure will not provide any insights into the underlying pathological or clinical 

processes. Despite its enhanced ability to process complex relationships between variables, the 

computationally expensive ANN did not outperform the LR model. SVM was the worst 
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performing model overall. While there are no studies directly comparing surgeons to these 

predicting tools, proxy clinical calculators based on deterministic sets of rules achieve roughly 

the same accuracy [15].

Predicting R0 resection from clinical data is an important prognostic indicator, with which the 

models had moderate success. This is the most important factor in determining long-term 

survival [13]. Clinical Decision Tools can help bridge the gap between translating big data into 

actual expected clinical outcomes and help in counselling patients both pre- and post-operatively. 

The development of a risk calculator could be a useful tool for illustrating risk and benefit in a 

format that is easy to explain. 

The variable weights from the logistic regression model illustrate a complex interplay. 

Depending on the desired outcome prediction, a variable may have positive or negative effects. 

For example, an increased BMI influenced R0 prediction negatively, meaning that R0 was less 

likely with a higher BMI in the context of all the other variables. However, it had a positive 

influence on survival prediction. Another example is the apparent influence of duration of 

surgery on length of stay and complications within 30 days. A longer operation correlated with 

predicting a longer stay in hospital; however it also predicted no complication within 30 days. 

There is an additional interesting result where locally recurrent CCA yields a higher prediction of 

achieving an R0 resection, yet predicts shorter survival compared with locally advanced CCA, 

which conversely predicts a longer survival but less R0 resection. The scale to which a variable 

influences a prediction also changes based on the question. It is evident that manually calculating 

a patient’s predicted course would be time consuming and prone to error. Using a prediction 

model may help save time and highlight the most important modifiable factors individualised for 

the surgeon and the patient. As we progress in the digital age, AI is likely to become a routine 

part of clinical practice.

We acknowledge that there are significant limitations to this analysis, mainly related to the 

retrospective nature of the study. There was also a high number of missing data points which 

reduces the accuracy of the analysis. However, as this is the largest international dataset on 

pelvic exenteration outcomes for rectal cancer, it is unlikely to be improved upon in the near 

future. Further, the goal of the study was to compare various models that are as close to each 

other as possible, as in the future, focus may be directed towards optimising an individual model, 
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such as logistic regression. Regardless of any limitations, this work provides valuable insight 

into the feasibility of AI and the best models to apply.

This paper demonstrates the application of AI to a large international collaborative database on 

pelvic exenteration outcomes and shows moderate predictive capabilities for R0 resection, length 

of stay >14 days, complications within 30 days and survival >1 year. With the current available 

data there was no benefit to using the more complex ANN when compared with LR and SVM. 

Variable weights extracted from the LR model showed the influence of various variables on 

predicted outcomes. This work highlights great potential for further studies combining the AI 

model with individual patient’s data to help decision making and optimisation of treatment.
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Tables and Figures

Total cases 1147
Median (IQR)

Percent (#)
Std

Age (years) 63 (15) 11.4

Male: Female 60:40

BMI 26 (5) 4.15

Surgery Duration (min) 450 (190) 176

Blood Units 2 (3) 5

Number of Nodes Excised 6 (15) 12

Number of Nodes Positive 0 (1) 3

Figure 1 Flow chart illustrating the case allocation for this study.

Figure 2 A ROC Curve for R0 resection. B ROC Curve for Length of stay >14 days. (LR – Logistic 
Regression, SVM – Support Vector Machine, NN – Artificial Neural Network, ROC – Receiver 
Operating Characteristic)

Figure 3 A ROC Curve for Complications within 30 days. B ROC Curve for Survival >1 year. (LR – 
Logistic Regression, SVM – Support Vector Machine, NN – Artificial Neural Network, ROC – Receiver 
Operating Characteristic)

Figure 4 Stacked bar chart of variable weights for Logistic Regression prediction models. Positive values 
promote a “yes” prediction, negative values promote a “no” prediction. (BMI – Body Mass Index, CCA – 
Colorectal Cancer)
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Survival (months) 29 (35) 29

Length of Stay (days) 15 (15) 18

Re-Admission w/i 30d 6% (68)

Complication w/i 30d 37% (424)

Surgical Reintervention 10% (118)

Interventional Radiology 7% (83)

Death w/i 30 days 1% (13)

No Neoadjuvant Rx 23% (267)

Chemo-Radiotherapy 61% (700)

Radiotherapy 11% (122)

Chemotherapy 5% (58)

Total Exenteration 38% (432)

Posterior Exenteration 45% (521)

Anterior Exenteration 6% (68)

Modified Exenteration 11% (126)

Sacral Bone Resection 19% (213)

R0 resection 70% (803)

R1 resection 25% (290)

R2 resection 5% (54)

Locally Advanced CCA 53% (696)

Recurrent CCA 47% (451)

Table 1 Summary of used variables in the database of the 1,147 cases used in this study. (BMI – Body 

Mass Index, CCA – Colorectal Cancer) 

Figure 1
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Figure 2

Figure 3
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Figure 4
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