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A frequently applied approach to modelling the range 
expansion of alien species is based on the statistical analysis 
of past changes in the species’ recorded geographical distri-
bution patterns (Kadoya and Washitani 2010, Smolik et al. 
2010, Marion et al. 2012, Václavík et al. 2012). However, 
invasive spread often results in rapid changes of species 
distributions. As a consequence, the documentation of spe-
cies spread is often incomplete, in particular where species 
are inconspicuous (Aikio et  al. 2010). Imperfect detection 
introduces two sorts of errors into spatio-temporal distribu-
tion data of range-expanding species: firstly, sites may appear 
currently uninvaded although the species is already present, 
resulting in false absences; and secondly, the documented 
time of first colonisation of a site may lag considerably 
behind the actual invasion of the species. Besides potentially 
biasing parameter estimates of invasive spread models, these 
errors bear the risk of underestimating the current extent of 
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The human-mediated global movement of species has accel-
erated rapidly during recent decades (Hulme et  al. 2009, 
Essl et  al. 2011, van Kleunen et  al. 2015). Naturalisation 
and subsequent spread of some alien species have already 
caused severe ecological and economic damage (Simberloff 
et al. 2013). Managing these threats and reducing potential 
costs may be greatly facilitated by distinguishing areas that 
are likely to be invaded by a particular species at a particu-
lar time (Epanchin-Niell and Hastings 2010, Richter et al. 
2013). However, such forecasts require knowledge of the 
species’ biology as well as appropriate quantitative tools for 
analysing spatio-temporal range dynamics. In this context, 
modelling the spread of invasive alien species has been an 
active field of interplay between theoretical and applied eco-
logical research for a long time (Skellam 1951, Kot et  al. 
1996, Hastings et  al. 2005, Travis et  al. 2011, Mouquet 
et al. 2015).
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The documentation of biological invasions is often incomplete with records lagging behind the species’ actual spread to a 
spatio-temporally heterogeneous extent. Such imperfect observation bears the risk of underestimating the already realised 
distribution of the invading species, misguiding management efforts and misjudging potential future impacts. In this 
paper, we develop a hierarchical modelling framework which disentangles the determinants of the invasion and observation 
processes, models spatio-temporal heterogeneity in detection patterns, and infers the actual, yet partly undocumented 
distribution of the species at any particular time. We illustrate the model with a case study application to the invasion of 
common ragweed Ambrosia artemisiifolia in Austria. The invasion part of the model reconstructs the historical spread of 
this species across a grid of ∼ 6  6 km2 cells as driven by spatio-temporal variation in physical site conditions, propagule 
production, dispersal, and ‘background’ introductions from unknown sources. The observation part models the detection 
of the species’ occurrences based on heterogeneous sampling efforts, human population density, and estimated local 
invasion level. We fitted the hierarchical model using a Bayesian inference approach with parameters estimated by Markov 
chain Monte Carlo (MCMC). The actual spread of A. artemisiifolia concentrated on the climatically well-suited lowlands 
and was mainly driven by spatio-temporal propagule pressure from source cells with long-distance dispersal occurring 
rather frequently. Annual detection probabilities were estimated to vary between about 1 and up to 28%, depending 
mainly on sampling intensity. The model suggested that by 2005 about half of the actual distribution of the species was not 
yet documented. Our hierarchical model offers a flexible means to account for imperfect observation and spatio-temporal 
variability in detection efficiency. Inferences can be used to disentangle aspects of the invasion dynamics itself from 
patterns of data collection, develop improved future surveying schemes, and design more efficient invasion management 
strategies.
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the invasion, misguiding management efforts, and misjudg-
ing potential future impacts (Stanaway et al. 2011).

Accounting for observation errors and properly integrat-
ing them into quantitative analyses remains an understudied 
issue in ecology. Of relevance here are hierarchical modelling 
frameworks, where the biological process of interest and its 
human observation are represented by separate model layers 
(Cressie et al. 2009, Latimer et al. 2009, Royle and Dorazio 
2009, Pagel and Schurr 2012). In this setup, the observation 
layer models sampling schemes and represents the transla-
tion from the actual yet incompletely observed biological 
process to the available data. Several models of this kind have 
been successfully applied to invasive species spread and focus 
on handling different types of incomplete data (Wikle 2003, 
Bled et  al. 2011, Catterall et  al. 2012, Ibáñez et  al. 2014, 
Broms et al. 2016).

Distribution data of invading species may not only be 
spatially sparse and temporally lagged, but available species 
records may also have been collected non-systematically or 
under different, inconsistent observation schemes (Delisle 
et  al. 2003, Ruiz and Carlton 2003, Meinesz 2007). In 
general, the larger the spatio-temporal extent of a study, the 
more likely it will be that species records stem from differ-
ent sources that do not share a standardised sampling design 
(Feeley and Silman 2011, Berec et  al. 2015). Put another 
way, over large geographical extents and long time frames 
detection rates of species may show considerable heteroge-
neity and thereby induce multiple data biases. Nevertheless, 
making use of information from all available sources is likely 
to improve both our mechanistic understanding of the 
invasion dynamics and the accuracy of predictions of the 
respective species’ current or future distribution.

Integrating detection uncertainty into spread mod-
els has several further potential advantages. First, factors 
promoting invasion and detection, respectively, can easily 
become confounded, so models that explicitly account for 
the observation process can help to distinguish recording 
bias patterns from the actual biological process of inter-
est. Secondly, research interests may focus on the obser-
vation process itself, for example to assess spatio-temporal 
variability in detection efficiency of particular surveying 

schemes. Last but not least, coupling invasion and obser-
vation processes allows for probabilistic inferences of the 
species’ actual current distribution, and differences between 
(inferred) actual and documented distributions may guide 
future surveys or suggest a reassessment of management 
efforts.

In this paper we develop and demonstrate a generally 
applicable framework for the integration of imperfect detec-
tion into spatio-temporal modelling of biological inva-
sions. Based on spatially incomplete and temporally lagged 
presence-only data, and basic information on the different 
species sampling schemes, the model estimates parameters 
of both the invasion and observation processes and infers the 
unknown actual distribution. We illustrate the framework 
by modelling the invasion of common ragweed Ambrosia 
artemisiifolia (Asteraceae) in Austria, central Europe, as a 
case study.

Methods

Ambrosia artemisiifolia invasion in central Europe

Ambrosia artemisiifolia is an annual herb native to North 
America. The first European records stem from the 19th 
century, but the species did not start to spread and natu-
ralise until the first decades of the 20th century (Essl et al. 
2015 and references therein). Range expansion accelerated 
considerably in the late 20th century. In temperate Europe, 
the species is so far mostly limited to lowland habitats. 
Climatic conditions, particularly temperature, have been 
demonstrated to be an important invasion filter (Chapman 
et  al. 2014). The species mainly thrives in disturbed open 
habitats and agricultural fields. Long-distance transport of 
its propagules occurs via trade of contaminated goods and 
vehicle traffic (Essl et al. 2009). The A. artemisiifolia invasion 
is of considerable public health concern as the species’ wind-
blown pollen is highly allergenic (Smith et al. 2013). Seeds 
are persistent in the soil seed bank for several decades and a 
site once colonised hence remains occupied for a long time 
(Fumanal et al. 2008).
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Figure 1. The chronology of first records of Ambrosia artemisiifolia in Austria in a 5′  3′ (∼ 6  6 km2) grid.



1189

Study area and period

We modelled the historical spread of A. artemisiifolia in 
Austria (central Europe) (Fig. 1) at annual time steps using 
the period 1900–2005 for model fitting and the period 2006–
2010 for model validation. Austria is a land-locked country 
about 84 000 km² in size, and covers a range of climates 
with lowland continental areas in the east and south-east, 
sub-oceanic climate towards the north, and montane and 
alpine zones in the central and western parts. In the model, 
the country’s territory is represented by a lattice system with 
2626 cells of 5  3 geographical minutes (∼ 6  6 km2), 
corresponding to the grid of the Central European Floristic 
Mapping Project (Niklfeld 1998).

Species data

Species records (  spatio-temporal occurrence data) were 
compiled from many different sources (e.g. floristic mapping 
projects, floristic publications, major herbaria, unpublished 
records of the authors and of colleagues) and mapped to 
one of the 2626 grid cells. Observation dates (years) were 
extracted from the original source (Fig. 1).

Sampling intensity varied both in time and across the 
study region. Firstly, observations of the species increased 
pronouncedly with the onset of the Central European 
Floristic Mapping Project in 1970 (Niklfeld 1998). 
Secondly, several scientific projects studying aspects of the 
A. artemisiifolia invasion have increased detection rates in 
selected regions and years, particularly recently (Karrer et al. 
2011), resulting in a distinct recent rise in the total num-
ber of available records as well as in the number of cells 
documented as invaded (Fig. 2). However, record numbers 
increased much faster than the numbers of cells documented 
as invaded because most of these recent projects focused on 
geographically restricted regions. For the model developed 
here we used the earliest record of the species in a cell as 
the relevant date of detection. Spatio-temporal variation in 
sampling intensity is, among other factors, modelled in the 

part of the hierarchical model dedicated to the observation 
process.

Hierarchical model

Spatial heterogeneity in the conditions at different sites 
is represented by assigning each of the 2626 grid cells 
attributes describing the physical environment, in particu-
lar climate and land use, as well as putative determinants of 
species detection rates, such as human population density 
and sampling intensity. All these attributes may vary in each 
cell over the modelling period.

An initially uninvaded grid cell must undergo two 
subsequent changes of its status to yield a species record: in 
the first step it is invaded, and in the second step the local 
occurrence of the species is detected (and recorded). In our 
model, we assume that detection may lag behind the actual 
invasion into a particular cell by an unlimited period of 
time. Consequently, the first record of the species from a 
particular cell simultaneously represents the latest possible 
time by which the cell has become invaded; and cells where 
the species has not been documented so far may neverthe-
less be already invaded. The hierarchical model is therefore 
comprised of invasion and observation process layers which 
separately model the time of initial cell invasion and first 
detection, respectively. The two layers are linked by the cell’s 
invasion time, which is the random variate of the invasion 
process and concurrently the start time of the observation 
process. In our model we assume that the species persists in 
a cell once invaded.

Actual cell invasion times are unknown. They hence 
become latent variables which are estimated during model 
fitting. Bayesian inference approaches (Gelman et al. 2004) 
with data augmentation are particularly well suited for fit-
ting models with a large number of unknown quantities. 
Let x be the actual invasion times of all cells, y be the times 
when occurrences in these cells were first detected, q be all 
model parameters used in the invasion process, and d be all 
model parameters used in the observation process; then the 
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Figure 2. (a) Cumulative number of Ambrosia artemisiifolia species records in Austria until 2010, and (b) cumulative number of grid cells 
documented as invaded.



1190

family of form f d dj i j i1D( ), ,= −α ,  where dj,i is the Euclidean 
distance between the centroids of cells j and i (in km), and 
a is a shape parameter. This function was then projected 
into two-dimensional space and normalised (Supplementary 
material Appendix 3) to yield the two-dimensional kernel 
function f d j i2D( ).,

By modelling both invaded cells and background 
introductions as propagule sources, and taking account of 
environmental suitability, for recipient cell i the invasion  
risk as a function of time is:

g t R t f d t t S ti
j t

j j i i( ) = −( ) ( ) + + =( )



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





( )
∈ −( )
∑
WW 1

21 η λ λD b s, 1  (3)

where WW( )t −1  is the set of cells already invaded at the given 
time (i.e. potential source cells; for A. artemisiifolia an offset 
of one year applies as their seeds were produced in the year 
preceding germination in the recipient cell), R tj ( )−1  is a 
source cell’s estimated invasion level at that time, the para
meter h is the rate of produced and dispersed propagules, 
and the parameters l and lb define the rate of background 
introductions. Abundance data of local A. artemisiifo-
lia populations were not available, but as the annual spe-
cies is capable of rapid initial population growth we used 
R t S tj j( ) ( )− = −1 1  as an approximation. Even though 
this certainly overestimates cells’ invasion levels in the first 
years after colonisation, it reflects long-term average differ-
ences in invasion levels among cells which differ in environ-
mental suitability. Specifically, as the number of propagules 
produced in a cell is assumed to be directly proportional 
to its invasion level for the annual species A. artemisiifolia,  
the purpose of this term here is hence to quantify differ-
ences in source strength among invaded cells. The parameter 
l defines the generic background introduction rate, and lb 
provides an additional boost applicable only to the model 
start time, ts (via the indicator function 1). This boost cor-
responds de facto to the invasion risk accumulated up to 
when modelling begins. Background introductions are of 
particular importance during early invasion when sparse 
introductions into the study area may have dominated over 
autochthonous local spread. Unless the location and estab-
lishment time of the initial invasion focus (or foci) are speci-
fied it is actually also a compulsory model component since 
it allows for a non-zero invasion risk even in the absence 
of any source cell and hence enables initial invasion of the 
study area. In numerical terms, Eq. 3 defines the instanta-
neous rate of invasion at time t provided that a cell has so far 
remained uninvaded, and will be used to parameterise the 
invasion time distribution.

Observation process

In addition to the species’ spread itself, we model the 
observation of this spread in terms of the delay between the 
species’ initial invasion of a cell and the first documented 
record of the species from this cell. We use a spatio-temporal 
detectability function to define the distribution of this delay 
(see below). For invaded cell i detectability as a function of 
time is:
h t R ti i

i t( ) = ( ) ⋅γ ϕ em , rr 	 (4)

Bayesian posterior distribution of the hierarchical model is 
given by

p
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where p(q, d) is the (joint) prior distribution of q and d,  
p(x | q) is the invasion process likelihood, p(y | x, d) is the 
observation process likelihood, and p(y) is the marginal dis-
tribution of y (a normalising constant). The unknown actual 
invasion times are regarded as additional parameters in the 
posterior distribution (Marion et al. 2012).

For this model, presence-only data (documented occur-
rences) are sufficient but precise dates associated with each 
species record are assumed (precise in terms of the chosen 
model unit). In general, however, distribution data such 
as those extracted from published and unpublished manu-
scripts or online databases may only provide information 
on eligible detection time intervals (e.g. between start of a 
sampling campaign and publication of records). We hence 
also developed an extension to Eq. 1 using interval censored 
detection times (Supplementary material Appendix 1).

Invasion process

To represent the actual (yet incompletely observed) invasion 
process, we model the cells’ initial invasion times (Cook et al. 
2007). Populations in invaded cells produce and disperse 
propagules. The resulting propagule pressure on yet unin-
vaded recipient cells is modelled as a cell-specific invasion 
risk function which defines the invasion time distribution. 
The magnitude of this risk depends on the fecundity of pop-
ulations in source cells, i.e. those cells already invaded at a 
particular time, the spatial distance of a potential recipient 
cell to the source cells, and the environmental suitability of 
a recipient cell. In our model, we further use ‘background’ 
introductions which cause invasion risk independent of 
invaded source cells in the study area, for example due to 
human-mediated spread over very long distances (including 
introduction from the species’ native range).

We represent relative environmental cell suitability as a 
log-linear model component using

S t
a
ai
ii t( ) = ev , bb 	 (2)

where vi,t is the vector of environmental attributes of cell i 
at time t, b is the vector of associated weighting parameters 
(to be estimated), ai is the cell’s terrestrial area, and a− is the 
mean terrestrial area across all cells. We used the following 
six spatio-temporal environmental variables: mean tempera-
ture and total precipitation of the growing season (April–
October); the proportion of cropland area and of urban 
area; and the length (scaled relative to area) of motorway 
and railway networks (Dullinger et al. 2009). Non-climate 
variables were log-transformed to improve symmetry and 
reduce the impact of outlier values. All environmental vari-
ables were standardised and the magnitude of the associated 
parameter estimate is hence representative of the relative 
effect size. For details on data sources and data processing see 
Supplementary material Appendix 2.

For dispersal from source cells we started with a lepto-
kurtic, one-dimensional kernel function from the power-law 
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respectively, then the probability mass function of a discrete 
random variable W is given by

f w b t t W wW k k

b t t b t t
t

t k

t

t k

; ,( )( ) = =( ) =
∫

−
∫− ( ) − ( )

0
0 0P e e

s e

d d 	 (6)

As Eq. 6 depends exclusively on the integral of the hazard 
function it makes no difference whether this hazard func-
tion is specified as a truly continuous function or as a step 
function stating an averaged value per sub-period. The step 
function approach may greatly facilitate alignment with 
environmental data and/or ease the computing implementa-
tion, and was hence also used in our case study application 
(i.e. the invasion risk and detectability functions changed 
values at annual intervals and thus effectively also had a 
discrete resolution).

In survival analysis, the complementary cumulative dis-
tribution function is referred to as the survival function as it 
states the probability that an object could retain its original 
state until time w, and is given by

S w b t t W w b t tW

b t t
t

w

; , ; ,( )( ) = > ( )( ) =
∫− ( )

0 0
0P e

d 	 (7)

(for w  t0). Evaluated for the model end time te, that is 
w  te, the survival function hence states the probability 
that a cell in the study area remained uninvaded (invasion 
process) or the probability that an invaded cell remained 
undetected (observation process).

Invasion process likelihood

The invasion process likelihood considers the invasion 
times of all cells: let Ym be the set of cells which became 
invaded during the modelling period; then for each cell in 
Ym the likelihood assesses its specific invasion time, xi, by 
using either the probability density function given by Eq. 5 
(if invasion times are modelled in continuous time) or the 
probability mass function given by Eq. 6 (for discrete time). 
Conversely, let Ye be the complementary set of cells still 
uninvaded at the model end time; then for each cell in Ye  
the likelihood assesses the probability that it has not been 
invaded yet by using the survival function given by Eq. 7. 
Let ts be the model start time, te be the model end time, 
and let each cell’s invasion risk function be dependent on all 
invasion process parameters q (as above), then the invasion 
process likelihood is therefore:

p f x g t t S t g t t
i

X i i
i

X ii i
x | s e sqq

YY YY
( ) = ( )( ) × ( )( )

∈ ∈
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m e

; , ; , 	 (8)

Observation process likelihood

The observation process likelihood considers the detection 
times of all cells which were invaded until the model end 
time: let Fd be the subset of these cells for which the species 
has also been recorded during the modelling period; then for 
each cell in Fd the likelihood assesses the cell’s specific detec-
tion time, yi, using either the probability density function 
given by Eq. 5 (if detection times are modelled in continu-
ous time) or the probability mass function given by Eq. 6 
(for discrete time). Conversely, let Fu be the complementary 
subset of cells which were invaded but for which no record 

where the parameter g defines the base detection rate, the 
parameter j relates modelled invasion level to detectabil-
ity, mi,t is the vector of sampling intensity attributes of the 
cell at time t, and r is the vector of associated weighting 
parameters (to be estimated). We used the following three 
spatio-temporal variables as attributes: whether a year was 
prior to the start of the Central European Floristic Mapping 
Project in 1970 (a binary indicator variable); the degree of 
intensified sampling for A. artemisiifolia, measured continu-
ously in [0,1] as a cell’s area share of political districts with 
intensified sampling; and the human population density 
in and around a given cell and year (log-transformed and 
standardised). For details on data sources and data process-
ing see Supplementary material Appendix 2. In numerical 
terms, Eq. 4 defines the instantaneous rate of detection at 
time t provided that the species’ occurrence in a cell has so 
far remained undetected, and will be used to parameterise 
the detection time distribution.

Waiting-time distribution for invasion and detection

Invasion and detection times can be equivalently expressed 
as waiting-times since model start time until invasion and 
since first invasion into a cell until detection, respectively. 
The invasion risk and detectability functions described 
above quantify these waiting-times by parameterising the 
generalised waiting-time distribution (Arens et  al. 2009). 
This distribution is central to survival analysis where 
objects become exposed to some hazard, and the random 
variable of interest is the residual time from initial hazard 
exposure until failure occurs. The magnitude of this hazard 
imposed at a given time is quantified by the hazard func-
tion. In our model, grid cells are initially (  model start 
time) uninvaded but exposed to an invasion risk; the inva-
sion risk function gi(t) from Eq. 3 is therefore the hazard 
function for a cell’s invasion time distribution. Where this 
invasion occurs, populations in the respective cells are sub-
sequently detectable; the detectability function hi(t) from 
Eq. 4 is therefore the hazard function for a cell’s detection 
time distribution.

Let W be a general waiting-time random variable, b(t) 
be its associated hazard function, and t0 be the start time of 
hazard exposure; then the probability density function of a 
continuous random variable W is given by

f w b t t b wW

b t t
t

w

; ,( )( ) = ( )
∫− ( )

0
0e

d 	 (5)

(for w  t0). Conveniently, the hazard function b(t) only 
needs to be  0, otherwise no constraints are imposed onto 
its shape. Specifically, at any time it can be increasing, 
decreasing, or constant. For b(t)  0 no hazard is imposed by 
definition and hence the event of interest must not occur at 
time t. Higher values of b(t) correspond to earlier expected 
failure time (i.e. in our model earlier invasion or detection 
time).

Equation 5 uses continuous time. In practice, however, 
invasion or detection times may frequently be measured 
in discrete units (e.g. years, like in our case study appli-
cation). Let t

ks  and t
ke  denote the start and end time of 

the k-th discrete modelling sub-period (e.g. a given year), 
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Simulation study

We further evaluated the model’s inference characteristics  
and ability to deliver correct parameter estimates by means 
of a simulation study. We first performed simulations of the 
combined invasion and observation processes. Subsequently, 
we used the simulated species occurrence documentations 
(i.e. the species records data set generated by the simula-
tion of the observation process) to estimate model param-
eters and the actual invasion state using MCMC. We tested 
three different scenarios of detection, and thus also available 
spread documentation: for the first and second scenario 
we used rather low annual baseline detection probabili-
ties for invaded cells (as determined by g) of 1 and 2.5%, 
respectively; both scenarios further assumed detectability to 
be lowered by a factor of 2.5 for years prior to 1970, and 
increased by a factor of 5 for intensified sampling. The third 
scenario assumed higher detectability throughout since 1970 
by using a 10% annual baseline detection probability. For 
individual cells detection rates varied with environmental 
attributes, and were up to about three times higher than 
these baseline figures under exceptionally good conditions. 
Our parameterisations were chosen to represent (com-
mon) low-intensity sampling campaigns. A full list of all 
parameter values applied in the simulations is provided in 
Supplementary material Appendix 5, Table A2. For each of 
the three scenarios we performed 12 stochastic model realisa-
tions and sampled 50 000 MCMC iterations per realisation, 
discarding the first 10 000 for burn-in. To reduce compu-
tational costs, simulations started in 1950 (with lb of Eq. 
3 increased accordingly). For each scenario and parameter 
we 1) averaged the median estimate and relative bias (dif-
ference between median estimate and true value, divided by 
true value) across the 12 stochastic model realisations, and 
2) assessed the number of stochastic model realisations for 
which the 95% credible interval contained the true value.

Results

Simulation study

The simulation study demonstrated that the model accurately 
estimates parameters (Supplementary material Appendix 5, 
Table A2). The only parameter substantially overestimated 
was l. In addition, under the lower detection rates (scenar-
ios 1 and 2) parameters of environmental suitability were 
slightly underestimated and h and j slightly overestimated. 
Nevertheless, the credible intervals contained the true value 
for both scenarios 2 and 3 with the expected frequency. Only 
for the scenario of lowest detectability (scenario 1) did the 
credible intervals contain the true value somewhat less often 
than expected, indicating that for this extreme scenario the 
prior distribution had a noticeable impact. Accuracy gen-
erally improved with increasing detection rates (and hence 
more cells documented as invaded). The bias in l was there-
fore considerably reduced in scenario 2, and further reduced 
in scenario 3, showing that an improved documentation of 
the actual invasion sequence considerably helps to separate 
the role of sparse background introductions from subsequent 
autochthonous local spread.

is available by the model end time; then for each cell in Fu 
the likelihood assesses the probability that detection has not 
occurred yet by using the survival function given by Eq. 7. 
Let each invaded cell’s detectability function be dependent 
on all observation process parameters d (as above), then the 
observation process likelihood is therefore:
p f y h t x S t h t x

i
Y i i i

i
Y i ii i

y x| e, ; , ; ,dd
FF FF

( ) = ( )( ) × ( )( )
∈ ∈
∏ ∏

d u

	 (9)

Model fitting using MCMC

We fitted the hierarchical Bayesian model using Markov 
chain Monte Carlo (MCMC) (Gelman et al. 2004, Brooks 
et al. 2011). Vague (marginal) prior distributions were used 
for all model parameters (Supplementary material Appendix 
4, Table A1) and the posterior distribution was hence vir-
tually exclusively determined by the data. To obtain the 
results we sampled 100 000 iterations of a single chain 
after a burn-in period of 10 000 iterations. This required 
about 77 h of execution time on a workstation with an 
Intel® Core i7-3930K processor and an AMD Tahiti device. 
Convergence was assessed by the Gelman–Rubin diagnostic 
using three separate chains. For further MCMC details see 
Supplementary material Appendix 4.

Estimated invasion and observation process parameters 
were summarised by the (marginal) posterior distribution 
median and the 95% (central) credible interval. For param-
eters with a null-hypothesis value located in the interior of 
the corresponding distribution support, the Bayesian kind 
of significance testing assesses if the credible interval over-
laps the null-hypothesis value. In our model this applied to 
b and r, with 0 as the null-hypothesis value for a neutral 
effect.

Estimated actual invasion times were summarised by the 
probability that a cell had already been invaded by a given 
reference year, calculated as the proportion of MCMC 
iterations in which xi was less than or equal to this reference 
year.

Model validation

For model validation we used 10 000 draws from the pos-
terior distribution (every tenth iteration), including cells’ 
estimated actual invasion states by 2005 (  the last year of 
the MCMC fitting period), to simulate both the invasion 
and observation process further until 2010 (  the end of 
the validation period). We then calculated the 1) invasion 
probability and 2) detection probability by 2010 as the 
proportion of simulation runs in which a cell was predicted 
to be invaded and predicted to be detected as invaded, 
respectively, by 2010. For all cells which were not docu-
mented as already invaded by 2005 (2236 cells in total) we 
then compared these probabilities against the occurrence 
data collected during the validation period (2006–2010) 
using the area under the receiver operating characteristic 
(ROC) curve, AUC. The AUC can take on values from 0 
to 1, where 1 corresponds to perfect classification, 0.5 to 
a match as expected by random choice, and 0 to perfect 
misclassification.
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suggests considerable uncertainty with respect to dispersal 
distances but long-distance dispersal occurs rather frequently 
(Table 1, Fig. 4).

Ambrosia artemisiifolia observation process

Prior to the onset of the Central European Floristic Mapping 
Project in 1970 detectability was lower than post 1970 by a 
factor of about 2.9 (credible interval [CI]: 1.8–4.7) (Table 1). 
Human population density in and around a cell significantly 
increased detectability. However, by far the most important 
effect was intensified sampling for A. artemisiifolia in partic-
ular areas and years which increased detectability by a factor 
of about 7.9 (CI: 5.2–11.8). By contrast, modelled invasion 
level had only a modest effect on detectability (Table 1).

Translating the detectability function of cells realised 
to be invaded into annual detection probabilities yielded a 
very low annual detection probability of only 1.4 percent  
(CI: 0.8–2.5) before 1970, and an increase to 4.1 percent 
(CI: 2.5–7.3) afterwards. Under intensified sampling, how-
ever, detection probabilities were about 28.0 percent (CI: 
17.2–48.6). Average expected delays between actual invasion 
time and the first species record therefore ranged from a few 
years under intensified recent sampling efforts up to decades 
(pre-1970).

Estimated actual spread and model validation

According to the model, about 1.8 (CI: 1.4–2.3) times more 
cells were already invaded by 2005 than were documented 
by species records (Fig. 5). Indeed, by 1990 it is likely that 
the same number of cells had already been invaded as were 
documented by 2005. Most cells with suggested undocu-
mented species occurrences are concentrated in the climati-
cally suitable lowlands in the east and south-east of Austria 

For all three scenarios the true number of cells invaded was 
well re-captured by our model, with scenarios 2 and 3 show-
ing deviations of only a few percent (scenario 1: on average 
331.1 cells documented as invaded, 779.6 cells truly invaded 
and 866.2 estimated by the model; scenario 2: 517.0 cells 
documented, 791.3 cells truly invaded and 826.8 estimated 
by the model; scenario 3: 699.2 cells documented, 806.1 
cells truly invaded and 792.8 estimated by the model).

Ambrosia artemisiifolia invasion process

Except for the proportion of cropland area, all variables 
used to characterise a cell’s environmental suitability to A. 
artemisiifolia invasion were significant (Table 1; for graphical 
summaries of the posterior distribution see Supplementary 
material Appendix 6, Fig. A1). Climate variables were more 
important than measures of land use and human distur-
bance, with temperature being by far the most influential 
predictor. Consequently, the lowland regions in the east and 
central north of Austria were identified as most susceptible to 
invasion (Fig. 3a, b). Invasion susceptibility was intermedi-
ate in valleys of the Alps, and minimal in the high mountain 
areas. Spatial environmental variability strongly dominated 
over temporal variability (Fig. 3b; Supplementary material 
Appendix 6, Fig. A2).

During the earlier decades of the invasion, background 
introductions caused the establishment of multiple, spatially 
rather scattered invasion foci (Supplementary material 
Appendix 6, Fig. A3). The background introduction rate 
is approximately equal in magnitude to the propagule 
pressure from a single invaded neighbour cell with favour-
able environmental conditions elevating source strength. 
Consequently, the long-term invasion pattern is driven by 
an exponential acceleration as more and more cells become 
invaded and hence function as additional sources of fur-
ther local spread. The dispersal kernel parameter estimate 

Table 1. Parameter estimates of the invasion and observation process. Significance tests apply only to environmental suitability and sampling 
intensity parameters, with significant results marked by *.

95% credible interval

Parameter Median Lower Upper

Invasion process
Environmental suitability parameters
btemperature

* 1.49 1.06 1.96
bprecipitation

* 0.39 0.26 0.53
bcropland area –0.15 –0.32 0.01
burban area

* 0.29 0.10 0.48
bmotorways

* 0.10 0.01 0.19
brailways

* 0.19 0.06 0.31
Dispersal, a 0.27 0.03 0.68
Propagule production rate, h 0.0091 0.0039 0.019
Background introduction rate, l 0.000080 0.000011 0.00021
Background introduction start boost, lb 0.0027 0.0006 0.0074

Observation process
Detection rate, g 0.029 0.016 0.053
Detection dependence on invasion level, j 0.056 0.005 0.20
Sampling intensity parameters
rpre-1970

* –1.05 –1.55 –0.57
rintensified sampling

* 2.07 1.65 2.47
rhuman population density

* 0.29 0.07 0.60
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Comparing the (new) occurrence data from the valida-
tion period against the modelled probabilities of being 1) 
invaded and 2) detected as invaded by 2010 (Fig. 3e, f ) 
yielded an AUC value of 0.87 and 0.85, respectively, thus 
showing good congruence between the model and the data. 
Many of these new records stem from cells which, according 
to the model, had likely already been invaded by 2005.

Discussion

For most larger-scale biological invasions, accurate and com-
plete spatio-temporal distribution data are rarely available 
(Delisle et al. 2003, Chauvel et al. 2006) as species recording 
frequently suffers from detection errors and biases (Rocchini 
et al. 2011, Chen et al. 2013). In this paper we show, how-
ever, that numerical techniques like hierarchical modelling 
with estimation of latent invasion states, together with the 
advance of computer power that enables an application of 
these techniques to larger study systems, provide efficient 
means for analysing spatio-temporal invasion patterns 
despite imperfect detection. Our model follows a statistical 
approach in which parameters of both the invasion and its 
observation are estimated based on historical species records 
and limited information on the spatio-temporal variation of 
observation intensity. Using waiting-time random variables 

and near cells where the species had already been recorded 
(Fig. 3c, d; for more snapshot maps see Supplementary 
material Appendix 6, Fig. A3).
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Figure 3. (a) Topography of Austria. (b) Relative environmental suitability of grid cells for Ambrosia artemisiifolia invasion during the recent 
decades 1980–2010. (c) Model-estimated probabilities of grid cells having been invaded by A. artemisiifolia by 1990, and (d) by 2005 
(  last year for MCMC fitting). Cells in which the species occurrence has actually been documented by records up to the given year are 
shown in red. (e) Probabilities from model validation of cells being invaded by 2010 (  last year of the validation period), and (f ) being 
detected as invaded by 2010. Cells in which the species occurrence has actually been documented before 2006 (  first year of the validation 
period) are shown in red, and cells with occurrence first documented during the validation period are marked by blue points.
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Figure 4. The kernel function for dispersal from invaded source to 
uninvaded recipient cells. The dashed line shows the median esti-
mate of the shape parameter a (cf. Table 1), and the shaded area the 
95% credible interval.
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climatic conditions represented an effective filter of coloni-
sation, and accidental human movement of contaminated 
goods is suggested as the main driver of long-distance seed 
redistribution. These results corroborate earlier findings on 
the spread of A. artemisiifolia in different parts of Europe 
(see Essl et al. 2015 for a summary).

Detection odds of invaded cells were estimated statisti-
cally from the spatio-temporal sequence of species records 
and a number of putative determinants, or ‘predictors’, of 
detection efficiency. Nevertheless, the detectability function 
that we use is flexible and allows for the integration of many 
different possible surveying schemes for species: for example, 
if surveys were conducted with low intensity, yet in a spatio-
temporally homogeneous way, a constant function would be 
sufficient to reflect observation lag times; as another exam-
ple, periodically intensified sampling without spatial bias can 
be modelled by assigning the function higher values during 
these periods. Finally, a detectability function approaching 
infinity represents the special case of a complete survey for a 
given cell and time, where the lack of a species record corre-
sponds to a confirmed absence and effectively places a lower 
boundary constraint on the cell’s actual invasion time.

In our case study, the model suggests specific surveys 
undertaken in particular regions during particular years 
as most important for the detection of A. artemisiifolia 
occurrences. While these surveys delivered a large amount 
of species records, their strong spatio-temporal bias resulted 
in a highly skewed data set. Such biased observation patterns 
are probably characteristic for many documented invasions 
because species records frequently correlate with preferen-
tial sampling of selected locations due to easy accessibility, 
higher attractiveness, or location near research centres, field 
sites or living places of committed amateurs (Dennis and 
Thomas 2000, Reddy and Dávalos 2003, Romo et al. 2006, 
Merckx et  al. 2011, Aikio et  al. 2012, Yañez-Arenas et  al. 
2014). As a corollary, the actual biological process of inter-
est and its observation may easily become confounded. In 
the case of invasive plants this is particularly likely because 
many of them prefer habitats characterised by high human 
disturbance frequency and/or intensity (Chytrý et al. 2008) 

for both processes eases the statistical definition of this 
combined modelling approach. Effectively, our hierarchical 
modelling approach relaxes data requirements since dated 
presence-only records are sufficient for parameterisation. 
Delayed recording is reflected by considering dates as upper 
(  latest) boundaries of possible actual invasion times, and 
by assigning an uncertain occurrence status to cells lacking 
a species record. As a trade-off, however, the model assumes 
persistent occurrence of the invading species in a cell after 
a cell’s successful invasion, and inferences are contingent 
on the assumptions made about the detectability of these 
occurrences. Moreover, considering records as outcomes of 
the observation process implies that precise parameter esti-
mation of the underlying invasion process requires a rather 
high number of such records. Based on our simulation study 
results we suggest that for a comparable study system the 
number of recorded cells should be at least 300. This data 
requirement will usually be met for regions with a good doc-
umentation tradition of species distributions, such as many 
European countries with floristic mapping projects. Data 
sets are also likely to be larger for invading species to which 
historically higher attention has been paid because they 
have a prominent socio-economic or environmental impact 
– which are also those species for which robust inferences 
on spread dynamics and actual distribution may be most 
critical.

Invasion and observation process

A reliable reconstruction of the actual spread pattern requires 
that both the invasion and the observation process are prop-
erly specified. Put another way, the invasion process layer 
should include the relevant drivers of species spread like the 
factors determining propagule pressure and site suitability, 
and the observation process layer should reflect the sampling 
schemes that were actually applied to collect the available 
species records. In our case study application, the model 
suggests that the invasion of A. artemisiifolia was strongly 
determined by environmental heterogeneity. In particular, 
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Figure 5. Posterior distributions of the number of grid cells (out of 2626 cells in total) estimated to be invaded by Ambrosia artemisiifolia 
by (a) 1990, and (b) 2005. Dashed lines mark the 95% credible interval, and the solid line marks the number of cells documented as 
invaded according to species records up to the given year.
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And finally, a full model validation for an empirical inva-
sion is very difficult as accurate species data (from perfect 
detection) are typically unavailable.
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